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CHARACTERIZATIONS OF UNIFORM AND

EXPONENTIAL DISTRIBUTIONS VIA MOMENTS

OF THE kTH RECORD VALUES RANDOMLY INDEXED

Abstract. We characterize uniform and exponential distributions via
moments of the kth record statistics. Too and Lin’s (1989) results are con-
tained in our approach.

1. Introduction and preliminaries. Too and Lin (1989) charac-
terized uniform distributions in terms of moments of order statistics and
exponential distributions via moments of record values. From those results
it follows that the uniform distribution can be characterized by an equality
involving only two moments of order statistics, and similarly the exponential
distribution can be characterized by an equality involving only two moments
of record values. We characterize both those distributions (uniform and ex-
ponential) by moments of the kth record values. As particular cases we get
the characterization equalities quoted above.

Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables with a common
distribution function F . The jth order statistic of a sample (X1, . . . ,Xn) is
denoted by Xj:n. For a fixed integer k ≥ 1 we define (cf. [1]) the sequence

{Y
(k)
n , n ≥ 1} of kth record values as follows:

Y (k)
n = XLk(n):Lk(n)+k−1, n = 1, 2, . . . ,

where the sequence {Lk(n), n ≥ 1} of kth record times is given by

Lk(1) = 1,

Lk(n + 1) = min{j : j > Lk(n), Xj:j+k−1 > XLk(n):Lk(n)+k−1},

n = 1, 2, . . .
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We see that for k = 1 the sequence {Y
(1)
n , n ≥ 1} is the commonly

used sequence {XL(n), n ≥ 1} of record values of the sequence {Xn, n ≥ 1}.

Moreover, we note that Y
(n)
1 = min(X1, . . . ,Xn) = X1:n is the minimal

statistic of the sample (X1, . . . ,Xn).

2. A characterization of the uniform distribution. This section
contains characterizations of the uniform distribution via moments of the
kth record values with both fixed and random indices. We start with the
following result.

Theorem 1. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F , and assume E|min(X1, . . . ,Xk)|2p

< ∞ for a fixed integer k ≥ 1 and some p > 1. Suppose that N is a positive

integer-valued random variable independent of {Xn, n ≥ 1} such that

(2.1) E[Γ 1/q((N − 1)q + 1)/(N − 1)!] < ∞,

where q = p/(p − 1). Then F (x) = x1/m, x ∈ (0, 1), for a positive integer

m, iff

(2.2) E(Y
(k)
N )2 − 2

m
∑

l=0

(

m

l

)

(−1)lE

(

k

k + l

)N

Y
(k+l)
N

+

2m
∑

l=0

(

2m

l

)

(−1)lE

(

k

k + l

)N

= 0.

Let F−1(t) = inf{x : F (x) ≥ t}, t ∈ (0, 1). It is known (cf. [2]) that

(2.3) E(Y (k)
n )l =

kn

(n − 1)!

1\
0

(F−1(t))l(1 − t)k−1[− log(1 − t)]n−1 dt.

First consider non-random N (as in Theorem 2 below). Observe that
the left hand side of (2.2) in that case equals

a(n) :=
kn

(n − 1)!

1\
0

(F−1(t) − tm)2(− log(1 − t))n−1(1 − t)k−1 dt

since

m
∑

l=0

(

m

l

)

(−1)lE

(

k

k + l

)n

Y (k+l)
n

=
kn

(n − 1)!

1\
0

F−1(t)tm(− log(1 − t))n−1(1 − t)k−1 dt
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and

2m
∑

l=0

(

2m

l

)

(−1)l

(

k

k + l

)n

=
kn

(n − 1)!

1\
0

t2m(− log(1 − t))n−1(1 − t)k−1 dt.

Hence, by independence of N and X’s, (2.2) is equivalent to

∞
∑

n=1

a(n)P [N = n] = 0,

which is equivalent to F (x) = x1/m, x ∈ (0, 1).

For the case m = 1, Theorem 1 gives the following characterization of
the uniform distribution. We have F (x) = x, x ∈ (0, 1), iff

E(Y
(k)
N )2 − 2

[

EY
(k)
N − E

(

k

k + 1

)N

Y
(k+1)
N

]

+1 − 2E

(

k

k + 1

)N

+ E

(

k

k + 2

)N

= 0.

In the case k = 1 we get from Theorem 1 the following characterizing con-
ditions of the uniform distribution by moments of record values.

Theorem 1′. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that E|X1|
2p < ∞ for some

p > 1. Suppose that N is a positive integer-valued random variable inde-

pendent of {Xn, n ≥ 1} such that (2.1) is satisfied. Then F (x) = x1/m,
x ∈ (0, 1), for some positive integer m ≥ 1, iff

EX2
L(N) − 2

m
∑

l=0

(

m

l

)

(−1)lE

(

1

1 + l

)N

XL(N):L(N)+l

+

2m
∑

l=0

(

2m

l

)

(−1)lE

(

1

1 + l

)N

= 0.

We note that F (x) = x, x ∈ (0, 1), iff

EX2
L(N) − 2EXL(N) + E2−N+1XL(N):L(N)+1 − E2−N+1 + E3−N + 1 = 0.

Characterization conditions of the uniform distribution via moments of the
kth record values Y

(k)
n , i.e. when P [N = n] = 1, are given in the following

statements.

Theorem 2. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that E|min(X1, . . . ,Xk)|2p < ∞
for a fixed integer k ≥ 1 and some p > 1. Then F (x) = x1/m, x ∈ (0, 1), for
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a positive integer m, iff

(2.4) E(Y (k)
n )2 − 2

m
∑

l=0

(

m

l

)

(−1)l

(

k

k + l

)n

EY (k+l)
n

+
2m
∑

l=0

(

2m

l

)

(−1)l

(

k

k + l

)n

= 0.

In the case n = 1 the condition

EX2
1:k − 2

(

k + m

m

)

−1

EX1+m:k+m +

(

k + 2m

k

)

−1

= 0

characterizes F (x) = x1/m, x ∈ (0, 1), when EX2
1:k < ∞ (cf. [6]).

Hence we get the statement (cf. [4], [6]) that the uniform distribution
on (0, 1) can be characterized by the set {EX2

1 , EX2:2}, more precisely, by
the equality EX2:2 − EX2

1 = 1/3.

Note that F (x) = x, x ∈ (0, 1), iff

E(Y (k)
n )2 − 2

(

EY (k)
n −

(

k

k + 1

)n

EY (k+1)
n

)

−2

(

k

k + 1

)n

+

(

k

k + 2

)n

+ 1 = 0.

For n = 1,

EX2
1:k −

2

k + 1
EX2:k+1 +

2

(k + 1)(k + 2)
= 0

iff F (x) = x, x ∈ (0, 1) (cf. [6]).

Characterization conditions of the uniform distribution via moments of
XL(n) are as follows.

Theorem 2′. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that E|X1|
2p < ∞ for some

p > 1. Then F (x) = x1/m, x ∈ (0, 1), for a positive integer m, iff

EX2
L(n) − 2

m
∑

l=0

(

m

l

)

(−1)l

(

1

1 + l

)n

EXL(n):L(n)+l

+
2m
∑

l=0

(

2m

l

)

(−1)l

(

1

1 + l

)n

= 0.

In the case m = 1 the condition

EX2
L(n) − 2EXL(n) + 2−n+1EXL(n):L(n)+1 − 2−n+1 + 3−n + 1 = 0

characterizes the uniform distribution F (x) = x, x ∈ (0, 1).
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3. Characterization of the Weibull distribution. The main result
of this section is contained in the following statement.

Theorem 3. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F and assume E|min(X1, . . . ,Xk)|2p <
∞ for a fixed integer k ≥ 1 and some p > 1. Suppose that N is a positive

integer-valued random variable independent of {Xn, n ≥ 1}. Then F (x) =
1 − exp(−x1/m), x > 0, for a positive integer m, iff

(3.1) E(Y
(k)
N )2−2k−mE

(N + m − 1)!

(N − 1)!
Y

(k)
N+m +k−2mE

(N + 2m − 1)!

(N − 1)!
= 0

provided that EN2m < ∞, m ≥ 1.

In the case m = 1 the condition

E(Y
(k)
N )2 − 2k−1ENY

(k)
N+1 + k−2EN(N + 1) = 0

characterizes F (x) = 1 − exp(−x), x > 0, when EN2 < ∞.

P r o o f. First consider non-random N . Then the left hand side of (3.1)
equals

b(n) :=
kn

(n − 1)!

1\
0

(

F−1(t) −

(

log
1

1 − t

)m)2

(− log(1 − t))n−1(1 − t)k−1 dt

as

E
(n + m − 1)!

(n − 1)!km
Y

(k)
n+m =

kn

(n − 1)!

1\
0

(log
1

1 − t
)2m+n−1(1 − t)k−1 dt

=
(n + 2m − 1)!

(n − 1)!k2m
.

Hence by independence of N and X’s, (3.1) is equivalent to

∞
∑

n=1

b(n)P [N = n] = 0,

which is equivalent to F (x) = 1 − exp(−x1/m), x > 0.

For the case k = 1 we have the following characterizing condition.

Theorem 3′. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that E|X1|
2p < ∞ for some

p > 1, and assume that N is a positive integer-valued random variable in-

dependent of {Xn, n ≥ 1}. Then F (x) = 1 − exp(−x1/m), x ∈ (0,∞), for
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some positive integer m ≥ 1, iff

EX2
L(N) − 2E

(N + m − 1)!

(N − 1)!
XL(N+m) + E

(N + 2m − 1)!

(N − 1)!
= 0

provided that EN2m < ∞, m ≥ 1.

In particular (m = 1) the condition

EX2
L(N) − 2ENXL(N+1) + EN(N + 1) = 0

characterizes F (x) = 1 − exp(−x), x > 0, when EN2 < ∞.
In the case when P [N = n] = 1 we have the following characterization

conditions of the Weibull distribution.

Theorem 4. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that E|min(X1, . . . ,Xk)|2p < ∞
for a fixed integer k ≥ 1 and some p > 1. Then F (x) = 1 − exp(−x1/m),
x ∈ (0,∞), for some positive integer m ≥ 1, iff

(3.2) E(Y (k)
n )2 − 2

(n + m − 1)!

(n − 1)!km
EY

(k)
n+m +

(n + 2m − 1)!

(n − 1)!k2m
= 0.

In the case n = 1 the condition

(3.3) EX2
1:k −

2m!

km
EY

(k)
m+1 +

(2m)!

k2m
= 0

characterizes F (x) = 1 − exp(−x1/m), x > 0, and for m = 1 the condition
(3.2) becomes

E(Y
(k)
1 )2 −

2

k
EY

(k)
2 +

2

k2
= 0,

proving that each set {E(Y
(k)
1 )2, EY

(k)
2 }, k ≥ 1, characterizes the exponen-

tial distribution.
From Theorem 4 for k = 1 we have the following result.

Theorem 4′ (cf. [6]). Let {Xn, n ≥ 1} be a sequence of i.i.d. random

variables with a common distribution function such that E|X1|
2p < ∞ for

some p > 1. Then F (x) = 1− exp(−x1/m), x > 0, for some positive integer

m ≥ 1, iff

EX2
L(n) − 2

(n + m − 1)!

(n − 1)!
EXL(n+m) +

(n + 2m − 1)!

(n − 1)!
= 0.

4. Characterization conditions based on a randomization of k.
Finally, we note that some characterization conditions in terms of moments
of the minimal statistic X1:K (cf. [5], [3]) can be obtained from Theorem 1
and 3, respectively, by a randomization of k in the kth record value (with
N = 1 a.s.).
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Theorem 5. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that EX2
1 < ∞ for some p > 1.

Suppose that K is a positive integer-valued random variable independent of

{Xn, n ≥ 1} with EK < ∞. Then F (x) = x1/m, x ∈ (0, 1), for some

positive integer m ≥ 1, iff

(4.1) EX2
1:K − 2

m
∑

l=0

(

m

l

)

(−1)lE
K

K + l
X1:K+l

+

2m
∑

l=0

(

2m

l

)

(−1)lE
K

K + l
= 0.

Corollary. If a positive integer random variable K obeys the logarith-

mic probability function

P [K = k] =
αθk

k
, k = 1, 2, . . . ; 0 < θ < 1, α = −

1

log(1 − θ)
,

then F (x) = x1/m, x ∈ (0, 1), for some positive integer m ≥ 1, iff

(4.2) EX2
1:K − 2

m
∑

l=0

(

m

l

)

(−1)lE
K

K + l
X1:K+l

+

2m
∑

l=1

(

2m

l

)

(−1)l 1

θl

[

1 − α

l
∑

k=1

θk

k

]

+ 1 = 0.

In the case m = 1 we see that the condition

EX2
1:K −2

[

αEX +

(

1−
1

θ

)

EX1:K

]

+α

(

3

2
−

1

θ
−

(

1−
1

θ

)2

log(1−θ)

)

= 0

characterizes the uniform distribution on (0, 1) (cf. [5]).

Theorem 6. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables

with a common distribution function F such that EX2
1 < ∞ and let K be

a positive integer-valued random variable independent of {Xn, n ≥ 1} such

that EKm+1 < ∞ for a fixed m ≥ 1. Then F (x) = 1 − exp(−x1/m), x > 0,
iff

EX2
1:K − 2m!EK−mY

(K)
m+1 + (2m)!EK−2m = 0.

For the case m = 1 the condition

EX2
1:K − 2EK−1Y

(K)
2 + 2EK−2 = 0

characterizes F (x) = 1 − exp(−x), x > 0. Hence we see that the set

{EX2
1:K , EK−1Y

(K)
2 , EK−2} characterizes the exponential distribution, and

in particular we conclude that {EX2
1 , EXL(2)} characterizes the exponential

distribution (cf. [4], [6]).
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