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Characterizing M-estimators
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We characterize the full classes of M-estimators for semiparametric models of gen-
eral functionals by formally connecting the theory of consistent loss functions from
forecast evaluation with the theory of M-estimation. This novel characterization
result opens up the possibility for theoretical research on efficient and equivariant
M-estimation and, more generally, it allows to leverage existing results on loss func-
tions known from the literature of forecast evaluation in estimation theory.
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1. Introduction

The task of regression is to model the effect of covariates X on a response variable Y , or more

precisely, the effect of X on a functional Γ of the conditional distribution of Y given X, FY |X .

The typical example for Γ is the mean, resulting in mean regression. In many application, one

is interested in other functionals such as quantiles (Value at Risk, VaR), expectiles, variance,

or Expected Shortfall (ES) (Koenker and Bassett, 1978; Bollerslev, 1986; Patton et al., 2019).

A correctly specified parametric model m(X, θ) satisfies Γ(FY |X) = m(X, θ0) for some unique

parameter θ0 ∈ Θ.

The statistician’s task is to estimate the parameter θ0 based on data (Yt,Xt), t = 1, . . . , N . For

the standard situation of linear mean regression, Γ(FY |X) = E[Y |X], andm(X, θ) = X⊺θ, one of-

ten employs the ordinary-least-squares (OLS) estimator of the form θ̂T = argminθ∈Θ
1
T

∑T
t=1

(
Yt−

X
⊺

t θ
)2
, or a related closed-form solution thereof. The OLS estimator is a special instance of an

M-estimator (Huber, 1967; Newey and McFadden, 1994),

θ̂T = argmin
θ∈Θ

1

T

T∑

t=1

ρ
(
Yt,m(Xt, θ)

)
, (1)

based on a loss function ρ, which is the key ingredient of an M-estimator. Note that our results

carry over to time-varying loss functions ρt.
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The core condition on ρ for consistency of θ̂T is that E
[
ρ
(
Yt,m(Xt, θ0)

)]
< E

[
ρ
(
Yt,m(Xt, θ)

)]

for all θ 6= θ0 and for all t ∈ N, which we call strict model-consistency of ρ for m. Apart

from special cases, the classes of such loss functions ρ are unfortunately not well understood in

M-estimation yet. Our main result, Theorem 1, establishes that a loss function ρ is (strictly)

model-consistent for m if and only if it is (strictly) consistent for the target functional Γ, mean-

ing that
∫
ρ
(
y,Γ(F )

)
dF (y) ≤

∫
ρ(y, ξ)dF (y) for all ξ ∈ Rk and for all distributions F in a

sufficiently rich class, where strictness means that equality implies ξ = Γ(F ). Since there are

well-understood characterization results for strictly consistent losses from the literature of fore-

cast evaluation (Gneiting, 2011a; Fissler and Ziegel, 2016), Theorem 1 lifts these results to

a novel characterization of the classes of consistent M-estimators for general (vector-valued)

functionals.

Our result provides the first characterization of the full classes of consistent M-estimators for

semiparametric models of general, possibly vector-valued functionals by formally connecting the

two strands of literature on M-estimation and forecast evaluation. Understanding the full classes

of M-estimators facilitates a deeper understanding of the (im)possibilities, e.g., in the following

areas. It allows to derive M-estimation efficiency bounds, similar to efficient generalized method

of moments estimation of Chamberlain (1987). Drawing on the literature of homogeneous and

equivariant loss functions (Nolde and Ziegel, 2017; Fissler and Ziegel, 2019), our connection

allows to classify such M-estimators having e.g. the advantage that they are invariant to linear

rescaling in finite samples. Furthermore, estimators with the most beneficial integrability con-

ditions in the sense that E[
∣∣ρ
(
Yt,m(Xt, θ)

)∣∣] is finite can be derived. Our result further allows

to leverage recent discoveries in the forecast evaluation literature such as mixture representa-

tions (Ehm et al., 2016) or score decompositions (Dimitriadis et al., 2021b) for the purpose of

M-estimation. Theorem 1 also provides the first formal argument why consistent M-estimation

is basically impossible if there do not exist (strictly) consistent loss functions for the target func-

tional Γ. This argument has already been used informally for the Expected Shortfall (Patton

et al., 2019; Dimitriadis and Bayer, 2019), the Range Value at Risk (Barendse, 2022), and the

mode (Kemp and Silva, 2012).

2. Notation and Definitions

Let (Ω,A,P) be a non-atomic, complete probability space where all random variables are defined.

We introduce a class Y of Rd-valued possible response variables, a corresponding class X or Rp-

valued regressors, and Z the class of possible response–regressor pairs (Y,X). The class of

marginal distributions FY of Y ∈ Y is denoted by FY , with a corresponding notation FX .

FY|X is the class of regular versions of conditional distributions FY |X for any (Y,X) ∈ Z; see

Appendix A for technical details. We will identify cumulative distribution functions with their

corresponding measures where convenient. Let Γ: FY|X → Ξ ⊆ Rk be some k-dimensional,

single-valued functional of the conditional distribution of Y given X. Let Θ ⊆ Rq be some

parameter space with non-empty interior, int(Θ), and m : Rp × Θ → Ξ a parametric model for

the functional Γ. We shall work under the following assumption of a correctly specified model

with a uniquely identified true model parameter.
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Assumption 1. For all Z = (Y,X) ∈ Z there is a unique parameter θ0 = θ0(FZ) ∈ int(Θ) such

that almost surely

m(X, θ0) = Γ(FY |X). (2)

Assumption 1 is semiparametric in the sense that the finite-dimensional parameter θ0 in

(2) does not fully describe the distribution of (Y,X), but only Γ(FY |X), the component of

the conditional distribution we are essentially interested in. In general, an estimator should

be valid on a class of random variables Z which is as large as possible, allowing to apply

the estimator in many different situations and under uncertainty of the distributions of the

underlying data. Hence, Assumption 1 is a minimal condition on the random variables that

allows for semiparametric modeling of a functional of the conditional distribution.

We continue by recalling the use of loss functions in the closely related area of forecast evalu-

ation, where the notion of a strictly consistent loss function is a crucial concept in the literature

on forecast evaluation, since it incentivizes truthful reports (Murphy and Daan, 1985). Making

use of a similar decision-theoretic terminology as in Gneiting (2011a) and Fissler and Ziegel

(2016), let F be some generic class of probability distributions on Rd, which is our observation

domain, and Ξ ⊆ Rk, our action domain.

Definition 1 (Consistency and elicitability). A loss function ρ : Rd × Ξ → R is called F-

consistent for a functional Γ: F → Ξ if ρ(·, ξ) is F -integrable for all F ∈ F and for all ξ ∈ Ξ,

and if ∫
ρ
(
y,Γ(F )

)
dF (y) ≤

∫
ρ(y, ξ) dF (y) for all F ∈ F , for all ξ ∈ Ξ . (3)

If equality in (3) implies ξ = Γ(F ), then the loss function is called strictly F-consistent for Γ.

A functional Γ: F → Ξ is elicitable if there is a strictly F-consistent loss function for it.

On the class of distributions with a finite second moment, the squared loss ρ(y, ξ) = (y−ξ)2 is

strictly consistent for the mean functional. More generally, subject to regularity and integrability

conditions on ρ and richness conditions on F , ρ is (strictly) F-consistent for the mean if and

only if it is a so-called Bregman loss

ρ(y, ξ) = φ(y)− φ(ξ) + φ′(ξ)(ξ − y) + κ(y), (4)

where φ is a (strictly) convex function on R with subgradient φ′ and κ is any function of y (Savage,

1971; Gneiting, 2011a). Likewise, the well known pinball or asymmetric absolute loss ρ(y, ξ) =

(1{y ≤ ξ} − α)(ξ − y) is strictly consistent for the lower α-quantile on the class of distributions

with finite mean and where the lower α-quantile coincides with the upper α-quantile. Moreover,

subject to regularity and integrability conditions on ρ and richness conditions on F , a loss ρ is

(strictly) consistent for the lower α-quantile, α ∈ (0, 1), if and only if it is a generalized piecewise

linear loss function

ρ(y, ξ) = (1{y ≤ ξ} − α)(g(ξ) − g(y)) + κ(y), (5)

where g is (strictly) increasing (Gneiting, 2011b).

Similar characterization results exist for other functionals such as expectiles or the pairs

consisting of the mean and variance or the quantile and Expected Shortfall (Gneiting, 2011a;
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Fissler and Ziegel, 2016). The characterization results in (4) and (5) rely on the fact that

the related classes F are convex and rich enough. E.g., if we restrict attention to symmetric

distributions only, the mean equals the median, and loss functions of the form given in (4) or

(5) would elicit the mean and median.

The following definition develops similar notions of consistency for the setting of M-estimation

with an underlying class Z implying that Γ is defined on the class of conditional distributions

FY|X .

Definition 2 (Model-consistency). Suppose Assumption 1 holds for the parametric model

m : Rp × Θ → Ξ and the functional Γ: FY|X → Ξ. Let ρ : R × Ξ → R be a loss function

such that E
∣∣ρ
(
Y,m(X, θ)

)∣∣ <∞ for all (Y,X) ∈ Z and for all θ ∈ Θ.

(i) The loss ρ is unconditionally FZ -model-consistent for the model m if

E
[
ρ
(
Y,m(X, θ0)

)]
≤ E

[
ρ
(
Y,m(X, θ)

)]
for all (Y,X) ∈ Z, for all θ ∈ Θ . (6)

Moreover, ρ is strictly unconditionally FZ -model-consistent for the model m if equality in

(6) implies that θ = θ0.

(ii) The loss ρ is conditionally FZ -model-consistent for the model m if

E
[
ρ
(
Y,m(X, θ0)

)∣∣X
]
≤ E

[
ρ
(
Y,m(X, θ)

)∣∣X
]
a.s. for all (Y,X) ∈ Z, for all θ ∈ Θ . (7)

Moreover, ρ is strictly conditionally FZ-model-consistent for the model m if almost sure

equality in (7) implies that θ = θ0.

The concept of unconditional model-consistency is the central condition for consistent M-

estimation: Gourieroux et al. (1987, Property 3.3 and 3.4) show equivalence of these two notions

in terms of first order conditions and under some regularity assumptions. Also see condition (i)

in Newey and McFadden (1994, Theorem 2.1), Huber (1967, Assumption (A-4)), where their

remaining assumptions are merely regularity conditions. In contrast, the conditional notion

is appealing since it bridges the gap between consistency for Γ according to Definition 1 and

unconditional model-consistency for m in the proof of Theorem 1 below. It can still be practi-

cally useful when we resort to nonparametric kernel regressions or in the presence of repeated

observations of X, e.g. if X consists of categorical variables only.

While the classical notion of consistency in (3) and the unconditional model version in (6) are

closely related, they are crucially different in that in the latter, the expectation is also taken with

respect to the covariates. Establishing and finding reasonable conditions for their equivalence is

indeed not trivial as shown in Theorem 1 below.

3. Main Result and Discussion

To present our main Theorem 1, we introduce and discuss the following two assumptions.

Assumption 2. For all X ∈ X , the map m(X, ·) : Θ → Ξ is surjective almost surely. For all

(Y,X) ∈ Z the conditional expectation E
[
ρ
(
Y,m(X, θ)

)∣∣X
]
is continuous in θ almost surely.
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The surjectivity in Assumption 2 can usually be fulfilled by a sensible choice of Ξ, and the

smoothness condition on the expected loss is standard in the literature, see e.g., Newey and

McFadden (1994, Section 2.3).

Assumption 3. For any Z = (Y,X) ∈ Z and any event A ∈ σ(X) with positive probability

P(A) > 0, there is some Z̃ ∈ Z such that P
(
Z̃ ∈ B

)
= P

(
Z ∈ B |A

)
for all Borel sets B ⊆ Rd+p.

Assumption 3 is a richness condition on the class of possible data generating processes (DGP)

in Z as for any process Z = (Y,X) ∈ Z, and any set A with positive probability, it stipulates

that Z is rich enough to contain a process Z̃ = (Ỹ , X̃) as specified in Assumption 3. Crucially,

it yields that P(Ỹ ∈ C |X̃) = P(Y ∈ C |X,A) for all Borel sets C ⊆ R. This, together with

Assumption 1, implies that the correctly specified parameter and hence the semiparametric

model, is the same under the distributions F
Z̃

and FZ ; in formulae, θ0(FZ̃
) = θ0(FZ). Recall

that in estimation, Z captures the flexibility about the underlying and in practice unknown DGP,

such that a large Z is desirable in order to obtain an estimation method which is applicable to a

wide range of distributions of Z ∈ Z. Thus, Assumption 3 intuitively means that given a certain

plausible and correctly specified DGP, and given a measurable set B ⊂ Rp of possible values for

the covariates X which is attained with positive probability, i.e. P(X ∈ B) > 0, restricting the

DGP to these values of covariates must be feasible. E.g., if income Y is studied in dependence

of years after graduation, X1, and further covariates X2, . . . ,Xp, one might as well study income

of persons at most 5 years after their graduation, X1 ≤ 5. Then, in a correctly specified model,

the true but unknown parameter θ0 remains the same, no matter whether considering the whole

population or only persons within 5 years after their graduation. Further recall that as discussed

after (5), the characterization results for strictly consistent loss functions already rely on richness

conditions on the classes of distributions.

Theorem 1. Under Assumption 1 the following holds for a loss ρ : R× Ξ → R.

(i) If ρ is (strictly) FY|X -consistent for Γ then it is (strictly) conditionally FZ-model-consistent

for the model m.

(ii) Under Assumption 2 if ρ is conditionally FZ-model-consistent for m, there is a modifica-

tion F̃Y|X of FY|X such that ρ is F̃Y|X -consistent for Γ.

(iii) If ρ is (strictly) conditionally FZ -model consistent form then it is (strictly) unconditionally

FZ-model-consistent for m.

(iv) Under Assumption 3 if ρ is (strictly) unconditionally FZ-model-consistent for m then it

is also (strictly) conditionally FZ -model-consistent for m.

Theorem 1, whose proof can be found in Appendix B, provides two main implications; see

Figure 1 for a visualisation: First, a combination of (i) and (iii) justifies the use of strictly FY|X -

consistent losses for Γ in the context of M-estimation. This is well known in the literature, e.g.

Gneiting and Raftery (2007, Section 9) describe this under the term optimum score estimation.

The proofs of (i) and (iii) are straight-forward, and for special cases they can be found, e.g. in

the proof of Patton et al. (2019, Theorem 1).

5



FY|X -consistency
for Γ

conditional
FZ -consistency

for m

unconditional
FZ -consistency

for m

(i)

(ii)

(iii)

(iv)

Figure 1.: A visualisation of the implications of Theorem 1.

Second, and more important for our purposes is the reverse implication, combining (ii) and

(iv). It asserts that, under appropriate assumptions, an unconditionally FZ -model-consistent

loss for m is necessarily FY|X -consistent for Γ. Thus, exploiting known characterization results

for FY|X -consistent losses for many relevant functionals Γ, it constitutes an effective and original

bound on the class of consistent M-estimators. Notice that strictness of the F̃Y|X -consistent

losses cannot be established in part (ii) of Theorem 1. While a stronger version of this result

including the strictness would be desirable, its lack hardly diminishes the applicability of the

results since characterization results for non-strict FY|X -consistent losses are available in the

literature and these are almost as strong as the ones for strictly consistent losses (Gneiting,

2011a). E.g., we obtain all consistent losses for the mean functional when possibly non-strictly

convex functions φ are used in (4), and for quantiles when possibly non-strictly increasing

functions g are used in (5). Further note that for practical or intuitive purposes, the technical

distinction between FY|X and a modification F̃Y|X thereof is inessential, see Appendix A.

E.g., Theorem 1 implies that the class of M-estimators for conditional mean models are char-

acterized by loss functions of the form (4) while for conditional quantiles, a loss of the form (5)

must be used. This enables to find beneficial choices of φ, g and κ in terms of efficiency and

equivariance (Dimitriadis et al., 2021a) or integrability of the loss. Similarly, one can leverage

the flexibility of the class of consistent losses for VaR and ES provided in Fissler and Ziegel

(2016).

As of yet, implications in the direction of the points (ii) and (iv) of Theorem 1 have only been

provided for special cases or under much stronger conditions: First, Gourieroux et al. (1987)

consider M-estimators for general semiparametric models by restricting attention to parameters

identified by a set of conditional moment restrictions, as given by their equation (4.5). As a

consequence, their main result, Property 4.7, characterizes the functional form of the losses’

first-order conditions and is hence closest to our Proposition S3 in the Supplementary Material.

In contrast, our Theorem 1 allows us to conveniently connect M-estimation to known classes of

strictly consistent loss functions from the literature on forecast evaluation. Gourieroux et al.

(1987) further operate under a stronger and less interpretable richness condition on the class of

distributions; compare their Assumption A.7 i) to our Assumption 3. Second, Komunjer (2005,

Theorem 2) shows a necessary condition for M-estimation if Γ is some quantile. However, a

richness condition, corresponding to our Assumption 3, is only assumed implicitly in the proof

when quantifying over all model classes before their equation (19). In contrast, our Theorem 1

rigorously shows this relation for semiparametric models for any elicitable functional.
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Appendix

A. Technical Details on the Class of Conditional Distributions

FY|X is a collection of distributions such that for any (Y,X) ∈ Z a regular version of the

conditional distribution FY |X is an element of FY|X almost surely. Recall that FY |X is unique

almost surely. Therefore, FY|X is induced by a map Z ∋ Z 7→ ΩZ ∈ {Ω′ ∈ A |P(Ω′) = 1} such

that FY|X is the union of all collections {FY |X(·, ω) |ω ∈ ΩZ} where Z ∈ Z. Since there are

several such maps Z → {Ω′ ∈ A |P(Ω′) = 1}, FY|X is not unique, but has several modifications

corresponding to the choices of this map Z 7→ ΩZ ∈ {Ω′ ∈ A |P(Ω′) = 1}.

B. Proof of Theorem 1

Proof of Theorem 1. (i) Let Z = (Y,X) ∈ Z and θ0 = θ0(FZ). Suppose that θ 6= θ0. Then

E
[
ρ
(
Y,m(X, θ0)

)∣∣X
]
= E

[
ρ
(
Y,Γ(FY |X)

)∣∣X
]
≤ E

[
ρ
(
Y,m(X, θ)

)∣∣X
]
due to the FY|X -consistency

of ρ. Invoking Assumption 1, we get P(m(X, θ0) 6= m(X, θ)) > 0. Therefore, if ρ is (strictly)

FY|X -consistent for Γ, it is also (strictly) FZ -model-consistent for m.

(ii) Suppose that ρ is conditionally FZ -model consistent and let (Y,X) ∈ Z. Then for all θ ∈ Θ

it holds that P
(
E
[
ρ
(
Y,m(X, θ0)

)∣∣X
]
≤ E

[
ρ
(
Y,m(X, θ)

)∣∣X
])

= 1. Since the countable union of

null sets is again a null set, this implies that P
(
E
[
ρ
(
Y,m(X, θ0)

)∣∣X
]
≤ E

[
ρ
(
Y,m(X, θ)

)∣∣X
]
∀θ ∈

Θ ∩ Qq
)
= 1, where Q is the set of all rationals. Using the fact that Θ ∩ Qq is dense in Θ and

due to the stipulated continuity of the conditional expectations of the losses in Assumption 2,

we obtain that P(A) = 1 where

A =
{
ω ∈ Ω: E

[
ρ
(
Y,m(X, θ0)

)∣∣X
]
(ω) = E

[
ρ
(
Y,Γ(FY |X)

)∣∣X
]
(ω)

≤ E
[
ρ
(
Y,m(X, θ)

)∣∣X
]
(ω) ∀θ ∈ Θ

}
∈ A,

where we also used Assumption 1. Let A′ ∈ A be the set with probability one such that
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m(X(ω), ·) is surjective for all ω ∈ A′. Then for all ω ∈ A ∩A′ we get that

∫
ρ
(
y,Γ(FY |X(·, ω))

)
FY |X(dy, ω) ≤

∫
ρ
(
y,m(X(ω), θ)

)
FY |X(dy, ω)

for all θ ∈ Θ. Finally, exploiting the surjectivity of the model, we arrive at the claim. Clearly,

it is only possible to establish this assertion on a modification of FY|X ; see the first paragraph

of Section 2 and Appendix A.

(iii) This is a standard application of the tower property together with the positivity of the

expectation.

(iv) Assume that ρ is not strictly conditionally FZ -model-consistent for m. That means

there exists Z = (Y,X) ∈ Z with true parameter θ0 = θ0(FZ) such that for some θ 6= θ0

the event A =
{
ω |E

[
ρ
(
Y,m(X, θ)

)
− ρ

(
Y,m(X, θ0)

)∣∣X
]
(ω) ≤ 0

}
has positive probability. Let

Z̃ = (Ỹ , X̃) ∈ Z be the pair given by Assumption 3 with A specified above. Then clearly

E
[
ρ
(
Ỹ ,m(X̃, θ)

)
− ρ

(
Ỹ ,m(X̃, θ0)

)]
= E

[
E
[
ρ
(
Ỹ ,m(X̃, θ)

)
− ρ

(
Ỹ ,m(X̃, θ0)

)∣∣X̃
]]

≤ 0. (8)

This means that ρ is not strictly unconditionally FZ -model-consistent for m. The argument

when we assume that ρ is merely conditionally FZ -model-consistent works analogously, where

we replace the inequalities in the definition of A and in (8) with strict inequalities.
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SUPPLEMENTARY MATERIAL FOR

Characterizing M-estimators

Timo Dimitriadis, Tobias Fissler and Johanna Ziegel

August 18, 2022

This supplement provides results on linking zero (Z) estimation to identification functions

from forecast evaluation. It further illustrates why a full analogon of Theorem 1 in the main

text is not achievable by providing corresponding counterexamples. Section S1 introduces the

setup and notation and Section S2 provides results and a discussion thereof. All proofs are given

in Section S3.

S1. Setup, Notation and Definitions

Recall the estimation problem for semiparametric models of a general functional Γ as outlined

in the main text, where we shall use the same notation. A correctly specified parametric model

m(X, θ) satisfies Γ(FY |X) = m(X, θ0) ∈ Ξ ⊆ Rk for some unique parameter θ0 ∈ Θ ⊆ Rq. The

task is to estimate the parameter θ0 based on data (Yt,Xt), t = 1, . . . , N . A standard alternative

to M-estimation is (zero) Z-estimation

θ̂Z,T = argmin
θ∈Θ

∥∥∥ 1

T

T∑

t=1

ψ(Yt,Xt, θ)
∥∥∥
2

, (S1)

based on some s-dimensional functions ψ(Yt,Xt, θ), that could also be time-varying. The lat-

ter are often called moment conditions or identification functions for θ0, satisfying the strict

unconditional identification condition

(
E
[
ψ(Yt,Xt, θ)

]
= 0 ⇐⇒ θ = θ0

)
for all θ ∈ Θ for all t ∈ N. (S2)

Motivated by the zero-condition in (S2), the estimator in (S1) is called Z-estimator. We restrict

attention to the exactly identified case of s = q, implying as many moment conditions as model

parameters. Extensions to the case s > q are possible in the framework of generalized method

of moments (GMM) estimation (Hansen, 1982; Newey and McFadden, 1994).

Similar to the strict model-consistency of loss functions, the strict unconditional identification

(S2) is the core condition for the consistency of the Z-estimator θ̂Z,T and the choice of ψ is

the key ingredient of Z-estimation, see e.g., Gourieroux et al. (1987), Newey (1990), Newey and

McFadden (1994). We continue to formally introduce the notions of identification functions from

the literature on forecast evaluation, where these functions are deployed to check (conditional)

calibration of forecasts (Nolde and Ziegel, 2017; Dimitriadis et al., 2021c), akin to a goodness-

of-fit test.

Definition S1 (Identification function and identifiability). A map ϕ : Rd×Ξ → Rk is called an

F-identification function for a functional Γ: F → Ξ ⊆ Rk if ϕ(·, ξ) is F -integrable for all F ∈ F
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and for all ξ ∈ Ξ, and if

∫
ϕ
(
y,Γ(F )

)
dF (y) = 0 for all F ∈ F .

If additionally

(∫
ϕ
(
y, ξ

)
dF (y) = 0 =⇒ ξ = Γ(F )

)
for all F ∈ F , for all ξ ∈ Ξ,

it is a strict F-identification function for Γ. A functional Γ: F → Ξ is called identifiable if there

is a strict F-identification function for it.

In this definition, we restrict attention to k-dimensional identification functions. This is

motivated by the characterization result of Dimitriadis et al. (2022), who show that, given a

strict identification function ϕ(y, ξ), the whole class of strict identification functions is given by

the set

{
h(ξ)ϕ(y, ξ) |h : Ξ → Rk×k, det(h(ξ)) 6= 0 for all ξ ∈ Ξ

}
. (S3)

This implies that identification functions of lower dimension than k cannot be strict, while ones

with dimension greater k contain redundancies; see Dimitriadis et al. (2022, Remark 6) for a

detailed discussion.

For estimation of semiparametric models, and similar to Definition 1 we introduce an uncondi-

tional and a conditional notion of identification functions for models, where the latter coincides

with the notion of conditional moment conditions (or restrictions), as given, e.g. in Newey (1993)

and the references therein.

For this, we make use of the observation that by Assumption 1, the parameter θ0 = θ0(FZ)

can be interpreted as a functional θ0 : FZ → Θ ⊆ Rq by mapping a distribution FZ ∈ FZ to the

unique θ0(FZ) ∈ int(Θ) such that (2) is satisfied.

Definition S2. Under Assumption 1, let θ0 : FZ → Θ ⊆ Rq be the functional given by (2). Let

ψ : Rd × Rp × Θ → Rq be a function such that E‖ψ(Y,X, θ)‖1 < ∞ for all (Y,X) ∈ Z and for

all θ ∈ Θ.

(i) The function ψ is an unconditional FZ -identification function for θ0 : FZ → Θ if

E
[
ψ(Y,X, θ0(FZ))

]
= 0 for all Z = (Y,X) ∈ Z .

It is a strict unconditional FZ -identification function for θ0 if additionally

(
E[ψ(Y,X, θ)] = 0 =⇒ θ = θ0(FZ)

)
for all Z = (Y,X) ∈ Z, for all θ ∈ Θ .

(ii) The function ψ is a conditional FZ-identification function for θ0 : FZ → Θ if

E
[
ψ(Y,X, θ0(FZ))

∣∣X
]
= 0 a.s. for all Z = (Y,X) ∈ Z .
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It is a strict conditional FZ-identification function for θ0 if additionally

(
E
[
ψ(Y,X, θ)

∣∣X
]
= 0 a.s. =⇒ θ = θ0(FZ)

)
for all Z = (Y,X) ∈ Z, for all θ ∈ Θ .

S2. Main result and discussion

The following Proposition gives counterparts of Theorem 1 (i) and (ii), with similar attenuations

with respect to the strictness as in Theorem 1 (ii).

Proposition S1. Under Assumption 1, the following implications hold for ϕ : Rd × Ξ → Rk:

(i) If ϕ is a (strict) FY|X -identification function for Γ then Rd × Rp × Θ ∋ (y, x, θ) 7→

ϕ
(
y,m(x, θ)

)
is a (strict) conditional FZ -identification function for θ0.

(ii) If (y, x, θ) 7→ ϕ
(
y,m(x, θ)

)
is a conditional FZ -identification function for θ0 then ϕ is an

FY|X -identification function for Γ.

While counterparts to the conclusions of Theorem 1 (iii) and (iv), connecting the conditional

with the unconditional notion, would be desirable for identification functions, they seem out of

reach in the general case. To arrive at a counterpart of Theorem 1 (iii) note that, by the tower

property, any (strict) conditional FZ -identification for θ0 is an unconditional FZ -identification

function for θ0. However, it generally fails to be strict; see Example S1 below and the results of

Newey and McFadden (1994), Rothenberg (1971), Brown (1983), Roehrig (1988), and Komunjer

(2012) among many others.

Henceforth, and similar to Gourieroux et al. (1987, Equation (4.5)), we restrict attention to

conditional moment conditions of the form

ψA(Y,X, θ) = A(X, θ)ϕ
(
Y,m(X, θ)

)
, (S4)

where ϕ is a strict FY|X -identification function for Γ, and A(X, θ) is a (q × k) instrument

matrix. This construction is motivated by the well-known fact that E
[
ϕ
(
Y,m(X, θ)

)∣∣X
]
= 0

a.s. is equivalent to

E
[
a(X)⊺ϕ

(
Y,m(X, θ)

)]
= 0 for all measurable a : Rp → Rk, (S5)

such that E
[∣∣a(X)⊺ϕ

(
Y,m(X, θ)

)∣∣] < ∞, where the functions a(X) = a(X, θ) can also depend

on θ. To render the equivalence in (S5) statistically feasible, we reduce the number of functions

a(X, θ)⊺ to be finite, resulting in the instrument matrix A(X, θ) ∈ Rs×k in (S4). Also see

Newey (1985), Newey (1990), Bierens (1990), Nolde and Ziegel (2017) for similar constructions

in estimation and testing based on conditional moment restrictions.

Remark S1. In light of the characterization result of Dimitriadis et al. (2022), this has the ad-

vantage that the choice of the identification function ϕ in (S4) is actually irrelevant. Indeed, sup-

pose one considers ϕ′ : Rd ×Ξ → Rk rather than ϕ in (S4). This means there is a matrix-valued

function h : int(Ξ) → Rk×k of full rank such that ϕ′
(
y,m(x, θ)

)
= h

(
m(x, θ)

)
ϕ
(
y,m(x, θ)

)
.

Then we can use the matrix A′(x, θ) = A(x, θ)
(
h(m(x, θ))

)−1
such that A′(x, θ)ϕ′

(
y,m(x, θ)

)
=
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A(x, θ)ϕ
(
y,m(x, θ)

)
. Consequently, it is no loss of generality to fix a certain strict FY|X -identification

function ϕ for Γ since the remaining flexibility can always be captured through the choice of the

instrument matrix A.

The following Proposition S2 provides a sufficient condition on the instrument matrix A(X, θ)

such that A(X, θ)ϕ
(
Y,m(X, θ)

)
becomes a strict identification function for θ0.

Proposition S2. Under Assumption 1, let ϕ : Rd×Rk → Rk be a strict FY|X -identification func-

tion. Let A : Rp ×Θ → Rq×k be an instrument matrix such that the matrix E
[
A(X, θ)D(X, θ′)

]

has full rank, where D(X, θ′) = ∇θE
[
ϕ
(
Y,m(X, θ)

)
|X

] ∣∣
θ=θ′

for all (Y,X) ∈ Z and for all

θ, θ′ ∈ Θ such that there is a λ ∈ [0, 1] with θ′ = (1− λ)θ0 + λθ. Then A(x, θ)ϕ
(
y,m(x, θ)

)
is a

strict unconditional FZ-identification function for θ0.

The following proposition takes the angle of ‘reverse engineering’ establishing a counterpart

to Theorem 1 (iv): When an unconditional strict identification function is of the form (S4) it

establishes a sufficient condition on the instrument matrix A to ensure that ϕ is a conditional

strict identification function.

Proposition S3. Suppose that q ≥ k and that Assumptions 1 and 3 hold. Moreover, assume

that for all Z = (Y,X) ∈ Z with correctly specified parameter θ0(FZ) the map A : Rp×Θ → Rq×k

satisfies

P
(
rank

(
A(X, θ0(FZ))

)
= k

)
= 1. (S6)

If ψA : Rd×Rp×Θ → Rq, ψA(y, x, θ) = A(x, θ)ψ(y, x, θ) is a strict unconditional FZ -identification

function for θ0 : FZ → Θ, then ψ : Rd × Rp × Θ → Rk is a strict conditional FZ -identification

function for θ0.

The following Example S1 illustrates possible choices of instrument matrices in a linear mean

regression context. In particular, it shows that—in certain situations—we could relax the as-

sumption that A(X, θ0) needs to have full rank almost surely. However, relaxing the assumptions

of Proposition S3 does not seem to be a fruitful direction from our point of view, because one

would need to tailor the relaxed assumptions almost on a case by case basis.

Example S1. Let d = k = 1, q = p ≥ 1 and X be such that E[XX⊺] has full rank for all

X ∈ X . Then define

Z = {(m(X, θ0) + ε,X) |X ∈ X , θ0 ∈ Θ = Rq, E[ε|X] = 0},

where m(X, θ) = X⊺θ. Clearly, Γ(FY |X) :=
∫
y dFY |X(y) = X⊺θ0 . The condition that E[XX⊺]

has full rank implies that the model m uniquely identifies the parameter θ0 such that As-

sumption 1 holds. Indeed, for any θ′ 6= θ it holds that 0 < (θ − θ′)⊺E
[
XX⊺

]
(θ − θ′) =

E
[
‖m(X, θ) − m(X, θ′)‖2

]
. Employing the canonical identification function for the mean, we

obtain a strict conditional FZ -identification function ϕ
(
Y,m(X, θ)

)
= m(X, θ)− Y = X⊺θ− Y .

Indeed E
[
ϕ
(
Y,m(X, θ)

)
|X

]
= X⊺(θ − θ0). If θ 6= θ0 and X⊺(θ − θ0) were zero a.s., then

E[XX⊺](θ − θ0) = 0, violating the full rank property of E[XX⊺]. However, ϕ
(
Y,m(X, θ)

)
is

in general not a strict unconditional FZ -identification function for θ0. It could be the case,
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for example, that there is an X ∈ X with E[X] = 0 such that we obtain E
[
ϕ
(
Y,m(X, θ)

)]
=

E[X⊺(θ − θ0)] = 0 for all θ.

Now, choosing an instrument matrix A(X, θ) such that E[A(X, θ)X⊺] has full rank for all

θ is a sufficient and necessary condition to ensure that ψA(Y,X, θ) = A(X, θ)ϕ
(
Y,m(X, θ)

)
is

a strict unconditional FZ -identification function for θ0. Indeed, we obtain E[ψA(Y,X, θ)] =

E
[
A(X, θ)X⊺

]
(θ − θ0). In particular, the choice A(X, θ) = X yields a strict unconditional FZ -

identification function for θ0.

S3. Proofs

Proof of Proposition S1. Part (i) is a direct application of the definitions, using similar argu-

ments to the ones in the proof of Theorem 1 (i). For part (ii) we have under Assumption 1 that

0 = E
[
ϕ
(
Y,m(X, θ0)

)∣∣X
]
= E

[
ϕ
(
Y,Γ(FY |X)

)∣∣X
]
.

Proof of Proposition S2. The tower property implies E
[
A(X, θ0)ϕ

(
Y,m(X, θ0)

)]
= 0. For θ 6= θ0

the mean value theorem yields

E
[
ϕ
(
Y,m(X, θ)

)
|X

]
= E

[
ϕ
(
Y,m(X, θ)

)
|X

]
− E

[
ϕ
(
Y,m(X, θ0)

)
|X

]

= ∇θE
[
ϕ
(
Y,m(X, θ)

)
|X

] ∣∣
θ=θ′

(θ − θ0) = D(X, θ′)(θ − θ0)

Therefore E
[
A(X, θ)ϕ

(
Y,m(X, θ)

)]
= E

[
A(X, θ)D(X, θ′)

]
(θ − θ0) 6= 0.

Proof of Proposition S3. Assume that ψ is not a strict conditional FZ -model-identification func-

tion for θ0. That means there is Z = (Y,X) ∈ Z with true model parameter θ0 = θ0(FZ) such

that

P
(
E[ψ(Y,X, θ0)|X] 6= 0

)
> 0 (S7)

or

∃θ′ 6= θ0 : E[ψ(Y,X, θ
′)|X] = 0 a.s. (S8)

If (S8) holds, then we can directly apply the tower property to obtain that for some θ′ 6= θ0

we have E[ψA(Y,X, θ
′)] = E

[
A(X, θ′)E[ψ(Y,X, θ′)|X]

]
= 0, which means that ψA is not a

strict unconditional FZ -identification function for θ0. Now, we assume that (S7) holds. Then

using (S6) we can conclude that P
(
E[ψA(Y,X, θ0)|X] 6= 0

)
= P

(
A(X, θ0)E[ψ(Y,X, θ0)|X] 6=

0
)

≥ P
(
{rank(A(X, θ0)) = k} ∩ {E[ψ(Y,X, θ0)|X] 6= 0}

)
> 0. Then, we can again argue

that there exists a component j ∈ {1, . . . , q} such that P
(
E[ψA,j(Y,X, θ0)|X] < 0

)
> 0 or

P
(
E[ψA,j(Y,X, θ0)|X] > 0

)
> 0, and we continue as in the proof of Theorem 1 (iv).
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