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CHARACTERS AND INVARIANT RANDOM SUBGROUPS OF

THE FINITARY SYMMETRIC GROUP

SIMON THOMAS

Abstract. We will describe the relationship between the indecomposable
characters of Fin(N) and its ergodic invariant random subgroups; and we will
interpret each Thoma character χ(β;γ) as an asymptotic limit of a naturally
associated sequence of characters induced from linear characters of Young sub-
groups of finite symmetric groups.

1. Introduction

If Ω is an infinite set, then the corresponding finitary symmetric group Fin(Ω)
is the group of permutations g ∈ Sym(Ω) such that supp(g) = {ω ∈ Ω | g(ω) 6= ω }
is finite. In his classic paper [7], Thoma classified the indecomposable characters
of Fin(N). More recently, Vershik [11] classified the ergodic invariant random sub-
groups of Fin(N); and he pointed out that the indecomposable characters of Fin(N)
are very closely connected with its ergodic invariant random subgroups. In this
paper, we will describe the precise relationship between the indecomposable char-
acters of Fin(N) and its ergodic invariant random subgroups. Before we stating our
main result, we will recall Thoma’s classification of the the indecomposable char-
acters of Fin(N) and Vershik’s classification1 of the ergodic invariant subgroups of
Fin(N). Throughout this paper, D[ 0, 1 ] will denote the set of sequences

α = (α1, α2, · · · , αn, · · · ) ∈ [ 0, 1 ]N
+

such that α1 ≥ α2 ≥ · · · ≥ αn ≥ · · ·
First recall that if G is a countable group, then a function χ : G→ C is said to

be a character if the following conditions are satisfied:

(i) χ(h g h−1) = χ(g) for all g, ∈ G.
(ii)

∑n
i,j=1 λiλ̄jχ(g

−1
j gi) ≥ 0 for all λ1, · · · , λn ∈ C and g1, · · · , gn ∈ G.

(iii) χ(1G) = 1.

A character χ is said to be indecomposable or extremal if it is impossible to express
χ = rχ1 + (1 − r)χ2, where 0 < r < 1 and χ1 6= χ2 are distinct characters. By
Thoma [7], the indecomposable characters of Fin(N) are precisely the functions

χ(β;γ)(g) =

∞∏

k=2

(

∞∑

i=1

βki + (−1)k+1
∞∑

i=1

γki )
ck(g),

where β = (βi )i∈N+ , γ = ( γi )i∈N+ ∈ D[ 0, 1 ] are such that
∑∞

i=1 βi+
∑∞

i=1 γi ≤ 1,
and ck(g) is the number of cycles of length k in the cyclic decomposition of the
permutation g.

1We will take this opportunity to correct an inaccuracy in the statement [11] of Vershik’s
classification theorem.
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Next suppose that G is a countably infinite group and let SubG be the compact
space of subgroups H 6 G. Then a Borel probability measure ν on SubG which is
invariant under the conjugation action of G on SubG is called an invariant random

subgroup or IRS. For example, suppose that G acts via measure-preserving maps
on the Borel probability space (Z, µ ) and let f : Z → SubG be the G-equivariant
map defined by

z 7→ Gz = { g ∈ G | g · z = z }.

Then the corresponding stabilizer distribution ν = f∗µ is an IRS of G. In fact, by
a result of Abért-Glasner-Virag [1], every IRS of G can be realized as the stabilizer
distribution of a suitably chosen measure-preserving action. Moreover, by Creutz-
Peterson [2], if ν is an ergodic IRS of G, then ν is the stabilizer distribution of an
ergodic action Gy (Z, µ ). If ν is an IRS of G, then we can define a corresponding
character χν by

χν(g) = ν( {H ∈ SubG | g ∈ H } ).

Equivalently, χν(g) = µ( FixZ(g) ), where G y (Z, µ ) is any measure-preserving
action with stabilizer distribution ν.

In order to describe the ergodic IRSs of Fin(N), let α = (αi )i∈N+ ∈ D[ 0, 1 ]
be such that

∑∞
i=1 αi ≤ 1 and let α0 = 1 −

∑∞
i=1 αi. Then we can define a

probability measure pα on N by pα( { i } ) = αi. Let µα be the corresponding
product probability measure on NN. Then Fin(N) acts ergodically on (NN, µα )
via the shift action ( g · ξ )(n) = ξ( g−1(n) ). For each ξ ∈ NN and i ∈ N, let

Bξi = {n ∈ N | ξ(n) = i }. Then for µα-a.e. ξ ∈ NN, the following statements are
equivalent for all i ∈ N.

(a) αi > 0.

(b) Bξi 6= ∅.

(c) Bξi is infinite.

(d) limn→∞ |Bξi ∩ { 0, 1, · · · , n− 1 }|/n = αi > 0.

In this case, we will say that ξ is µα-generic. First suppose that α0 6= 1, so that
I = { i ∈ N+ | αi > 0 } 6= ∅. Let Sα =

⊕
i∈I Ci be the restricted direct product

of the cyclic groups Ci = {±1 } of order 2. (Warning: throughout this paper, we
will regard Sα as a multiplicative group.) Then for each subgroup A 6 Sα, we can
define a corresponding Fin(N)-equivariant Borel map

fAα : NN → SubFin(N)

ξ 7→ Hξ

as follows. If ξ is µα-generic, then Hξ = s−1
ξ (A), where sξ is the homomorphism

sξ :
⊕

i∈I

Fin(Bξi ) →
⊕

i∈I

Ci

(πi ) 7→ ( sgn(πi) ).

Otherwise, if ξ is not µα-generic, then we let Hξ = 1. Let νAα = (fAα )∗µα be the
corresponding ergodic IRS of Fin(N). Finally, if α0 = 1, then we define Sα = 1 and
νEα
α = δ1.

Theorem 1.1. If ν is an ergodic IRS of Fin(N), then there exists α, A as above

such that ν = νAα .
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Remark 1.2. There exist examples of sequences α and distinct subgroups A,
A′ 6 Sα such that νAα = νA

′

α . For example, suppose that α1 = α2 = 1/2. Then if
A1 = C1 ⊕ 1 and A2 = 1⊕C2, then ν

A1
α = νA2

α . However, since for µα-a.e. ξ ∈ NN,

lim
n→∞

|Bξi ∩ { 0, 1, · · · , n− 1 }|/n = αi,

it follows that if α 6= α′ and A, A′ are subgroups of Sα, Sα′ , then νAα 6= νA
′

α′ .

Remark 1.3. Suppose that α = (αi )i∈N+ is such that there exist i ∈ N+ with
αi = αi+1 > 0. Let A 6 Sα be any subgroup and let SAα be the set of subgroups

H ∈ SubFin(N such that there exists a µα-generic ξ ∈ NN with ξ
fA
α7→ Hξ = H . Then

the map ξ 7→ Hξ ∈ SAα is not injective; and it is easily seen that there does not
exist a Fin(N)-equivariant Borel map H 7→ ξH from SAα to NN such that H = HξH .

The relationship between the indecomposable characters of Fin(N) and its er-
godic IRSs is most obvious when A = Sα: in this case, it is easily checked that

χνSα
α

(g) =
∞∏

k=2

(
∞∑

i=1

αki )
ck(g) = χ(α;0̄)(g),

where 0̄ ∈ D[ 0, 1 ] denotes the identically zero sequence. In particular, it follows
that χνSα

α
is indecomposable. Conversely, the somewhat ad hoc proof of Thomas-

Tucker-Drob [9, Theorem 9.2] shows that if A 6= Sα, then χνA
α

is decomposable.

(We will give a more informative proof below.) Of course, this result implies that
if χ(β;γ) is an indecomposable character with γ 6= 0̄, then there does not exist an
ergodic IRS ν of Fin(N) such that χν = χ(β;γ).

In order to understand how arbitrary indecomposable characters χ(β;γ) are re-

lated to the ergodic IRSs of Fin(N), let Ŝα be the compact group of homomorphisms
σ : Sα → {±1 }. For each i ∈ I, let ci be the generator of Ci 6 Sα; and for each

homomorphism σ ∈ Ŝα, let σ(i) = σ(ci). Then for each σ ∈ Ŝα, we can define an
indecomposable character of Fin(N) by

(1.4) χσα(g) =

∞∏

k=2

(
∑

i∈I

σ(i)k+1αki )
ck(g).

Remark 1.5. Suppose that σ ∈ Ŝα. Let β = (βj )j∈N+ ∈ D[ 0, 1 ] be the list
(possibly augmented by a sequence of zeros) in decreasing magnitude of the αi,
i ∈ I, such that σ(i) = 1; and let γ = ( γj )j∈N+ ∈ D[ 0, 1 ] be the list (possibly
augmented by a sequence of zeros) in decreasing magnitude of the αi, i ∈ I, such
that σ(i) = −1. Then clearly χσα = χ(β;γ).

Conversely, if χ(β;γ) is any indecomposable character of Fin(N), then there exists

a sequence α = (αi )i∈N+ ∈ D[ 0, 1 ] and a homomorphism σ ∈ Ŝα such that
χ(β;γ) = χσα.

Example 1.6. For later use, notice that if σ ∈ Ŝα is the trivial homomorphism
such that σ(s) = 1 for all s ∈ Sα, then χ

σ
α = χ(α;0̄) = χνSα

α
.

For each subgroup A 6 Sα, let ̂(Sα/A) be the compact subgroup of those σ ∈ Ŝα
such that σ(a) = 1 for all a ∈ A and let µAα be the Haar probability measure on
̂(Sα/A). The following result describes the relationship between the indecomposable
characters of Fin(N) and its ergodic invariant random subgroups.
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Theorem 1.7. If α, A are as above, then for each g ∈ Fin(N),

(1.7) χνA
α
(g) =

∫

σ∈ ̂(Sα/A)

χσα(g) dµ
A
α .

Corollary 1.8. χνA
α

is indecomposable if and only if A = Sα.
�

The following corollary shows that for every indecomposable character χ of
Fin(N), there exists a canonically associated ergodic IRS.

Corollary 1.9. If χ is any indecomposable character of Fin(N), then there exists

an α ∈ D[ 0, 1 ] and a subgroup A 6 Sα such that

χνA
α
=

1

2
χνSα

α
+

1

2
χ.

Proof. Applying Thoma’s classification [7], let β = (βi )i∈N+ , γ = ( γi )i∈N+ be such
that χ = χ(β;γ). Let α = (αi )i∈N+ be a list in decreasing magnitude of the entries

of the sequences β = (βi )i∈N+ and γ = ( γi )i∈N+ . Let σ ∈ Ŝα be such that

σ(i) =

{
1, if αi = βj for some j ∈ N+;

−1, if αi = γj for some j ∈ N+;

and let A = { s ∈ Sα | σ(s) = 1 }. Then

χνA
α
=

1

2
χνSα

α
+

1

2
χσα =

1

2
χνSα

α
+

1

2
χ(β;γ) =

1

2
χνSα

α
+

1

2
χ.

�

The remainder of this paper is organized as follows. In Section 2, we will prove
Theorem 1.7 via an easy application of Fubini’s Theorem. However, this proof
will give no insight into the meaning of equations (1.4) and (1.7). In Section 3,
via an application of the Pointwise Ergodic Theorem, we will interpret the integral
(1.7) as an asymptotic limit of the Clifford decompositions of a naturally associated
sequence of permutation characters of finite symmetric groups; and we will interpret
each Thoma character χ(β;γ) = χσα as an asymptotic limit of a naturally associated
sequence of characters induced from linear characters of Young subgroups of finite
symmetric groups. Finally, in Section 4, slightly correcting the argument of Vershik
[11], we will present the proof of Theorem 1.1.

Throughout this paper, we will identify n with the set { 0, 1, · · · , n− 1 } and we
will write Sn = Sym(n).
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2. The proof of Theorem 1.7

In this section, we will present the proof of Theorem 1.7; i.e. that if α, A are as
in Section 1, then for each g ∈ Fin(N),

χνA
α
(g) =

∫

σ∈ ̂(Sα/A)

χσα(g) dµ
A
α .

Clearly we can suppose that g 6= 1. Let g = g1 · · · gt be the decomposition of g into
a product of nontrivial cycles; and for each 1 ≤ ℓ ≤ t, let gℓ be an kℓ-cycle. Notice

that for each σ ∈ ̂(Sα/A),

|χσα(g)| = |
t∏

ℓ=1

(
∑

i∈I

σ(i)kℓ+1αkℓi )| ≤
t∏

ℓ=1

(
∑

i∈I

αkℓi ) = χ(α;0̄)(g);

and it follows that ∫

σ∈ ̂(Sα/A)

|χσα(g)| dµ
A
α ≤ χ(α;0̄)(g) <∞.

Hence, applying Fubini’s theorem, we obtain that
∫

σ∈ ̂(Sα/A)

χσα(g) dµ
A
α =

∫

σ∈ ̂(Sα/A)

t∏

ℓ=1

(
∑

i∈I

σ(i)kℓ+1αkℓi ) dµAα

=
∑

i∈It

∫

σ∈ ̂(Sα/A)

(

t∏

ℓ=1

σ(iℓ)
kℓ+1

t∏

ℓ=1

αkℓiℓ ) dµAα

=
∑

i∈It

αk1i1 · · ·αktit

∫

σ∈ ̂(Sα/A)

t∏

ℓ=1

σ(iℓ)
kℓ+1dµAα ,

where each i = ( i1, · · · , it ).
On the other hand, for each i ∈ I, let sgni : Fin(N) → Ci 6 Sα be the homo-

morphism such that for each h ∈ Fin(N) and j ∈ I, the jth component of sgni(h)
is given by

sgni(h)j =

{
sgn(h) if j = i;

1 if j 6= i.

Then it is clear that

χνA
α
(g) =

∑

i∈It

θi(g)α
k1
i1

· · ·αktit ,

where

θi(g) =

{
1, if sgni1(g1)× · · · × sgnit(gt) ∈ A;

0, if sgni1(g1)× · · · × sgnit(gt) /∈ A.

Thus, in order to prove Theorem 1.7, it is enough to show that for all i ∈ It,

(2.1) θi(g) =

∫

σ∈ ̂(Sα/A)

t∏

ℓ=1

σ(iℓ)
kℓ+1dµAα .

Let ciℓ be the generator of Ciℓ = {±1 }. In the proof of (2.1), we will make use of

the observation that if σ ∈ Ŝα, then

σ(sgniℓ(gℓ)) = σ(ckℓ+1
iℓ

) = σ(ciℓ)
kℓ+1 = σ(iℓ)

kℓ+1;



6 SIMON THOMAS

and hence we have that

σ(i1)
k1+1 × · · · × σ(it)

kt+1 = σ(sgni1(g1))× · · · × σ(sgnit(gt))

= σ(sgni1(g1)× · · · × sgnit(gt))

First suppose that sgni1(g1)× · · · × sgnit(gt) ∈ A. Then for each σ ∈ ̂(Sα/A),

σ(i1)
k1+1 × · · · × σ(it)

kt+1 = σ(sgni1(g1)× · · · × sgnit(gt)) = 1;

and so
∫
σ∈ ̂(Sα/A)

∏t
ℓ=1 σ(iℓ)

kℓ+1dµAα = 1. Next suppose that

s = sgni1 (g1)× · · · × sgnit(gt) /∈ A.

For each ε ∈ {±1 }, let Vε = { σ ∈ ̂(Sα/A) | σ(s) = ε }. Then clearly we have that
µAα (V1) = µAα (V−1) = 1/2; and if σ ∈ Vε, then

σ(i1)
k1+1 × · · · × σ(it)

kt+1 = σ(s) = ε.

Hence
∫
σ∈ ̂(Sα/A)

∏t
ℓ=1 σ(iℓ)

kℓ+1dµAα = 0. This completes the proof of Theorem 1.7.

3. An asymptotic interpretation of Theorem 1.7

In this section, via an application of the Pointwise Ergodic Theorem, we will
interpret the integral (1.7) as an asymptotic limit of the Clifford decompositions
of a naturally associated sequence of permutation characters of finite symmetric
groups.

Suppose that G =
⋃
n∈N

Gn is the union of the strictly increasing chain of finite
subgroups Gn and that G y (Z, µ ) is an ergodic action on a Borel probability
space. Then the following theorem is a special case of more general results of
Vershik [10] and Lindenstrauss [5].

The Pointwise Ergodic Theorem. With the above hypotheses, if B ⊆ Z is a

µ-measurable subset, then for µ-a.e. z ∈ Z,

µ(B) = lim
n→∞

1

|Gn|
|{ g ∈ Gn | g · z ∈ B }|.

In particular, the Pointwise Ergodic Theorem applies when B is the µ-measurable
subset FixZ(g) = { z ∈ Z | g ·z = z } for some g ∈ G. For each z ∈ Z and n ∈ N, let
Ωn(z) = { g · z | g ∈ Gn } be the corresponding Gn-orbit. Then, as pointed out in
Thomas-Tucker-Drob [8, Theorem 2.1], the following result is an easy consequence
of the Pointwise Ergodic Theorem.

Theorem 3.1. With the above hypotheses, for µ-a.e. z ∈ Z, for all g ∈ G,

µ( FixX(g) ) = lim
n→∞

| FixΩn(z)(g) |/|Ωn(z) |.

Of course, the permutation group Gn y Ωn(z) is isomorphic to Gn y Gn/Hn,
where Gn/Hn is the set of cosets of Hn = { g ∈ Gn | g · z = z } in Gn; and so

(3.2) FixΩn(z)(g) |/|Ωn(z) | = 1Gn

Hn
(g)/[Gn : Hn].

Suppose that there exists a subgroup Hn 6 Kn 6 Gn with Hn E Kn. Then
1Gn

Hn
= ( 1Kn

Hn
)Gn ; and, by Clifford’s Theorem [3, Theorem 11.5],

1Kn

Hn
=

∑

θ∈IrrHn (Kn)

θ(1) θ,
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where IrrHn
(Kn) is the set of irreducible characters θ ofKn such that θ(h) = θ(1) for

all h ∈ Hn. (Thus IrrHn
(Kn) can be naturally identified with the set of irreducible

characters of the quotient group Kn/Hn.) It follows that

(3.3) 1Gn

Hn
= ( 1Kn

Hn
)Gn =

∑

θ∈IrrHn (Kn)

θ(1) θGn .

Now suppose that α ∈ D[ 0, 1 ] and A 6 Sα are as in Section 1 and let νAα be the
corresponding ergodic IRS of Fin(N). Applying Creutz-Peterson [2], let νAα be the
stabilizer distribution of the ergodic action Fin(N) y (Z, µ ) and let

χνA
α
(g) = µ( FixZ(g) ) = νAα ( {H ∈ SubFin(N) | g ∈ H } )

be the corresponding character. Express Fin(N) =
⋃
n∈N

Sn, where Sn = Sym(n);
and for each z ∈ Z and n ∈ N, let Ωn(z) = { g · z | g ∈ Sn } be the corresponding
Sn-orbit. (As a matter of convention, we set Sym(0) = 1.) Then for µ-a.e. z ∈ Z,
we have that

χνA
α
(g) = µ( FixX(g) ) = lim

n→∞
| FixΩn(z)(g) |/|Ωn(z) |.

Fix such an element z ∈ Z and let H = { h ∈ Fin((N) | h · z = z } be the
corresponding point stabilizer. Then we can suppose that there exists a µα-generic
point ξ ∈ NN such that H = s−1

ξ (A), where sξ is the homomorphism

sξ :
⊕

i∈I

Fin(Bξi ) → Sα =
⊕

i∈I

Ci

(πi ) 7→ ( sgn(πi) ).

For each n ∈ N, let Hn = H ∩ Sn and let In = { i ∈ I | Bξi ∩ n 6= ∅ }; and for each

i ∈ In, let B
n
i = Bξi ∩ n. Let Kn =

⊕
i∈In

Sym(Bni ) be the corresponding Young
subgroup. Then Hn E Kn 6 Sn and

Kn/Hn
∼=

⊕

i∈In

Ci/(A ∩
⊕

i∈In

Ci )

is an elementary abelian 2-group; and so each character σ ∈ IrrHn
(Kn) is linear.

Hence, applying equations (3.2) and (3.3), we obtain that for each g ∈ Sn,

| FixΩn(z)(g) |/|Ωn(z) | =
1

[Sn : Hn]

∑

σ∈IrrHn (Kn)

σSn(g)

=
∑

σ∈IrrHn (Kn)

1

[Kn : Hn]

σSn(g)

σSn(1)

=
∑

σ∈IrrHn (Kn)

1

| IrrHn
(Kn)|

σSn(g)

σSn(1)
.

(3.4)

Slightly abusing notation, for each character σ ∈ IrrHn
(Kn), we will also denote

the corresponding homomorphism
⊕

i∈In
Ci → {±1 } by σ. For each i ∈ In, let ci

be the generator of Ci; and for each character σ ∈ IrrHn
(Kn), let σ(i) = σ(ci). If

g ∈ Sn is a k-cycle and σ ∈ IrrHn
(Kn), then

σSn(g)

σSn(1)
=

1

|Sn|

∑

i∈In

σ(i)k+1|{ s ∈ Sn | sgs−1 ∈ Sym(Bni ) }| =
∑

i∈In

σ(i)k+1

(
|Bn

i |
k

)
(
n
k

) .
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If we fix i ∈ I and let n→ ∞, then we have that
(
|Bni |

k

)
/

(
n

k

)
≈ (|Bni |/n)

k → αki as n→ ∞.

Hence we see that

χνA
α
(g) = lim

n→∞
| FixΩn(z)(g) |/|Ωn(z) |

= lim
n→∞

∑

σ∈IrrHn (Kn)

1

| IrrHn
(Kn)|

σSn(g)

σSn(1)

=

∫

σ∈ ̂(Sα/A)

(
∑

i∈I

σ(i)k+1αki ) dµ
A
α

=

∫

σ∈ ̂(Sα/A)

χσα(g) dµ
A
α ;

and, more generally, if g ∈ Fin(N) has cycle decomposition g = g1 · · · gt, where each
gℓ is a kℓ-cycle, then we see that

χνA
α
(g) = lim

n→∞
| FixΩn(z)(g) |/|Ωn(z) |

= lim
n→∞

∑

σ∈IrrHn (Kn)

1

| IrrHn
(Kn)|

σSn(g)

σSn(1)

=

∫

σ∈ ̂(Sα/A)

∏

1≤ℓ≤t

(
∑

i∈I

σ(i)kℓ+1αkℓi ) dµAα

=

∫

σ∈ ̂(Sα/A)

χσα(g) dµ
A
α .

Thus we can interpret Theorem 1.7 as an asymptotic limit of the Clifford decom-
positions of a naturally associated sequence of permutation characters of finite
symmetric groups; and we can interpret each Thoma character χ(β;γ) = χσα as
an asymptotic limit of a naturally associated sequence of characters induced from
linear characters of Young subgroups of finite symmetric groups.

4. The ergodic invariant random subgroups of Fin(N)

In this section, slightly correcting the argument of Vershik [11], we will present
the proof of Theorem 1.1. The classification of the ergodic IRSs of Fin(N) will be
based upon the following two insights of Vershik.

(i) If H 6 Fin(N) is a random subgroup, then the corresponding H-orbit
equivalence relation is a random equivalence relation on N; and these have
been classified by Kingman [4].

(ii) The induced action ofH on each infinite orbit Ω ⊆ N can be determined via
an application of Wielandt’s Theorem [12, Satz 9.4], which states that if Ω
is an infinite set, then Alt(Ω) and Fin(Ω) are the only primitive subgroups
of Fin(Ω).

The proof of Theorem 1.1 will also make use of an elementary result concerning
imprimitive actions of finitary permutation groups. Recall that a transitive sub-
group H 6 Sym(Ω) is said to act imprimitively if there exists a nontrivial proper
H-invariant equivalence relation E on Ω. In this case, following the usual practice,
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we will refer to the E-classes as E-blocks . Now suppose that Ω is an infinite set
and H 6 Fin(Ω) is an imprimitive subgroup. Of course, in this case, if E is a
nontrivial proper H-invariant equivalence relation on Ω, then the E-blocks must be
finite. The following result, which is a variant of Neumann [6, Lemma 2.2], implies
that we can always make a “canonical” choice of a nontrivial proper H-invariant
equivalence relation.2

Lemma 4.1. If Ω is an infinite set and H 6 Fin(Ω) is an imprimitive subgroup,

then at least one of the following two conditions holds:

(i) there exists a unique maximal proper H-invariant equivalence relation EΩ
max

on Ω;
(ii) there exists a unique proper H-invariant equivalence relation EΩ

min
on Ω

which is minimal subject to the condition that EΩ
min

contains every minimal

nontrivial H-invariant equivalence relation on Ω.

Definition 4.2. If Ω is an infinite set and H 6 Fin(Ω) is an imprimitive subgroup,
then the associated canonical equivalence relation EΩ

can is defined to be EΩ
max if

condition 4.1(i) holds, and is defined to be EΩ
min otherwise.

The proof of Lemma 4.1 will make use of the following observation.

Claim 4.3. If Ω is an infinite set and H 6 Fin(Ω) is an imprimitive subgroup, then

there exist only finitely many minimal nontrivial H-invariant equivalence relations

on Ω.

Proof of Claim 4.3. Suppose that {En | n ∈ N } are distinct minimal nontrivial
H-invariant equivalence relations on Ω. Fix some element ω0 ∈ Ω; and for each
n ∈ N, let ∆n be the En-block such that ω0 ∈ ∆n. Notice that if n 6= m, then
∆n ∩∆m is a block; and hence by the minimality of En, Em, we must have that
∆n ∩∆m = {ω0 }. For each n ∈ N, choose an element dn ∈ ∆r {ω0 }. Let π ∈ H
satisfy π(ω0) = d0. If n > 0, then d0 ∈ π(∆n) 6= ∆n and so π(dn) 6= dn, which
contradicts the fact that π ∈ Fin(N). �

Proof of Lemma 4.1. Once again, fix some element ω0 ∈ Ω. First suppose that
there exists a maximal nontrivial proper H-invariant equivalence relation E on Ω.
Then the set Ω/E of E-classes is infinite and H acts as a primitive group of finitary
permutations on Ω/E. Applying Wielandt’s Theorem, it follows that H induces
at least Alt(Ω/E) on Ω/E. Suppose that E′ 6= E is a second maximal proper
H-invariant equivalence relation on Ω. Let ∆ be the E-block such that ω0 ∈ ∆ and
let ∆′ be the E′-block such that ω0 ∈ ∆′. Then there exists d ∈ ∆′ r∆. Since H
acts 2-transitively on Ω/E, it follows that the orbit H{∆} · d is infinite; and since
[H{∆} : H(∆) ] < ∞, it follows that the orbit H(∆) · d is also infinite. But this
means that ∆′ is infinite, which is a contradiction.

Next suppose that there does not exist a maximal properH-invariant equivalence
relation on Ω. Then there exists a strictly increasing sequence

E0 ⊂ E1 ⊂ · · · ⊂ En ⊂ · · ·

of proper H-invariant equivalence relations on Ω. Let E =
⋃
n∈N

En. Then E is an
H-invariant equivalence relation such that every E-class is infinite and it follows

2In [11], Vershik suggests choosing the minimal nontrivial H-invariant equivalence relation.
However, there exist examples of imprimitive finitary groups H with more than one minimal
nontrivial H-invariant equivalence relation. On the other hand, see Claim 4.3.
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that E = Ω2. For each n ∈ N, let ∆n be the En-block such that ω0 ∈ ∆n. Then
clearly

⋃
n∈N

∆n = Ω.
Applying Claim 4.3, let R1, · · · , Rm be the finitely many minimal nontrivial

H-invariant equivalence relations on Ω; and for each 1 ≤ ℓ ≤ m, let Φℓ be the
Rℓ-block such that ω0 ∈ Φℓ. Then there exists n ∈ N such that Φℓ ⊆ ∆n for all
1 ≤ ℓ ≤ m; and it follows that Rℓ ⊆ En for all 1 ≤ ℓ ≤ m. Finally, letting EHmin

be the intersection of all the proper H-invariant equivalence relations E such that
Rℓ ⊆ E for all 1 ≤ ℓ ≤ m, it is clear that EHmin satisfies condition 4.1(ii). �

Finally, before beginning the proof of Theorem 1.1, we will present a brief dis-
cussion of Kingman’s Theorem [4]. Let

ERN = {E ∈ 2N×N | E is an equivalence relation on N }.

Then ERN is a compact space and Fin(N) y ERN via the shift action

( g · E )(n,m) = E(g−1(n), g−1(m)).

As expected, a Fin(N)-invariant Borel probability measure m on ERN is called an
invariant random equivalence relation. For example, let α = (αi )i∈N+ ∈ D[ 0, 1 ]
be such that

∑∞
i=1 αi ≤ 1 and let α0 = 1 −

∑∞
i=1 αi. Let µα be the corresponding

product measure on NN, as defined in Section 1; and for each ξ ∈ NN and i ∈ N, let

Bξi = {n ∈ N | ξ(n) = i }. Then we can define a Fin(N)-equivariant map ξ
ϕα
7→ Eξ

from NN to ERN by letting Eξ correspond to the partition

N =
⊔

n∈B ξ
0

{n } ⊔
⊔

i>0

B ξ
i ;

and it follows that mα = (ϕα)∗µα is an ergodic random invariant equivalence
relation. The following theorem is due to Kingman [4].

Theorem 4.4. If m is an ergodic random invariant equivalence relation, then there

exists α as above such that m = mα.

Remark 4.5. If α = (αi )i∈N+ is such that there exist i ∈ N+ with αi = αi+1 > 0,
then the map ξ 7→ Eξ is not injective, and there does not exist a Fin(N)-equivariant
Borel map E 7→ ξE from ERN to NN such that E = EξE .

The proof of Theorem 1.1 will also make use of the following easy observation.

Lemma 4.6. If m is an ergodic random invariant equivalence relation, then m
concentrates the equivalence relations E ∈ ERN such that every E-class is either

infinite or a singleton.

Proof. While this result is an immediate consequence of Theorem 4.4, it seems
worthwhile to give an elementary proof. So suppose that m is a counterexample.
Then, by ergodicity, there exists a fixed integer k > 1 such that

m( {E ∈ ERN | There exists an E-class of size k }) = 1.

For each S ∈ [N ]k, let CS be the event that S is an E-class. Since Fin(N) acts
transitively on [N ]k, there exists a fixed real r > 0 such that m(CS) = r for all
S ∈ [N ]k. But, since the events {CS | 0 ∈ S ∈ [N ]k } are mutually exclusive, this
is impossible. �

We are now ready to begin the proof of Theorem 1.1. So suppose that ν is an
ergodic IRS of Fin(N). Clearly we can suppose that ν 6= δ1.
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Lemma 4.7. For ν-a.e. H ∈ SubFin(N), if Ω ⊆ N is a nontrivial H-orbit, then Ω
is infinite and H induces at least Alt(Ω) on Ω.

Proof. Suppose not. Recall that, by Wielandt’s Theorem [12], if Ω is an infinite
set, then Alt(Ω) and Fin(Ω) are the only primitive subgroups of Fin(Ω). It follows
that for ν-a.e. H ∈ SubFin(N), either there exists a nontrivial finite H-orbit, or
else there exists an infinite H-orbit on which H acts imprimitively. For each such
H ∈ SubFin(N), let RH be the equivalence relation on N such that if n 6= m ∈ N,
then n RH m if and only if n, m lie in the same H-orbit Ω and either:

(i) Ω is a nontrivial finite H-orbit; or
(ii) Ω is an infinite imprimitive H-orbit and n EΩ

can m.

Otherwise, let RH be the trivial equivalence relation on N. Then clearly the map

H
ψ
7→ RH is Fin(N)-equivariant, and hence m = ψ∗ν is an ergodic invariant random

equivalence relation. But m concentrates on the E ∈ ERN with a nontrivial finite
E-class, which contradicts Lemma 4.6. �

The proof of the following lemma will make use of the notion of a diagonal
subgroup, which is defined as follows. Suppose that r ≥ 2 and that Ω1, · · · ,Ωr are
countably infinite sets. Then D 6

⊕
1≤ℓ≤r Alt(Ωℓ) is said to be a diagonal subgroup

if there exist isomorphisms πℓ : Alt(Ω1) → Alt(Ωℓ) for 2 ≤ ℓ ≤ r such that

D = { (g, π2(g), · · · , πr(g)) | g ∈ Alt(Ω1) }.

Recall that every automorphism of Alt(N) is the restriction of an inner automor-
phism of the group Sym(N) of all permutations of N. It follows that for each
2 ≤ ℓ ≤ r, there exists a unique bijection Tℓ : Ω1 → Ωℓ such that πℓ(g) = TℓgT

−1
ℓ .

Let T1 be the identity map on Ω1; and for each 1 ≤ k, ℓ ≤ r, let Tk,ℓ = T−1
ℓ Tk. Then

we will write D = Diag(
⊕

1≤ℓ≤r Alt(Ωℓ) ), and say that D is the diagonal subgroup

determined by the bijections {Tk,ℓ | 1 ≤ k, ℓ ≤ r }. Finally, in the degenerate case
when r = 1, we will take Alt(Ω1) to be the only diagonal subgroup of Alt(Ω1) and
we will take T1,1 to be the identity map on Ω1.

Lemma 4.8. For ν-a.e. H ∈ SubFin(N), if {Ωi | i ∈ I } is the set of nontrivial

H-orbits, then each Ωi is infinite and
⊕

i∈I Alt(Ωi) 6 H.

Proof. By Lemma 4.7, for ν-a.e. H ∈ SubFin(N), if Ω ⊆ N is a nontrivial H-orbit,
then Ω is infinite and H induces at least Alt(Ω) on Ω. Let H be such a subgroup,
let {Ωi | i ∈ I } is the set of nontrivial H-orbits, and let K = H ∩

⊕
i∈I Alt(Ωi).

Claim 4.9. There exists a partition {Fj | j ∈ J } of I into finite subsets such that

K =
⊕

j∈J

Diag(
⊕

k∈Fj

Alt(Ωk)),

where the diagonal subgroups are determined by unique bijections Tk,ℓ : Ωk → Ωℓ
for k, ℓ ∈ Fj .

Sketch proof of Claim 4.9. For each g ∈ K, let g =
∏
i∈I gi, where gi ∈ Alt(Ωi),

and let s(g) = { i | gi 6= 1 }. Then clearly each s(g) is a finite subset of I. Let
P = {Fj | j ∈ J } be the collection of minimal subsets A ⊆ I such that there exists
1 6= g ∈ K with s(g) = A. Then, using the simplicity of the infinite alternating
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group and the fact that K projects onto each Alt(Ωi), it is easily checked that P
is a partition of I and that

K =
⊕

j∈J

Diag(
⊕

k∈Fj

Alt(Ωk))

for some collection of bijections

{Tk,ℓ : Ωk → Ωℓ | k, ℓ ∈ Fj for some j ∈ J }.

�

Let RH be the equivalence relation on N such that if n 6= m ∈ N, then n RH m
if and only if there exists j ∈ J and k 6= ℓ ∈ Fj such that Tk,ℓ(n) = m. Clearly the

map H
ψ
7→ RH is Fin(N)-equivariant, and hence m = ψ∗ν is an ergodic invariant

random equivalence relation. Applying Lemma 4.6, since every RH -class is finite,
it follows that each |Fj | = 1. �

Let H
p
7→ EH be the Fin(N)-equivariant map from SubFin(N to ERN such that

EH is the H-orbit equivalence relation. Then p∗ν is an ergodic invariant random
equivalence relation; and hence, applying Theorem 4.4, it follows that there exists
an α = (αi )i∈N+ ∈ D[ 0, 1 ] such that p∗ν = mα. Since ν 6= δ1, it follows that
α0 6= 1. Let I = { i ∈ N+ | αi > 0 }. Then for ν-a.e. H ∈ SubFin(N), there exists a

µα-generic ξH ∈ NN such that the H-orbit decomposition is given by

(4.10) N =
⊔

n∈B
ξH
0

{n } ⊔
⊔

i∈I

B ξH
i .

As we mentioned in Remark 4.5, if α = (αi )i∈N+ is such that there exist i ∈ N+

with αi = αi+1 > 0, then the map ξ 7→ Eξ is not injective. In more detail, let ≡ be
the equivalence relation on I defined by

k ≡ ℓ ⇐⇒ αk = αℓ;

and let I =
⊔
j∈J Ij be the decomposition of I into ≡-classes. Then clearly each

Ij is finite. Let P =
∏
j∈J Sym(Ij) be the full direct product of the finite groups

Sym(Ij), and let P y (NN, µα ) be the measure-preserving action defined by

( (πj)j∈J · ξ )(n) =

{
πj(ξ(n)), if ξ(n) ∈ Ij ;

ξ(n), if ξ(n) ∈ Nr I.

Then P is a (possibly trivial) compact group; and if ξ, ξ′ ∈ NN are µα-generic, then
Eξ = Eξ′ if and only if there exists (πj)j∈J ∈ P such that (πj)j∈J · ξ = ξ′.

Definition 4.11. A subgroup H ∈ SubFin(N) is said to be ν-generic if:

(i) there exists a µα-generic ξH ∈ NN such that the H-orbit decomposition is
given by (4.10); and

(ii) H satisfies the conclusion of Lemma 4.8.

Let H ∈ SubFin(N) be ν-generic and let ξH ∈ NN be the µα-generic function
chosen so that if αi, αi+1, · · · , αi+s is a nontrivial ≡-class, then the corresponding
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orbits B ξH
i , B ξH

i+1, · · · , B
ξH
i+s are listed in the order of their least elements. Let

sH :
⊕

i∈I

Fin(BξHi ) → Sα =
⊕

i∈I

Ci

(πi ) 7→ ( sgn(πi) )

and let AH = sH(H) 6 Sα. Once again, let P =
∏
j∈J Sym(Ij). Then the natural

action P y Sα =
⊕

i∈I Ci induces a corresponding action P y SubSα
. For each

A 6 Sα, let [A ] be the corresponding P -orbit. Since P is a compact group, it follows
that SubSα

/P = { [A ] | A ∈ SubSα
} is a standard Borel space. Furthermore, the

Borel map H 7→ [AH ] is clearly Fin(N)-invariant. Hence, by ergodicity, there
exists a fixed A ∈ SubSα

such that [AH ] = [A ] for ν-a.e. H ∈ SubFin(N). Let

XA
α ⊆ SubFin(N) be the set of ν-generic H such that [AH ] = [A ]. Then both ν

and νAα concentrate on XA
α . Hence, in order to complete the proof of Theorem 1.1,

it is enough to show that the action Fin(N) y XA
α is uniquely ergodic. As we will

explain, this is a straightforward consequence of the Pointwise Ergodic Theorem.
For each pair F0, F1 of finite disjoint subsets of Fin(N), let

UF0,F1
= {H ∈ SubFin(N) | F0 ⊆ H and F1 ∩H = ∅ }.

Then the sets UF0,F1
form a clopen basis of the space SubFin(N); and thus it is

enough to show that ν(UF0,F1
) = νAα (UF0,F1

) for all such F0, F1. Hence, by the
Pointwise Ergodic Theorem, it is enough to show that if H , H ′ ∈ XA

α , then

lim
n→∞

1

|Sn|
|{ g ∈ Sn | gHg−1 ∈ UF0,F1

}| = lim
n→∞

1

|Sn|
|{ g ∈ Sn | gH ′g−1 ∈ UF0,F1

}|.

Equivalently, letting Hn = H ∩ Sn and H ′
n = H ′ ∩ Sn, it is enough to show that

lim
n→∞

1

|Sn|
|{ g ∈ Sn | g−1F0g ⊆ Hn and g−1F1g ∩Hn = ∅ }|

= lim
n→∞

1

|Sn|
|{ g ∈ Sn | g−1F0g ⊆ H ′

n and g−1F1g ∩H
′
n = ∅ }|.

(4.12)

To see this, first note that after changing our choice of ξH′ if necessary, we can
suppose that AH = AH′ . Next fix some ε > 0 and choose an integer k ∈ I

such that 1 −
∑k

i=0 αi ≪ ε. Let F0 ⊔ F1 ⊆ Sym(d) and let n ≫ d be such that

| |BξHi ∩ n|/n− αi| ≪ ε and | |B
ξH′

i ∩ n|/n− αi| ≪ ε for all 0 ≤ i ≤ k. Then it is
easily checked that if n is sufficiently large, then

∣∣∣∣
1

|Sn|
|{ g ∈ Sn | g−1F0g ⊆ Hn and g−1F1g ∩Hn = ∅ }|

−
1

|Sn|
|{ g ∈ Sn | g−1F0g ⊆ H ′

n and g−1F1g ∩H
′
n = ∅ }|

∣∣∣∣ < ε;

and so (4.12) holds. This completes the proof of Theorem 1.1.
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