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Charge generation in polymer-fullerene bulk-heterojunction solar cells 

Feng Gao* and Olle Inganäs* 

Biomolecular and Organic Electronics, IFM and Center of Organic Electronics,  

Linköping University, Linköping SE-581 83, Sweden   

E-mail: fenga@ifm.liu.se (F.G.) and ois@ifm.liu.se (O.I.) 

Abstract 

Charge generation in organic solar cells is a fundamental yet heavily debated issue. This 

article gives a balanced review of different mechanisms proposed to explain efficient charge 

generation in polymer-fullerene bulk-heterojunction solar cells. We discuss the effect of 

charge-transfer states, excess energy, external electric field, temperature, disorder of the 

materials, and delocalisation of the charge carriers on charge generation. Although a general 

consensus has not been reached yet, recent findings, based on both steady-state and transient 

measurements, have significantly advanced our understanding of this process. 
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1. Introduction 

The power conversion efficiency of polymer solar cells, made from a blend of 

conjugated polymer and soluble fullerene, has increased from around 1% to over 9% in the 

past two decades.1–8 These improvements have been mainly driven by significant progresses 

in materials synthesis and device engineering. In spite of the great success in device efficiency, 

many fundamental issues concerning basic operational mechanisms of these devices remain 

unknown or controversial, limiting further improvement of the device performance. Among 

others, charge generation and charge recombination might be two most fundamental yet most 

debated issues.9–17 

The difficulty in understanding charge generation in PSCs is rooted in the low dielectric 

constant of organic materials. Low dielectric constant results in weak dielectric screening of 

the Coulombic attraction. As a result, a strongly bound electron-hole pair (known as an 

exciton) is generated upon light absorption, which is different from the case in inorganic 

materials, where free charge carriers are generated. The exciton has high binding energy due 

to Coulombic attraction, typically 0.2–0.5 eV.18–20  

At the interfaces between the polymer and fullerene, strongly-bound excitons might 

dissociate, contributing to charge carrier generation. The electrons will be transferred to the 

electronegative acceptor, provided that the singlet exciton binding energy (𝐸𝐵𝑒𝑥𝑐) is overcome 

by this charge transfer process. This requirement is often satisfied by an energetic offset 

between the donor and acceptor lowest unoccupied molecular orbitals (LUMOs). After 

electron transfer, the resulting electron-hole pairs still experience Coulombic attraction 

because donor and acceptor phases are physically close to each other at the interfaces. 

This Coulombically bound electron-hole state at the interfaces is known as charge-

transfer (CT) state (Figure 1). The binding energy of the CT state (𝐸𝐵𝐶𝑇) was reported to be in 
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the range of 0.1–0.5 eV,21–23 which is significantly larger than the thermal energy at room 

temperature (~ 25 meV). Then a fundamental question arises: what is the driving force for the 

CT state to split into free charge carriers, contributing to the photocurrent? This question has 

been puzzling the PSC community since the birth of PSCs.24–26 There have been different 

mechanisms proposed to answer this question, with conflicting evidence for different opinions.  

In this article, we aim to give a balanced review of these different mechanisms as well as 

their strength and weakness. We focus on charge generation, while charge recombination is 

only discussed where necessary. We understand that charge recombination is equally 

important as charge generation in PSCs, and recent findings suggest that kinetics (rather than 

thermodynamics) can prevent charge recombination and hence increase the device 

performance.27,28 We start with experimental observations of CT states from both absorption 

and emission measurements. This is followed by spectroscopic evidence that free charge 

carriers are generated in the range of 100 femtoseconds in highly efficient blends.  Then we 

focus on the long-lasting debate whether excess energy provided by the charge transfer 

process helps to separate CT states. We further discuss possible driving forces in the case of 

charge generation through relaxed CT states. In the last part of the article, we present a 

recently proposed mechanism, which claims that electron delocalisation in fullerene clusters 

plays an important role in charge generation. Throughout this article, we focus on the 

fullerene acceptor. This limitation reflects the very success of the fullerene acceptor in 

generating high efficiency in PSCs, not yet demonstrated with the alternative acceptors. The 

readers who are interested in other acceptors like polymers, nanocrystals, or perylene diimides 

are referred to some recent articles.29–34  

2. From charge-transfer states to free charge carriers 

2.1. Experimental observation of the charge-transfer state  
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The existence of the CT state has been demonstrated experimentally using different 

techniques, which probe the absorption or emission of the CT state. Both absorption and 

emission of the CT state show a red-shift compared with those of the individual components, 

because the CT state lies below the bandgap of the individual components (Figure 1).  

Absorption 

The absorption of the CT state requires that the electron in the donor highest occupied 

molecular orbital (HOMOD) is directly excited into the acceptor LUMOA. Since the wave 

function overlap between two different materials is small, the absorption coefficient of the CT 

state is very low. As a result, highly sensitive approaches such as photothermal deflection 

spectroscopy (PDS) have to be employed.35 PDS measures the absorption by measuring the 

change in refractive index due to heating of the surrounding medium by light absorption in the 

sample. By comparing PDS signal of the polymer:fullerene blend with those of the individual 

components, weak absorption from the CT state was observed (Figure 2a), indicating 

interaction between polymer and fullerene in the ground state.35–37  

In addition to PDS, we can also detect the CT state absorption by measuring the external 

quantum efficiency (EQE) of the solar cell in the CT state absorption regime, where neither 

polymer nor fullerene absorbs. The EQE in the CT state absorption regime results from the 

photocurrent generated by absorption of the CT state. A highly sensitive technique to measure 

the EQE in this regime is Fourier-transform photocurrent spectroscopy (FTPS).37  In FPTS 

measurements, the solar-cell sample is used as an external detector of a Fourier-transform 

infrared spectrometer. Another approach to detect the weak photocurrent generated by 

directly exciting the CT state is to measure the EQE using an optical chopper, a lock-in 

amplifier and an infrared detector.38 Both techniques demonstrated photocurrent signal below 

the bandgap of pristine materials, indicating absorption from the CT state.37–41 

Photoluminescence 
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Photon absorption by the polymer (fullerene) generates excitons, which transfer electrons 

to the fullerene and leave holes in the polymer (or the other way around). The electrons in the 

fullerene might radiatively recombine with the holes in the polymer at the donor/acceptor 

interfaces, generating additional photoluminescence (PL) which is absent in the PL spectra of 

the individual components. The PL of the CT state was reported as early as 1997, when 

Hasharoni et al. observed weak near-infrared PL signals in the blend of MEH-PPV and 

fullerene (see Figure 3 for chemical structures of the molecules mentioned in this article).42 

Later on, this additional PL signal from the CT state was also observed in many other 

materials combinations (Figure 2b).43–45 Although the PL of the individual components is 

significantly quenched by mixing with each other, the residual intensities are still comparable 

with that of the CT state. As a result, the measured spectrum is usually composed of the PL 

from both the pristine materials and CT states.45–47 

Electroluminescence 

In addition to PL, emission from the CT state was also observed in electroluminescence 

(EL), where injected electrons and holes recombine at the interfaces between the donor and 

acceptor. CT state EL was first reported by Kim et al.,48 and then also observed by other 

groups (Figure 2c).46,47,49 Although the EL of the CT state is in the same spectral range as the 

PL, the EL peak usually shows slight redshift compared with the PL peak.50 In addition, the 

EL peak could also show slight blueshift with increasing injection current or applied 

voltage.45 One explanation for this behaviour is that in EL the electrons and holes have 

enough time to relax to the more-ordered regions (with lower energy) to meet and recombine. 

2.2. Ultrafast generation of free charge carriers 

The time window in which free charge carriers are generated can be determined with the 

help of transient absorption (TA) measurements. TA is a time-resolved pump-probe technique, 

which examines the transmission difference before and after the pump excitation. After the 
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sample is pumped from the ground state to the excited states, the excited species might go 

through optical transitions to higher lying states due to photon absorption of the probe pulse. 

As a result, non-emissive species (e.g. polarons and triplet excitons) can be probed using this 

technique. The challenging aspect of this technique is the assignment of an absorption signal 

to a specific excited species, since the absorption of different excited species might be 

overlapping. Hence quantum-chemical calculations and/or global fittings of TA spectra are 

usually required to assist the identification of different species.    

Ultrafast charge transfer (~ 45 fs) from polymer to fullerene was observed more than one 

decade ago by Brabec et al. using pump-probe spectroscopy.51 However, they were not able to 

determine whether the product of the charge transfer was bound CT states or free charge 

carriers. De et al.52 and Hwang et al.53 were among the first to be able to determine ultrafast 

free charge carrier generation in polymer:fullerene blends using TA measurements in the 

subnanosecond time regime. Both of them observed the generation of free carriers within ~ 

200 ps. Later on, using the same technique, Hwang et al. were able to further determine that 

free charge carriers were generated within a few picoseconds in P3HT:PC60BM blends.54  

Their observation of ultrafast free charge carrier generation was subsequently confirmed 

by themselves as well as other groups in many other highly efficient blends.55–62 For example, 

Figure 4a shows two TA spectra of annealed P3HT:PC60BM blends with a delay of 1 ps and 1 

ns after excitation, measured by Howard et al.61 By comparing the TA spectra with the quasi-

steady-state photo-induced absorption spectra (Figure 4b), they found significant amount of 

free charge carriers at 1 ps in the sample. Recently, Grancini et al. observed the generation of 

free charge carries within 50 fs for the PCPDTBT:PC60BM device using sub-20 fs pump-

probe spectroscopy.63 From these recent spectroscopic measurements, e.g. the work by 

Grancini et al., it is usually believed that both bound CT states and free charge carriers are 
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immediately (~ 50 fs) generated, with the bound CT states most probably decaying to the 

ground states at later time scales.   

In addition to TA measurements, ultrafast generation of free charge carriers was also 

confirmed by other techniques. Parkinson et al. employed optical-pump terahertz-probe 

spectroscopy to investigate the time-resolved conductivity dynamics of photoexcited 

P3HT:PC60BM blends, where the generation of free charge carriers with 100 fs was 

observed.64 Studies of fullerene blends with alternating donor-acceptor copolymers of 

fluorene or phenylene using THz spectroscopy likewise indicated rapid charge generation.65,66 

2.3. Dissociation of the CT state into free charge carriers 

In the previous two subsections, we have discussed the existence of the CT state as well 

as ultrafast generation of free charge carriers. However, how the CT state dissociates into free 

charge carriers has been difficult to understand. Before we summarise the controversial 

debates on the dissociation of the CT state, we first examine the energy diagram of the 

processes involved in the separation, which is shown in Figure 5.    

As discussed earlier, at the donor/acceptor interface, the electron will be transferred to 

the acceptor and the hole will be left in the donor, forming the CT state. In general, the CT 

state will be generated with excess thermal energy (ΔGCT) due to the energy difference 

between the exciton and the CT state. The CT state with excess thermal energy is referred to 

as a hot CT state (CTn). At this stage, two competing processes can happen. (1) The hot CT 

state can directly dissociate into the charge-separated (CS) states, generating free carriers. (2a) 

The hot CT state can thermally relax to the lowest lying CT state (CT1), and then (2b) 

dissociate into the CS state, contributing to the photocurrent. A long-lasting debate is whether 

charge carriers are generated from the hot CT state or relaxed CT state? If generated from the 

relaxed CT state, what is the driving force to split the bound CT state? We will summarize 

different views and related experimental evidence concerning this debate. 
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2.3.1. Dissociation via the hot CT state 

Since the CT state is generated with excess energy, it was proposed that this excess 

energy helps to dissociate the hot CT states directly to the free carriers before they thermalise 

to the ground (thermally relaxed) CT states.67 In this hot CT state theory, the primary kinetic 

competition is between the thermalisation and the dissociation. As an internal conversion 

process, the thermalisation process is ultrafast, usually on the order of several hundred 

femtoseconds.68 To be comparable with this ultrafast process, the dissociation from this hot 

CT state is supposed to be on the same time scale at least. Indeed, based on the TA 

measurements it has been suggested that free carriers could be generated in the range of 50 

fs.63 In the hot CT state theory, once relaxed to the ground CT states, the polaron pairs will 

primarily recombine as they do not have enough driving force to overcome the Coulombic 

attraction between each other under normal device operation conditions.  

Ohkita et al. employed TA measurements to investigate a series of 

polythiophene:fullerene blends, trying to find the relation between the yield of charge carriers 

and the excess energy.67  The authors found that the yield of the dissociated polarons varied 

by two orders depending on polythiophenes used, in spite of efficient PL quenching for all the 

blends. They observed a strong dependence of the yield of dissociated polarons on the energy 

difference between the singlet exciton and the dissociated polarons. Based on this observation, 

they proposed that the excess energy after the exciton dissociation provide extra kinetic 

energy for the CT state dissociation.67 This hot CT state theory was further supported by their 

subsequent work on other polymer:fullerene blends as well as polymer:perylene diimide 

blends (Figure 6).69–74  

In addition to the above work, there are some other reports supporting the hot CT state 

theory. For example, the sub-bandgap CT excitation was reported to generate polarons which 

are more localized compared with those from the above-gap excitation, implying the 
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importance of the excess thermal energy.22 In the experiment, the authors compared the 

absorption and photocurrent under different photon energies, and found that the above-gap 

excitation was more effective in producing the photocurrent. This was basically an internal 

quantum efficiency (IQE) measurement.  

Recently, Grancini et al. also addressed the hot CT state in PCPDTBT:PC60BM blends 

with the help of TA measurements.63 They found that excitons split within the first 50 fs, 

creating both relaxed CT states and free charge carriers, depending on the excess energy. For 

high-energy excitation (with a large amount of excess energy), high-lying singlet states were 

found to convert into hot CT states, due to stronger coupling between high-energy singlets 

and hot CT states. This process effectively enhances the charge generation efficiency. Instead, 

the relaxed CT state would be a loss channel for the photocurrent. In addition, they also 

measured the IQE of the device, and found that IQE is wavelength-dependent, showing 

increasing values (by a factor of two) with increasing excitation energies. The wavelength-

dependent IQE would be a direct proof for the importance of hot CT states in charge carrier 

generation.  

However, accurate determination of IQE is not easy, since complex structure and 

potential imperfections of the device stack make the determination of absorption in the active 

layer difficult.75 Scharber as well as Armin et al. commented on the IQE measurement by 

Grancini et al., and claimed that the IQE is independent of the wavelength across the 

absorption spectrum of the blend.76,77 Grancini et al. acknowledged the difficulty in obtaining 

accurate IQE due to interference and parasitic absorptions. They further made a planar device, 

which is simplified in terms of optical effects.78 They demonstrated that the IQE of the planar 

device also depends on the photon energies. 

2.3.2. Dissociation via the relaxed CT state 



10 

 

Indeed, in spite of the difficulty in accurately determining IQE, the dependence of the 

IQE on wavelength might be the simplest yet most straightforward way to investigate the role 

of the hot CT state in charge carrier generation. Compared with the relatively small (if any) 

variation of IQE in the pristine materials absorption regime, determination of IQE in the CT 

absorption regime would help to clarify this debate, as significantly small IQE would be 

expected in that regime if hot CT state plays a critical role. Instead, wavelength-independent 

IQE values would indicate that the free charge carriers are generated from relaxed CT states. 

Lee et al. investigated the IQE of two model polymer:fullerene blends, and found that the 

IQE stays almost constant into the low energy regime where only direct CT photoexcitation 

exists.79 They further demonstrated that the dependence of photocurrent on temperature is not 

affected by the excitation energy either. In addition, by adjusting the incident intensity of 

above-gap excitation and below-gap excitation so that these two excitations give the same 

short-circuit current, they found overlapping current-voltage (J-V) curves. This observation is 

consistent with the report by Hofstad et al., who found that normalised EQE spectra 

(extending to the CT absorption regime) under different bias overlap with each other.80 All 

these experimental data serves as evidence that the excess thermal energy plays negligible 

role in the CT state separation. 

Very recently, Vandewal et al. further demonstrated that charge carriers are generated 

exclusively from the relaxed CT states, rather than hot CT states, for a range of materials 

combinations.81 They employed the time-delayed-collection-field (TDCF) technique to 

investigate the field dependence of carrier generation.82 TDCF is analogous to a pump-probe 

experiment with optical pumping and an electrical probe. During the experiment, the sample 

is kept at a constant pre-bias when pumped by a short laser pulse. After a certain delay time 

(e.g. 10 ns) following the optical pumping, the bias is switched to a collection voltage (e.g. -

3V), which is supposed to be large enough to extract all remaining free charge carriers while 
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small enough at the same time to ensure negligible leakage current. By performing the 

experiment under different pre-biases, the authors found that the extracted free charges are 

independent of excitation energy. This indicates that free charge carrier generation at different 

biases does not depend on the excess energy provided by incident light.  

Although above experiments seem to provide evidence against hot CT state theory, one 

may still argue that the below-gap excitation energy used in these experiments does not 

necessarily produce lowest-energy relaxed CT states exclusively. Even with below-gap 

excitation, most CT states might still be relatively hot, since vibrationally excited CT states 

will be produced due to the reorganization of the atoms following photon absorption. Unless 

relaxed CT states are accessed exclusively, it is difficult to demonstrate that relaxed CT states 

are exclusive precursors for charge carrier generation. However, direct measurement of 

absorption from the lowest-energy CT state is very challenging due to low probability of 

thermal population of vibrationally excited ground state. Vandewal et al. found an alternative 

approach to do this. They reconstructed the absorption spectrum in this low-energy regime by 

measuring radiative decay from the thermally-relaxed CT manifold.81 The measurement of the 

absorption and the EQE in the low-energy regime enabled the authors to determine the IQE of 

relaxed CT excitation. They found a constant IQE irrespective of the excitation energy for 

different materials combinations they investigated (Figure 7). Based on this, they concluded 

that free charge carrier generation is exclusively from the relaxed CT state, rather than from 

the hot CT state. 

In addition, Howard et al. compared the TA measurements between regiorandom (RRa) 

P3HT:PC60BM and regioregular (RR) P3HT:PC60BM blends.61 They found that the free 

carrier generation is much lower in the RRa P3HT:PC60BM blend, which has larger ΔGCT. 

This is another piece of evidence against the hot CT mechanism, which predicts that the 

system with larger excess energy would generate more free charge carriers. Instead, the 
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authors proposed that the ultrafast free carrier generation is dependent on the morphology, 

with more ordered samples showing higher free carrier generation yield.  

2.4. Driving force in the case of dissociation via the relaxed CT state 

If the hot CT state is the exclusive precursor for free charge carrier generation, ultrafast 

free charge carrier generation is self-explaining. However, if the relaxed CT state is the 

exclusive precursor for free charge carrier generation, what is the driving force for CT state 

separation? Based on Coulomb’s law, the binding energy of the CT state is  

𝐸𝑏 =  𝑞24𝜋𝜀𝑟𝜀0𝑎 

where q is the elementary charge, εr is the relative permittivity, ε0 is the vacuum permittivity, 

and a is the distance between the electron and hole. εr is assumed to be the macroscopic value 

of the active layer, which is around 3-4, and a is assumed to be in the range of 1-2 nm. As a 

result, EB estimated from these assumptions is around 0.2-0.5 eV. Actually the assumptions of 

εr and a are close to those for excitons in pure materials. And hence it is not surprising that the 

estimated binding energy is in the same range as the excitons in individual components, where 

an energetic offset between the donor and acceptor LUMOs is required to assist the exciton 

dissociation. Therefore, such a high binding energy for the CT state requires a driving force to 

split them into free charge carriers.  

2.4.1. Braun-Onsager model 

A commonly used quantitative model for considering the CT state separation is the 

Braun-Onsager (BO) theory.83–85 The BO theory gives a quantitative description of the 

dependence of the CT state dissociation rate (kdiss) on a set of measurable parameters, 

including the electric field (F), the mobility of electrons (µe) and holes (µh), the temperature 

(T), etc.  

(1) 
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𝑘𝑑𝑖𝑠𝑠(𝑎, 𝑇, 𝐹) = 𝑞𝜀𝑟𝜀0 〈𝜇𝑒 + 𝜇ℎ〉 34𝜋𝑎3 𝑒−𝐸𝑏 𝑘𝐵𝑇⁄ 𝐽1(2√−2𝑏)/(√−2𝑏) 

where 〈… 〉 denotes the spatial average, kBT is the thermal energy, 𝑏 = 𝑞3𝐹/(8𝜋𝜀𝑟𝜀0𝑘𝐵2𝑇2), 

and J1 is the Bessel function of order one 𝐽1(2√−2𝑏) (√−2𝑏⁄ ) =  1 + 𝑏 + 𝑏2 3⁄ + 𝑏3 18⁄ +⋯. Although there are also some other modifications to the BO theory describing the escape 

yield of charge pairs,86–88 they generally depend on the same set of parameters. 

The BO theory has been employed to quantitatively simulate J-V characteristics of the 

BHJ PSCs based on the drift-diffusion equations.89–92 In macroscopic modeling, the electron 

and hole mobilities are usually fitted from the space-charge-limited current regime of the 

single-carrier devices, while the geminate recombination (GR) rate is used as a fitting 

parameter. The experimental current-voltage curves could be reproduced for some less 

efficient polymer:fullerene blends, e.g. MDMO-PPV:PC60BM blends.9 

However, in order to get a good fitting to the measured J-V characteristics, a low GR rate 

on the order of 104 – 106 s-1 was often used.89,90 This is in contrast with the TA measurement, 

where a GR rate larger than 107 s-1 was usually reported.62 In addition, we are not aware of a 

report on reproducing J-V curves of highly efficient PSCs, indicating that there might be some 

intrinsic limitations using the BO theory to quantitatively explain the CT state separation. For 

example, disorder, which is intrinsic to semiconducting polymers, is not included in the BO 

theory. Albrecht and Bässler pointed out that disorder could significantly modify the 

dissociation rate of charge pairs.93 As a result, it has been shown that the BO theory performs 

poorly when compared to more realistic Monte Carlo (MC) simulations.93,94 Another 

parameter which is neglected in the BO theory is the morphology, which plays a critical role 

in determining charge generation in PSCs.95,96  In addition, the BO theory focuses on how the 

CT state is separated, and ignores how it is created. Considering ultrafast generation of free 

(2) 
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charge carriers (on the timescale < 100 fs), the dynamics of the CT state creation and free 

charge carrier generation might be difficult to separate. 

2.4.2. The effect of the electric field 

Although the BO theory does not seem to be a quantitative theory to explain the free 

charge carrier generation in PSCs, there are many attempts trying to investigate whether the 

parameters suggested by the BO theory qualitatively explain the experimental observations. 

Among these parameters, the effect of the electric field on the dissociation of the CT state is 

relatively easy to investigate.  

Recall that the CT state shows PL, though the quantum efficiency is low. Therefore, one 

approach to probe the effect of the electric field on the CT state separation is to examine how 

the field quenches the CT state PL. Indeed, it has been demonstrated from the PL 

measurement that the CT state emission could be quenched upon the application of the 

electric field.23,45,47,50 However, it was also found that usually a large field (over 108 V/m, 

corresponding to 10 V over a 100 nm thick device) is needed to effectively quench the CT 

state emission, while under the usual device operation condition (~ 107 V/m), the quenching is 

marginal. This observation contradicts the fact that the polymer:fullerene blends usually give 

high photocurrent at the short-circuit condition, which indicates efficient CT state separation 

under the normal electric field. One argument could be that the emissive CT states do not 

represent all the CT states. Instead, the non-emissive CT states, which might have different 

field dependence, contribute to the photocurrent.50 

Another technique to investigate the effect of the electric field is field-dependent TA 

measurements. Shuttle et al. reported that in the P3HT:PC60BM system, no obvious variation 

in initial (~ 0.5 μs) polaron signal amplitude was observed under different biases. This 

indicated that the field had little effect on the carrier photogeneration.97 A similar experiment 

was performed by the same group on PCPDTBT:PC70BM devices. Consistent with their 
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previous results, no field-dependent charge photogeneration was observed.98 These 

experiments implied that the electric field (in the device operation regime) does not help the 

dissociation of the CT state.  

Marsh et al. performed similar experiments on a working P3HT:PC60BM device, with 

wider time range and in a sufficiently low intensity regime relevant to the operation condition 

of PSCs under solar illumination.99 Their result showed that the electric field (in the device 

operation regime) increased the life time of the charge carriers, indicating that the electric 

field-assisted dissociation of the CT state helped to enhance charge photogeneration. Similar 

measurements were performed on PCDTBT:PC70BM devices by the same group, with results 

similar to the findings on P3HT:PC60BM devices.100 As we can see, similar experiments on 

the same materials by two different groups gave conflicting results. The discrepancy might 

arise from the fact that the field dependence occurs at early times that are beyond the 

resolution of the TA measurements by Shuttle et al. Another possibility is that these two 

groups measured different P3HT:PC60BM samples. The charge generation mechanisms of 

P3HT:PC60BM depend heavily on a range of factors, including the annealing temperature, the 

degradation of the sample, the regioregularity of P3HT, etc.62 

A further method to investigate the field dependence is the TDCF technique, as we have 

introduced previously. A critical issue in this experiment is the determination of the delay 

time between the pre-bias and the extraction voltage. The delay time is supposed to be longer 

than the CT state lifetime yet shorter than charge extraction time. The TDCF technique 

revealed that different materials combinations have different field dependence of charge 

carrier generation (Figure 8). For example, MEH-PPV:PC60BM blends and 

PCPDTBT:PC70BM blends show significant field dependence while P3HT:PC60BM blends 

and PBDTTPD:PC60BM blends show negligible field dependence.81,101–103 
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An indirect approach to examine the field dependence of the CT state separation is to 

measure charge carrier densities and their lifetimes, which can be determined by charge 

extraction and transient photovoltage decay measurements, respectively.104 During charge 

extraction measurements, the device under illumination is initially biased at an applied 

voltage. Then the device is shorted and at the same time the illumination is switched off. With 

the assumption that all the free charge carriers can be extracted out of the device at short-

circuit conditions, the carrier density at this applied voltage can be estimated by measuring the 

discharging current. During photovoltage decay measurements, the device is held at open-

circuit conditions under continuous background illumination, on which a weak pulsed optical 

perturbation is then applied. The charge carrier lifetime is estimated by fitting the decay 

(presumably monoexponential) of the transient photovoltage induced by the perturbation. 

With carrier densities and their lifetimes as well as an assumption of recombination 

mechanism (e.g. bimolecular recombination), the recombination current can be estimated at 

different biases. The difference between the saturation current and recombination current is 

supposed to overlap with the measured J-V curve if no field-dependent charge generation is 

involved. Indeed, for P3HT:PC60BM devices, it was reported that there is no need to introduce 

any field-dependent CT state separation.105 We emphasize that this approach is an indirect 

method, as it probes the bimolecular recombination of separated charge carriers, rather than 

directly probes the CT state dynamics. 

2.4.3. The effect of the temperature 

Although temperature might be an important parameter to help us understand the CT 

state separation process, the temperature dependence is more complicated than the field 

dependence as at least hopping rates of charge carriers also depend on temperature. Based on 

the BO theory, the CT state dissociation rate will exponentially decrease with decreasing 

temperature, implying orders of magnitude decrease in the photocurrent at lower temperatures. 
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However, significant amount of photocurrent was observed at low temperatures.106,107 One 

explanation could be that the lifetime of the CT state increases with decreasing temperature, 

so that the dissociation probability is still high at low temperatures.108 Unfortunately, recent 

measurement of the CT state PL decay at different temperatures indicated that CT state 

lifetime is independent of temperature over a wide temperature range (from room temperature 

to 5 K).109  

Other than examining temperature dependence of the photocurrent, it might be also 

informative to examine temperature dependence of the open-circuit voltage (VOC), where all 

charge carriers recombine and no charge transport issue is involved. If charge carrier 

generation is temperature-independent, VOC increases with decreasing temperature due to 

larger carrier densities at lower temperatures. This behaviour has been reported for different 

blends at temperatures above 150 K.110,111 However, if charge carrier generation probability 

decreases with decreasing temperature, this will cancel out increased carrier densities 

mentioned above, and make the VOC flatten and even decrease at some point. This behaviour 

has been observed in un-annealed P3HT:PC60BM devices but not analysed in details.112 A 

careful analysis of temperature-dependent VOC in a wide temperature range might provide a 

unique approach to understand the effect of temperature on charge carrier generation. 

2.4.4. The effect of the mobility 

We have mentioned that the electron/hole mobilities of the devices are usually fitted 

from the space-charge-limited current regime of the single-carrier devices. However, some 

reports pointed out that the mobilities obtained in this way might significantly underestimate 

the real local mobilities during the CT separation process. Veldman et al. noticed that 

PC60BM aggregates often form in the devices with a high PC60BM concentration.47 They used 

a high mobility value (~ 0.1 cm2 V-1 s-1) measured in microcrystalline PC60BM powder to 

represent the local electron mobility, and achieved good fits of their data. More recently, 
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Burke and McGehee argued that it is the high local mobility (e.g. measured by time resolved 

terahertz spectroscopy) that is critical to the CT state separation process.113 They employed 

high mobilities (on the order of 1-10 cm2 V-1 s-1) in kinetic MC simulations, and found that 

these high mobilities could well reproduce efficient charge carrier generation. 

2.4.5. The effect of the disorder 

In the BO theory, energetic and spatial disorder is neglected. However, both theoretical 

and experimental results indicate that disorder is important in helping the charge generation.  

As mentioned before, with the help of MC simulation, in 1995 Albrecht and Bässler pointed 

out that charge generation could be aided by the disorder.93 More recently, quantum chemistry 

calculations have indicated that disorder at the interfaces between the donor and acceptor may 

be structured in a way that favors charge separation.114,115  This disorder at the interface has 

been shown by kinetic MC simulation to be quite effective at separating CT states, 

contributing to high internal quantum efficiency.113,116 In addition, the electron and hole 

forming the CT state have typically not relaxed within the disorder-broadened density of 

states (DOS). With the help of kinetic MC simulation, Eersel et al. demonstrated that the 

remaining binding energy could be overcome by further relaxation in the DOS.117 Although 

this process could involve a substantial loss of the energy due to the relaxation process, they 

claimed that the energy loss could be minimized with careful materials design. 

Further demonstration of the effect of the disorder on the CT state separation was 

reported recently by Vithanage et al.118 They employed the Time Resolved Electric Field-

Induced Second Harmonic (TREFISH) technique to probe the electric field dynamics with 

subpicosecond time resolution. Second-harmonic generation is a non-linear optical process 

where two photons are summed into a photon of double the energy. The yield of this process 

depends on the electric field, and hence serves as a proxy of changes in electric field. They 

then used a parallel-plate capacitor model where the electron/hole could drift due to the 
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applied bias to reconstruct the electron-hole distance and their mobilities. They found that 

charge pairs separate rapidly through diffusion (~3 nm at 10 ps and > 5 nm at 100 ps), 

although these charge pairs are closely bound (< 1 nm) when they are generated. The results 

were further rationalised by MC simulations, where an energetic disorder-induced DOS was 

assumed. 

In a recent work, this approach has been extended to combine TREFISH measurements 

with time-of-flight measurements in a full account of the cooling of charge carriers due to 

hopping within the disordered DOS. MC simulation has successfully been used to map these 

processes in a unified model.119 The material in this case was a TQ1:PC70BM blend, and 

results and models are consistent with the transient absorption results reported in ref. 120 as 

well as the transient microwave conductivity  results.121  

2.5. The role of charge delocalisation on free charge generation 

Up to now, we have discussed the possibility of dissociation through hot CT states, 

which explain well the ultrafast charge carrier generation observed in TA measurements and 

field-independent generation observed in a range of techniques. However, the fact that the 

dissociation probability is independent of photon energy seems to contradict this hot CT 

mechanism, which would predict an excitation energy-dependent carrier generation. We have 

also discussed the possibility of dissociation through relaxed CT states. In spite of intensive 

research in this direction, there is no consensus concerning the driving force to split the CT 

state in this case. Instead, some recent reports reinvestigated the basic assumption (a distance 

of 1-2 nm between the electron on the acceptor and the hole on the donor) in calculating the 

binding energy of the CT state, and found that the charge delocalisation might play a critical 

role on free charge carrier generation.  

Bakulin et al. employed a pump-push photocurrent (PPP) technique to investigate a 

range of materials combinations, and demonstrated the importance of hole delocalisation 
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along the polymer chain.122 In the PPP technique, a working device is first pumped by visible 

light, creating separated charges and/or localised CT states. The pump excitation is followed 

by an infrared push pulse, which is supposed to re-excite the localised CT states into 

separated charges. By comparing the photocurrent before and after the push pulse, the effect 

of this push pulse is demonstrated. The authors observed a sharp rise in photocurrent with the 

arrival of the push pulse immediately after the pump pulse (within 200 fs), indicating that the 

push pulse interacts with a species created directly after excitation. Aided by atomistic ‘many-

body’ modelling, they rationalized their results by hole delocalisation along the polymer chain 

(Figure 9a). And they acknowledged that they could not exclude the possibility of electron 

delocalisation along fullerene clusters, which might further help the charge separation. The 

importance of hole delocalisation was also highlighted by kinetic MC simulations. For 

example, Deibel et al. proposed that the hole delocalisation on the extended conjugation 

length (between 4 and 10 monomer units) is responsible for the efficient charge carrier 

generation.123  

In spite of many attempts,47,124,125 the electron delocalisation has not been 

unambiguously demonstrated until very recently. Gélinas et al. resolved the electron-hole 

distance by tracking the modulation of the optical absorption due to the electric field 

generated when the electron and hole separate from each other.126 What they measured is 

basically an electro-absorption (EA) signal, i.e. Stark effect. They could measure the EA in 

the femtosecond regime, and calculate the energy stored in the electric field. Hence they could 

quantify the temporal electron-hole distance during the initial charge generation process. They 

found that an electrostatic energy as high as 200 meV is stored  in the electric field within 40 

fs of excitation for an efficient device, corresponding to an electron-hole distance of at least 4 

nm. They also examined a poor performance device with the same donor and acceptor 

(fullerene) materials but with decreasing fullerene concentration. They found that although 
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this device was also efficient in hole generation, no EA signal was observed, indicating long 

range electron-hole separation is hindered due to decreased fullerene concentration (Figure 

10). Based on these results, the authors proposed that electron delocalisation due to the 

existence of fullerene clusters is of critical importance for efficient free carrier generation 

(Figure 9b).127 This finding is consistent with the ubiquitous use of fullerene in highly 

efficient devices, and supported by the electronic structure calculations on large fullerene 

clusters.128 In addition, Falke et al. showed that coherent electron-nuclear motion might play a 

key role in charge delocalization over the polymer-fullerene interfaces.129  

We note that above charge delocalisation mechanism is different from the exciton 

delocalisation mechanism proposed by Kaake et al., who performed TA measurements on a 

range of materials combinations and observed similar fast charge carrier generation (within 

100 fs).130,131 Based on the fact that this time scale is much faster than exciton diffusion time 

(expected to be in ps to ns regime), the authors argued that the exciton is delocalised, which is 

responsible for efficient charge carrier generation. Although this argument provides a possible 

mechanism for ultrafast carrier generation, it needs more experimental evidence to support it. 

In addition, this mechanism does not explain why polymer acceptor generally works worse 

than fullerene acceptor if exciton delocalisation is the key factor. 

3. Conclusions  

We reviewed the state-of-the-art knowledge on a controversial yet critical issue in 

polymer solar cells, i.e. charge generation. We focused on the charge separation processes at 

the polymer:fullerene interfaces. Although we have not had a clear answer to this 

controversial issue yet, recent findings, based on both steady-state and transient measurements, 

have significantly advanced our understanding of this process. 

Even in such a controversial area, there are several findings that the community 

generally agree on. For example, interfacial CT states do exist in polymer:fullerene blends, as 
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evidenced from both absorption and luminescence measurements. In addition, a large amount 

of charge generation is ultrafast (in the range of 100 fs) in highly efficient blends, which has 

been demonstrated by TA measurements in different research groups. Field dependence of 

charge carrier generation seems to depend on materials combinations. 

A long-lasting debate is whether charge carriers are generated through relaxed CT states 

or through delocalised (hot) CT states. In the former mechanism, the relaxed CT state is the 

exclusive precursor for free charge carriers, while in the latter, the charge generation is 

assisted by the excess energy inherited from the charge transfer process. Although hot CT 

state mechanism explains the ultrafast charge carrier generation very well, general 

observation of photon energy-independent IQE contradicts this mechanism. In the case of 

generation through relaxed CT states, there must be a driving force to split the bound states. 

Although parameters like electric field, temperature, mobility and disorder has been 

considered, there is no general consensus yet. We note that the entropic aspect of this process 

specifies one part of the free energy change, and contributes to understanding of charge 

formation also in localized systems.132 Kinetic MC simulations indicate that also in  fully 

disordered systems, the charge separation is entropically preferred, and can account for 

photocurrent generation.  

Recent spectroscopic findings indicated that electrons might be delocalised in fullerene 

clusters, so that the electron-hole distance is much larger (~5 nm) than what we previously 

thought. This explains why fullerene is always used in highly efficient devices. In this 

mechanism, the energy loss is not intrinsic to charge generation processes, and hence could be 

minimised in principle. This has important implications for future materials design, and also 

opens up new questions. For example, it has been demonstrated in many combinations that an 

intermixing phase with both polymer and fullerene is crucial for efficient charge 

generation.133–138 This delocalisation mechanism does not seem to give a direct answer to this 
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observation, and further investigation might be needed to get a complete understanding of 

charge generation in PSCs.  
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Figure 1 Schematic illustration of the CT state formation, with the exciton and CT state binding 

energies included. For simplicity, the binding energies are shown relative to the LUMOs. 
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Figure 2 Observation of the CT state from absorption and emission measurements. (a) PDS 

measurements revealed additional absorption signal (due to CT state absorption) compared with those 

of the pure components. (b) In addition to the residual PL from the pure components, a red-shifted PL 

peak due to CT state emission appeared in the polymer:fullerene blend. (c) In the EL spectrum of the 

blend, only CT state emission was observed, while that from the pure components disappeared. (a) 

Reproduced with permission from Ref. 35, Copyright 2005, Springer. (b) Reproduced with permission 

from Ref. 44, Copyright 2011, The Royal Society of Chemistry. (c) Reproduced with permission from 

Ref. 46, Copyright 2009, American Chemical Society. 
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Figure 3 Chemical structures of some of the polymers and fullerene derivatives mentioned in this 

article.  
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Figure 4 Ultrafast free charge carrier generation in annealed P3HT:PC60BM blends. (a) TA spectra 

measured at 1 ps (red line) and 1 ns (blue line) after excitation. (b) Absorption and PL of the pure 

P3HT film as well as quasi-steady-state photo-induced absorption (PIA) spectrum of the blend 

(measured at 80 K). The PIA signal is from free charge carriers. By comparing the PIA signal in panel 

b with the TA signal in panel a, it is clear that significant amount of free charge carriers are already 

present in the blend film 1ps after the excitation. Reproduced with permission from Ref. 61, Copyright 

2010, American Chemical Society. 
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Figure 5 Energy diagram summarizing the debate concerning charge generation. Photon absorption 

generates singlet excitons (S1), which dissociate at the interfaces, forming CT states with excess 

thermal energy (∆GCT), known as hot CT States. The hot CT state can (1) directly dissociate into the 

charge-separated (CS) state, or (2a) first thermalize to the relaxed CT state (CT1) and then (2b) 

dissociate into the CS state. Above-gap and below-gap excitation is also shown in the figure. 
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Figure 6 For three different series of polymer:fullerene blends, the yield of dissociated charges 

increases with increasing energy offset, implying the importance of hot CT state. Reproduced with 

permission from Ref. 72, Copyright 2013, American Chemical Society. 
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Figure 7 Constant IQE across a wide range of excitation energy for MEH-PPV:PC60BM blends. This 

implies that excess energy plays a negligible effect on the charge generation process and that free 

carriers are generated from relaxed CT states. Reproduced with permission from Ref. 81, Copyright 

2013, Nature Publishing Group. 
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Figure 8 Different blends show different field dependence of charge carrier generation, as revealed by 

TDCF measurements. The charge carrier generation in (a) MEH-PPV:PC60BM blends is field 

dependent, while that in (b) PCPDTBT:PC70BM blends is field independent. Reproduced with 

permission from Ref. 81, Copyright 2013, Nature Publishing Group. 
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Figure 9 Schematic illustration of (a) hole delocalisation along the polymer chain and (b) electron 

delocalisation in the fullerene cluster. 
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Figure 10 For the fullerene rich device (1:4), EA signal was observed at 40 fs, indicating long-range 

separation of electron-hole pair within a short time. For the polymer rich device, although hole signal 

was observed, no EA signal was detected, indicating the generation of bound electron-hole pairs. This 

result highlights the critical role of fullerene clusters in charge generation. Reproduced with 

permission from Ref. 126, Copyright 2014, The American Association for the Advancement of 

Science. 
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