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ABSTRACT: Charge hopping and percolation in quantum
dot (QD) solids has been widely studied, but the microscopic
nature of the percolation process is not understood or
determined. Here we present the first imaging of the charge
percolation pathways in two-dimensional PbS QD arrays using
Kelvin probe force microscopy (KPFM). We show that under
dark conditions electrons percolate via in-gap states (IGS)
instead of the conduction band, while holes percolate via
valence band states. This novel transport behavior is explained
by the electronic structure and energy level alignment of the
individual QDs, which was measured by scanning tunneling
spectroscopy (STS). Chemical treatments with hydrazine can remove the IGS, resulting in an intrinsic defect-free semiconductor,
as revealed by STS and surface potential spectroscopy. The control over IGS can guide the design of novel electronic devices
with impurity conduction, and photodiodes with controlled doping.

KEYWORDS: Quantum dot, charge transport, charge percolation, defect, in-gap states, Kelvin probe force microscopy

A n important goal in the design of modern materials is to
create new forms of matter by combining elementary

nanoscale building blocks.1−9 One example is the artificial
solids formed by placing quantum dots in arrays.4−9 By
controlling the band gap of the individual dots through their
size, and the degree to which charges move from one dot to the
next through controlled barriers, we can design and tune the
transport properties of quantum dot solids. Potential
applications include solution-processed field effect transistors,
solar cells, photodetectors, etc.4−9 The individual QDs are
themselves complex, tiny solids, comprised of hundreds to
thousands of atoms. Inevitably the fabrication of these
constituents is imperfect; consequently, the QDs are not
identical in the number and arrangement of atoms. In addition,
defects and impurities are also present that can play an
important role.10−13 Therefore, it is not surprising that the
microscopic mechanisms of charge hopping in QD arrays have
not yet been determined.7,8,13−17

Understanding the transport mechanism is also relevant to a
broader class of disordered semiconductors,18 which are
systems with spatial disorder and/or heterogeneity in the
electronic states. Examples include amorphous silicon,19 heavily
doped and highly compensated semiconductors,20 and organic
semiconductors.21 These systems exhibit spatially varying

potential energy landscapes, which are determined by the
microscopic disorder, the energy level alignment of individual
sites, and the strength of coupling between adjacent sites. When
charges are injected, they will fill the potential valleys, forming
percolation pathways.22 As a model system, quantum dot solids
offer a unique opportunity for local characterization of the
individual building blocks, whose properties can be correlated
with the mesoscale percolation and ensemble transport
phenomena.
Here we combined scanning tunneling microscopy (STM),

Kelvin probe force microscopy (KPFM), and field effect
transistor (FET) techniques to characterize the states
responsible for charge percolation in QD solids both
microscopically and spectroscopically. We found a phenomen-
on where in-gap states (IGS) induce Fermi level pinning
favoring electron transport via the conductive IGS, forming
percolation pathways. Both the technical methodology and the
determined transport mechanism can be generally applicable to
other disordered semiconductors.
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Direct Imaging of Charge Transport in PbS Quantum
Dots. We chose PbS QDs as the artificial atoms from which to
form artificial solids, in the form of thin films consisting of 0−2
QD layers. These QDs show strong quantum confinement due
to the large Bohr radius,23 so that the wave function of one dot
can extend into neighboring dots, giving rise to an electrically
active QD solid. As-synthesized PbS QDs (5.5 nm diameter,
∼0.9 eV band gap, Supporting Information) are capped with
insulating oleate ligands24 that can be exchanged with shorter
ligands, such as 1,2-ethanedithiol (EDT), 3-mercaptopropionic
acid (MPA), iodide, etc., to couple the QDs and enhance
conduction.5,6,12−15

To resolve the spatial and energetic pathways of electron and
hole transport, we used KPFM25,26 to quantitatively image the
local surface potential (Vsf) distribution in a QD film deposited
in the channel region of a field effect transistor (FET) (Figure
1A). All KPFM and FET measurements were done under dark

conditions in an inert atmosphere. The QDs were treated with
EDT (labeled PbS-EDT). The oxide surface in the FET
channel region was passivated by a layer of octadecyl-
trichlorosilane (OTS) to remove charge traps at the oxide
surface (Supporting Information). The sign of Vsf is set such
that E = eVsf, where e is the absolute value of the elementary
charge, and E is the Fermi level position relative to vacuum. To
image the charge percolation pathways we functionalized the
KPFM tip with PbS QDs (Supporting Information), resulting
in ∼10 nm spatial resolution. To distinguish conductive from
nonconductive regions we applied a high gate bias (Vg = ±52
V) to inject ∼1 elementary charge per QD into the channel
(with source/drain electrodes grounded). The surface potential

along the percolation pathways will be pinned by the energy
levels responsible for charge transport. The areas with no
conductive states at the corresponding energy will exhibit
higher (for electrons) or lower (for holes) surface potential due
to gate field penetration. The topographic image shows the
distribution of individual PbS-EDT QDs in a channel area
(Figure 1B), while the surface potential images of the same area
(Figure 1C, D) reveal the transport pathway structures. The
electron percolation pathways, shown by the cyan/blue areas in
Figure 1C (where the injected electrons reside), are in the form
of narrow stripes surrounded by electron-insulating areas (red/
white). In contrast, the hole percolation pathways, shown by
the white/red areas in Figure 1D (where the injected holes
reside), form larger domains surrounded by hole-insulating
areas (blue/cyan). The hole transporting level is located at
∼−5.0 eV (below vacuum level), matching the valence band
edge position of the QDs.27 However, the level responsible for
electron transport is located at ∼−4.8 eV, far below the
conduction band edge (∼−4.1 eV). The presence of electron-
conducting IGS at ∼−4.8 eV is an unexpected finding.

In-Gap States and Charge Percolation Mechanism. To
better understand the percolation phenomena, we measured
the electronic structure of individual QDs using STM and
scanning tunneling spectroscopy (STS) (Figure 2A, B).

Measurements were done at 77 K in ultrahigh vacuum (base
pressure <10−10 mbar). STS was performed to obtain density of
states (DOS) spectra on 30 randomly chosen QDs deposited
on an indium tin oxide (ITO) substrate. Three different kinds
of spectra were observed (Figure 2C). About one-half of the
spectra (type 1) show peaks due to IGS at ∼0.05−0.1 eV above
the Fermi level, and 1Sh states (valence band) at ∼0.1−0.25 eV
below the Fermi level. Type 2 and type 3 spectra (similar
amount) show no IGS. Type 2 spectra have the 1Sh states in
the same range as type 1 spectra, whereas type 3 spectra have
1Sh states at ∼0.25−0.45 eV below the Fermi level. The origin
of the IGS will be discussed later.
The observed conductivity of the IGS implies that they are

partially delocalized to facilitate electron hopping from one IGS
to the next. Since the IGS are empty states near the valence
band, they induce p-type doping and pin the Fermi level in the
∼0.2 eV gap between the IGS and 1Sh states. Since the type 2
spectra show p-type doping (Fermi level close to 1Sh states),

Figure 1. Imaging charge percolation pathways in QD solids. (A)
Schematic diagram of a QD thin film FET and KPFM probe setup. Au
electrodes serve as the source and drain. The FET channel length is 20
μm, and its width is 1 mm. A monolayer of OTS (green) was
preadsorbed on the SiO2 surface of the channel to passivate the oxide
surface trap states. (B to D) KPFM images of the same region in the
channel area of a PbS-EDT QD array FET. Scale bar: 50 nm. (B)
Topography showing 0−2 layers of QD, (C and D) surface potential
maps at Vg = 52 V and Vg = −52 V, respectively. Source and drain
electrodes were grounded during measurements. The color scales of
the surface potential images are saturated to enhance contrast. The
same images with nearly the full scales show the same percolation
pathway structures (Supporting Information).

Figure 2. Electronic structure of individual PbS-EDT quantum dots.
(A) Schematic diagram of STM and STS measurements of QDs
deposited on an ITO substrate. (B) STM image with individually
resolved PbS-EDT QDs. (C) STS curves of individual PbS-EDT QDs.
The sample bias corresponds to the energy level position with respect
to Fermi level. Three types of spectra are found, labeled according to
the existence of in-gap states (IGS) and to 1Sh level alignment.
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they likely correspond to QDs with IGS whose wave function
does not extend to the top surface and thus cannot be detected
by the STM tip. The three types of STS spectra found on the
QD solid indicates three types of QDs (Figure 3A): type 1 QDs

have enough IGS to form a conduction pathway; type 2 QDs
have some amount of IGS so that the Fermi level is close to the
valence band, but their wave functions do not overlap
sufficiently to provide a conductive path; type 3 QDs have
no or few IGS, and their Fermi level is farther away from the
valence band. These three types of QDs are related with the
three types of STS spectra, but not necessarily one-to-one
correlated. When the QDs are randomly packed, electrons can
hop via the IGS of type 1 QDs due to proper energy level
alignment. Holes on the other hand can hop through the 1Sh
state of most of type 1 and type 2 QDs. Type 3 QDs are
electronically inactive, since they have no states near the Fermi
level. The percolation pathway diagram for electrons and holes
then resembles that shown schematically in Figure 3B, which
illustrates how the Fermi level pins at 1Sh states or at IGS when
holes or electrons are injected, respectively. It also shows that
the hole percolation domains are different, and spatially larger,
than those of electrons, in agreement with the experimental
surface potential maps. The spatially connected patchy pathway
structures resemble that of resistor networks, which have long
been predicted by percolation theory.28

We note that this IGS-induced Fermi level pinning is a
general phenomenon occurring in all kinds of semiconduc-
tors.29 Therefore, percolation through IGS is energetically
favored for at least one type of carriers if the defect
concentration is sufficiently high to induce significant wave
function overlap of adjacent IGS. QD solids, with their porous
structure and larger surface area, are thus inherently suitable for
engineering impurity conduction via chemical treatments.
Conduction Channel Switching and Intrinsic Quan-

tum Dots. While a sufficient amount of IGS is beneficial for
electron transport in QD solids under dark conditions, in
photodiodes designed for transport of photoexcited charge
carriers via valence/conduction bands, the deep IGS can act as
recombination centers resulting in loss of efficiency. Previous
studies showed that hydrazine (HYD) acts to increase the
mobility of lead chalcogenide QDs which might be partially due
to the removal of defect states.7 We thus performed HYD
treatments to modulate the amount of IGS. We performed STS
measurements on 43 individual HYD treated QDs (labeled
PbS-HYD) and found that all of them have a clean band gap

with the Fermi level near the midgap (Figure 4B). This reveals
that HYD is effective in removing the IGS, resulting in intrinsic

QDs. The quantum confined peaks are smeared out in the dI/
dV curve, but are evident after spectra renormalization
(Supporting Information).
To compare the charge transport properties of the QDs with

and without IGS, we measured the source−drain current (Id)
versus gate bias curves (transfer curves) of PbS-EDT and PbS-
HYD QD thin film FETs, with a small bias Vd = −5 V applied
to the drain and with the source grounded. The slope in the
linear part of the curves (Figure 4C) is proportional to the
carrier mobility in the states involved in the transport.29 We can
see that the EDT and HYD treated QD arrays are both
ambipolar, with electron conduction at positive gate bias, and
hole conduction at negative gate bias. PbS-HYD shows similar
electron (μe) and hole mobility (μh), while PbS-EDT shows μe
≈ 2.2 μh. The electronic levels involved in charge transport can
also be measured with KPFM by means of surface potential
(Vsf)−gate bias (Vg) spectroscopy

25 with the tip placed above
the QDs (Figure 4D, E), with source and drain electrodes
grounded. The curves in Figure 4D show that, for PbS-EDT, Vsf

is pinned by the 1Sh states and by the IGS, in agreement with
the proposed mechanism of hole transport via the 1Sh state and
electron transport via IGS. The larger electron mobility
(compared to hole mobility) indicates good coupling of IGS
between QDs. In contrast, the curves in Figure 4E reveal that
Vsf is pinned by the 1Sh and 1Se states (conduction band) at
high negative/positive gate bias, respectively. The nearly linear
transition of the surface potential from the 1Sh to 1Se states also
confirmes the absence of IGS.25 This is in agreement with the
STS and transport results, confirming that hole transport occurs
via 1Sh states while electron transport occurs via 1Se states in
the case of PbS-HYD. For PbS QDs the electrons in the 1Se
state and the holes in the 1Sh state have the same effective
mass,23 resulting in similar mobility. KPFM imaging of PbS-
HYD at Vg = ± 52 V reveals that the electron and hole follow

Figure 3. (A) Schematic diagram of the energy level alignment in the
three types of QDs. (B) Schematic diagram illustrating the charge
percolation pathways through 2-D arrays of PbS-EDT QDs. Electrons
percolate through the IGS of type 1 QDs (dashed arrows), while holes
hop via 1Sh states of type 1 and type 2 QDs (solid arrows).

Figure 4. Surface defect engineering via chemical treatments. (A)
Schematic diagram with surface defects present on PbS-EDT QDs but
absent on PbS-HYD QDs. (B) STS curve of a PbS-HYD QD showing
a clean band gap with the Fermi level in the midgap. (C) Transfer
curves from PbS-EDT and PbS-HYD QD thin film FETs, with a drain
bias of −5 V. (D and E) Surface potential−gate bias spectra of the
EDT and HYD treated samples. The surface potential is plotted in the
same scale in the two figures.
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the same pathways (Supporting Information), further confirm-
ing the conduction/valence band transport mechanism.
The electron/hole mobility in the localized hopping

transport regime depends not only on the percolation domain
size but also on the electronic coupling of neighboring states
(β), dispersion of state energy (Δα), and Coulomb charging
energy (Ec).

7,30 For lead chalcogenide nanocrystals, Ec is
typically small and can be neglected at room temperature.7,23 β
depends on the localization of the transport states and the
distance between neighboring states, which is hard to quantify
for the IGS. As to Δα, STS results show that the 1Sh state is
more dispersed than the IGS for the PbS-EDT QDs. A smaller
Δα could be responsible for the fact that μe > μh for the 2-D
PbS-EDT arrays studied here. From comparison of PbS-HYD
and PbS-EDT QDs, the former have a much higher surface
coverage (95% vs 59%, as determined from AFM images), and
a larger β due to the smaller interparticle distance (since the
PbS-HYD QD surface is almost bare, as revealed by infrared
absorption measurements). These two factors are responsible
for the larger measured μe and μh of PbS-HYD compared to
those of PbS-EDT. The submonolayer coverage is responsible
for the much smaller source−drain current compared to that of
thin films (typically ∼50 nm thick).
Discussion and Conclusion. There has been many

postulations regarding the atomic origin of IGS in lead
chalcogenide QDs, including incomplete ligand passivation,31

nonstoichiometry,32,33 and surface oxidation.34−36 Here we
found that hydrazine, a strong reducing agent, can efficiently
remove IGS. Our results thus indicate that oxygen-related
species are likely at the origin of the conductive IGS, although
we cannot rule out other possibilities. We also note that there
may exist shallow trap states within the thermal energy from the
valence/conduction band edge, which cannot be distinguished
from the 1Sh/1Se states due to the resolution limit of the STM
and KPFM.
The phenomenon of ambipolar transport with larger electron

mobility has also been reported for PbSe QD thin films treated
with EDT.15,36 Therefore, we expect the mechanism of electron
transport through IGS to be generally applicable to lead
chalcogenide QD solids with EDT treatments under dark
conditions in an FET geometry.
One promising application of QD solids is in large area,

flexible electronics, such as transistors, circuits, memory, and
sensors.37 These devices can be fabricated by room temper-
ature, roll-to-roll solution processing, which reduces cost.
However, the fabricated QD films are more prone to defects
and impurities compared to traditional high-temperature,
vacuum processed crystalline semiconductors. In contrast to
the traditional view that defects act simply as traps hindering
carrier transport, this work shows the beneficial role of
impurities, which can thus serve as the starting point for
engineering conductive impurities that can be controlled during
solution processing. The mechanism of in-gap state induced
Fermi level pinning and favorable charge percolation via IGS is
likely to be relevant to other QD and organic semiconductor
systems as well.
On the other hand, for QD based optoelectronic devices in

diode geometries, the goal is to harness the photoexcited charge
carriers that are transported via conduction/valence band
states. In contrast to the (quasi-)equilibrium process of
electrostatic field-controlled charge injection and transport in
the linear regime in the FETs, photocarrier transport in diodes
are inherently a nonequilibrium process that requires constant

pumping of carriers into valence/conduction band states. In the
latter case, conduction through IGS is unlikely since electrons
in IGS would quickly recombine with holes in the 1Sh states
due to their small energy level separation (0.2 eV). But
electrons in the 1Se states would be able to travel (through drift
and diffusion) a finite distance (100−300 nm) before
recombination with IGS or 1Sh states.5,6,9,31,38,39 Solar cell
measurements using our PbS-EDT QDs provide an open-
circuit voltage larger than 0.2 eV (not shown here), confirming
that photoexcited electron transport occurs through the
conduction band.
Considering that PbS-HYD was found to be intrinsic with no

deep IGS, it is likely that these QDs would have a low
photocarrier recombination rate and a large carrier diffusion
length. Therefore, by designing p-i-n photodiodes with PbS-
HYD as the intrinsic layer, we may be able to achieve much
higher efficiencies in solar cells and photodetectors.38,39
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