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Abstract 

Efficient storage and conversion of electrical charge in materials, to a voltage and current, 

provides the basis for batteries and capacitors. Given the widespread usage of portable electronics 

there is a continual need to further enhance the energy and power density of such devices, which 

could be accomplished through the use of nanostructured materials. The large surface area to volume 

ratio and the possibilities of new materials physics and chemistry provide the rationale for their use 

and is discussed. The former aspect considers the relevance to the area-dependent capacitance as well 

as the parasitic elements that reduce the charge and energy delivery from the theoretical maximum 

values. Specific instances of electrode materials, as well as the electrode-electrolyte interface and 

electrolyte properties, with respect to their capability and prospects are examined. Alternate internal 

and external surface dependent Faradaic reactions and concomitant pseudocapacitance based 

mechanisms, seem to have the ability to bridge the large energy densities of batteries to the power 

density of the capacitors perhaps helping in realizing a truly useful hybrid device. While much of the 

report relates to presently used devices such as Li-ion batteries and activated carbon based 

electrochemical capacitors, the relevant principles are shown to be valid for other types of charge 

conversion agents such as photoelectrochemical and dye-sensitized solar cells. The review also 

considers perspectives on alternate materials and architectures.  

 

Keywords: Charge storage, electrochemical capacitors, batteries, pseudocapacitance, quantum 

capacitance, Thin layer electrochemistry 
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1  Introduction  

     Human prosperity has been directly linked to the ability to efficiently use energy, and requires 

both energy generation and storage. Concerns related to the environmental impact as well as the 

possible resource crunch underlying fossil-based fuels has been a major motivator for the 

development of alternative, renewable, energy sources. To enhance the viability of such sources, 

as well as to increase the utility of conventional energy sources, it is necessary to provide 

compatible materials and devices that can store the energy for later use. In this context, recent 

advances in nanoscience and technology have been explored to gauge whether their use could 

facilitate improvements in the energy storage capacity.  Given that most energy is utilized in the 

form of electricity and that the source of energy often resides at the level of chemical interactions 

involving electrons and ions, the notion of charge transfer and charge based energy storage is 

prominent. 

       Broadly, energy storage in the electrochemical sense has been conventionally classified into 

(a) batteries, or (b) capacitors, in terms of whether electrical charge is harnessed mostly in a 

thermodynamic sense (in terms of a net free energy change, of the material undergoing an 

electrochemical reaction) or in a kinetic sense (in terms of transducing the charge at an interface 

into an electrical current). From a practical perspective, batteries incorporates devices with high 

energy density (~ 100 Wh/kg) and relatively low power (rate of energy uptake/release) density (~ 

1 kW/kg), while capacitors comprise media with contrary attributes, i.e., relatively lower energy 

density (~ 10 Wh/kg) and higher power density (~10 kW/kg)[1,2]. (For an excellent perspective 

on the meaning of such numbers, consider the book: Sustainable Energy[3], e.g., the 

hydrocarbon based fuel for cars has a calorific value of ~ 8 kWh/kg or that the typical power 
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consumed by a 100 W light bulb (say, 50 g in weight) would be of the order 2 kW/kg) The 

overarching technological imperative in energy storage is then to devise intermediate devices, 

combining the best of both batteries and capacitors. Indeed, there has been frequent utilization of 

mutual principles, e.g., the invoking of an intercalation pseudocapacitance (see Section 5.1.4) for 

the fabrication of electrochemical capacitors. 

      We will then consider the major technological imperatives for the scientific study of 

charge storage, viz., through exploring the principles of batteries and capacitors.  We broadly 

survey and understand the scientific rationale behind the modalities of charge creation and 

manipulation for electrochemical energy storage in nanostructures. We will attempt to 

understand the aspects that are unique to the nanoscale for it is to be expected that the relevant 

length scales bridge atomistic aspects to macro-scale utilization.  Yet another objective is to 

understand (a) where the charge is stored – on the surface or in the volume/bulk, (b) the specific 

reaction sites for charge transfer in an electrochemical device, and their relevance for energy 

storage.  Insights into the mechanism of charge transfer may be obtained through a consideration 

of the combined as well as separate influences of (a) adsorption, (b) accumulation, and (c) 

electrochemical reaction processes. The nature and origin of the reaction sites in materials will 

then be probed, with respect to whether or not they are defect induced. It seems possible, e.g., 

from an examination of the literature, that defects were involved in the charge storage (through 

the reported capacitance) in the use of materials such activated carbon, conducting polymers, 

metal oxides (RuO2), nanotubes, etc., However, the result have not been reported in the defect 

context and we hope that the discussed principles would elucidate such influences. The 

possibilities of defect and charge engineering through various techniques, e.g., plasma 
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processing[4,5], will then be discussed. In many such aspects, bridging atomistic scale 

characteristics to the macroscale and specific manifestation in device performance needs to be 

considered. This demands, for charge storage, an understanding of both classical electro-statics/-

dynamics as well as fundamental quantum mechanics issues. While Li ion based charge storage 

and underlying mechanisms form the basis of discussion for batteries, carbon-based materials 

will be considered for capacitive storage, for reasons related to their prevalent wide usage. 

1.1 Characteristics of the 

nanoscale: Classical influences 

               At the very outset, the term “nanoscale” has been conventionally used to refer to size 

scales in the range of 1 nm – 100 nm. On such a codified basis[6] lower dimensional 

nanoparticles (defined through nanoscale features in all three dimensions), nanofibers/nanotubes 

(with nanoscale features in two dimensions), and nanoplates (nanoscale in one-dimension, e.g.,  

graphene) have all been shown to be pertinent for energy storage. Consequently, the nanoscale 

implies a large surface area to volume ratio (being inversely proportional to the length scale) 

indicating that surfaces are more relevant and an enhanced role for capacitive storage (since the 

electrostatic capacitance is directly proportional to the area) – see Section 2.3. Indeed, it is 

sometimes proclaimed that nanomaterials are “all surface”.  However, from the point of view of 

modifying fundamental characteristics, such as the voltage that could be obtained from a given 

nanoscale system, the surface may only have a small influence. For instance, the electrical 

potential change (∆V) pertinent to an electrochemical reaction is often considered in terms of a 

Gibbs free energy change (∆G) and is given by (= - ∆G/nF), with n being the number of 

electrons involved/transferred and F the Faraday constant (96,487 C/mole). However, a surface 
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energy term proportional to the surface tension (γ)/radius of the particle (r) – may need to be 

added as well. However, for 1-100 nm radius nanoparticles with typical γ��of 0.1 J/m2, an 

additional potential in the range of 0.001– 0. 1 V was estimated[7], implying negligible surface 

related effects. However, electrical charge may be developed at the interfaces of particles with 

different sizes due to such surface energy differences. The confinement of charge at such small 

length scales (see the next section) could influence the energy distributions of the surrounding 

material and may also play a role in modifying the matrix/electrolyte conductivity as well as ion-

/electrochemical storage (see Section 2.2.2). 

        A related large exposed surface would also imply a larger electrode solid – electrolyte 

interface (SEI) layer – due to the related electrochemical potential mismatch between the 

electrode and electrolyte, which consists of electrolyte/electrode reaction products and has been 

implicated in reducing the electrochemical kinetics (see Section 4.3). However, the formation of 

such layers may alleviate mechanical strains, e.g., pertinent to intercalation for lithium ion 

batteries (Section 2.2.1), and contribute to enhanced reliability on repeated cycling[8]. An 

interesting example, in this regard, was the observation that a small size does seem to make a 

difference, as in the intercalation of Li+ ions (of radius 0.07 nm) (see Section 2.2.1). It was 

observed that the amount of Li that could be inserted into 20 nm size α -Fe2O3 particles, prior to 

structural change, was 20 times larger than that seen through the use of 500 nm particles[9]. 

While larger particles are more susceptible to phase changes, there is a prevalent notion that 

smaller particles more easily accommodate the strains through overall volume changes. While 

such size-dependent efficiency was also proposed for Na intercalation in graphite platelets, more 
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specific studies would need to confirm the critical particle diameter and the energy involved for 

such changes, in addition to considering the particle packing and surroundings.       

         The rate of bulk charge storage, (considered in terms of power density) as would be 

relevant to batteries, may be improved through the use of nanostructures from the conventional 

assumption that the diffusion lengths of the electrons and ions would be reduced. However, it is 

far from clear whether such diffusional characteristics improve with lower dimensionality, e.g., it 

has been indicated that nanoparticles may have inferior energy discharge capabilities compared 

to nanowires of the same diameter[10]. Additionally, in the case of batteries, the inferior packing 

density of nanoscale objects may necessitate a larger number of such objects to achieve an 

equivalent energy density, considered per unit mass. Therefore, the volumetric energy density 

(reckoned in terms of energy/unit volume, i.e., Wh/m3 or Wh/l) may be a more reliable metric 

(also see Section 2.4.3). The problem of interconnection of the nanoscale moieties to the current 

collector, which interfaces to an external three-dimensional architecture would also be a major 

consideration and has been implicated in polarization effects[7], through the manifestation of a 

large voltage hysteresis between the charge and discharge cycles. However, when nanoparticles 

are tightly packed there is a possibility of the space charge layers being coupled, and promoting 

ionic conductivity within the layers. Indeed, related effects such as heterogeneous doping have 

been invoked to enhance electrode conductivity: Section 2.2.2). The consideration of electronic 

energy levels in nanomaterials then brings forth issues related to energy confinement and 

quantum mechanical characteristics.  
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1.2 Characteristics of the 

nanoscale: Quantum effects  

            It is then not very evident [8] that nanoscale characteristics are clearly desirable for 

electrochemical storage, from the point of view of surface characteristics. However, when carrier 

confinement effects have to be considered - with the implication of new physical realms (falling 

broadly under the purview of quantum mechanical effects), there would be an opportunity to 

harness new realms of science. Essentially, even nanoscale objects, such as most Si nanowires, 

can be modeled as bulk/3-D materials, as long as quantum effects are irrelevant, i.e., any part of 

the material behaves as any other, while for lower dimensional material each part could be 

considered distinct. The implication is that, e.g., while the carrier density (n) would always be in 

terms of number/unit volume, the way the volume is specified would be characteristic of the 

dimensionality. Consequently, while a bulk Si or a Si quantum wire may have the same carrier 

density the arrangement of the carriers (reckoned in terms of a density of states: DOS, or number 

of carriers per unit energy) would be different in the two manifestations, e.g., more (/less) 

electrons are accommodated at lower (/higher) energies in a nanowire exhibiting quantum 

effects, corresponding to the transition to discrete (atomic) energy levels and the absence of an 

extended band of energy levels. The mathematical aspects of the arrangement of the electrons in 

nanostructures vis-à-vis bulk materials, with respect to the DOS, have been well discussed, e.g., 

in Reference 11 [11]. 

     An example of the practical necessity for the consideration of quantum effects is the 

manifestation of an additional quantum capacitance (CQ) – in series with the electrostatic 

capacitance (Section 4.11), which is directly proportional to the density of states (DOS) of the 
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pertinent nanostructures. The series addition implies that the CQ needs to be larger than the 

nominal electrostatic contribution for its neglect, which would typically not be possible, as 

nanostructures intrinsically possess a smaller number of states indicating a smaller CQ. We 

further discuss such issues in the next section.  

Consequently, when the standard definition of nanostructures is modified to units where 

dimensionality effects or quantum mechanical considerations ought to be taken into account to 

fully describe their characteristics, the rationale for investigation and progress into 

nanostructures may be made more clear. Extant definitions in terms of small length scales (say, < 

100 nm) would then be inaccurate in assessing the potential of materials behavior, e.g., this may 

lead to ascribing unique characteristics to otherwise small structures, such as silicon nanowires, 

where the significant attributes are really related to reducing the length scales of investigation. 

Of recent studies, say over the past two decades, carbon based nanostructures, such as idealized 

one-dimensional carbon nanotubes  (CNTs)[12] and two-dimensional graphene[13][14] have 

sparked much interest through their potential to change energy storage. The intrinsic interest may 

be traced back to the possibility of obtaining a better scientific understanding of phenomena in 

lower dimensions. However, the fact that any realistic material for usage must be inherently 

three-dimensional complicates practical understanding. As many reviews are extant in published 

literature of the energy storage potential of CNTs and graphene[15], we will consider later in the 

review, only the salient aspects of such materials relevant to charge storage. 

One must then consider the deviations from assumed dimensionality, from the 

fundamental tenet that three-dimensional characteristics must be considered for practical usage, 

e.g., that the lower dimensional structures must be, at some point, connected to macroscopic 
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three-dimensional contacts/loads. At one extreme, the notion of single electron levels and bands 

and the connection to macroscopic structures, through mesoscopic intermediates[16] must be 

understood. The coupling of discrete modes/channels to contacts, which can be described by a 

continuum of energy levels, involves consequent mixing of the energy levels/bands and is 

analytically difficult to comprehend.  

           The surface, in a quantum mechanical sense, represents the termination of a material and 

is composed of energy states (surface states) distinct from the bulk states due to a different 

environment, e.g., in terms of number of chemical bonds or due to the presence of foreign atoms 

from adsorbates, etc. It is then typically found that the interactions between the surface and bulk 

energy levels results in the formation of hybrid states, in the spirit of the Debye-Huckel 

model[17], distinct from either levels. For example, in a semiconductor-metal contact, the hybrid 

states (referred to as Tamm states) are found in the bandgap region, at one-third of the bandgap 

energy (Eg) reckoned from the valence band edge[18]. It was realized that if electrons were 

present in the surface states there would be a proximal positive space charge region in the bulk, 

and the consequent formation of the thin double layer and voltage drop across the same could be 

critical in determining the electrochemical characteristics. The possibility of pinning of the EF to 

the defect states, where successive carrier addition negligibly affects the EF – until all the defect 

states are saturated, would be pertinent and results in band-bending and concomitant enhanced 

energy barrier for carrier transfer from the contact to the material. It may be surmised that in 

almost all cases of practical importance, that an unsymmetrical energy barrier between the 

external contact and the nanomaterial precludes an Ohmic contact and seamless passage of the 

electrical carriers (electrons/holes) from the nanomaterial to the current collector. Instead, what 
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is obtained is a Schottky barrier[19] for electron and hole injection leading to a diode-like 

rectifying behavior. For example, the pinning of the valence band of a semiconducting 

nanostructure to the EF of a contact metal electrode would result in the description of transport in 

the channel of the device as through two back-to-back connected Schottky barriers (see Section 

4.6.1). Only in those cases where the equivalent width of the barrier region is sufficiently small 

may carriers tunnel through yielding a quasi-Ohmic behavior. Such behavior has been observed, 

and typically for nanostructure lengths < 1 µm, electrical transport seems to be limited by the 

Schottky barriers at the metal-semiconductor interface. However, for greater lengths and in lower 

dimensionality, there would be a stronger influence of the defects/impurities which may induce a 

strong resonant backscattering and reduce carrier mobility[20]. Such defects in nanomaterials 

(see Section 4.8.2) would also contribute significantly to a combined capacitive and battery-like 

behavior, as has been found in large specific area aerogels[21] and carbon nanotubes[4,22,23] 

(see Section 5.2). 

Aside from deeper physical implications of traversing the nanoscopic-macroscopic 

boundary, attention must also be paid to the methodology and placement of the nanostructures to 

be investigated. We consider, as an example, the case of graphene. While in popular literature, 

graphene has been alluded to as a planar sheet, the effective thickness is needed in estimates of 

the physical properties of the sheet and is subject to much debate. The single layer graphene 

sheet – substrate interaction, as manifested in phonon coupling [24,25] or surface assisted 

coupling based synthesis[26] indicates the difficulty precisely ascribing characteristics typical of 

a single independent sheet. Indeed, current opinion seems to indicate that the thickness of a 
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graphene sheet is more clearly measurable in the bilayer form, through the height differential 

between the second and the first sheet.  

Alternately, through considering the synthesis methodologies as well as π��orbital 

interactions, we are naturally led to a need for understanding the three-dimensional interactions 

via lower dimensional synthesis methodologies and relevant characteristics.  For example, 

graphene synthesis has considerably evolved from the originally used “scotch-tape” 

methodology[27] and is often accomplished through chemical exfoliation/hydrothermal 

treatments[15,28] with introduction of pendant oxygen and hydrogen containing groups. (while 

deoxygenation using strong reducing agents such as N-methyl pyrillodine (NMP) has been 

reported[29], the C/O ratio is still substantial at ~ 3-5[30]). Chemical Vapor deposition (CVD) 

based processes, which use metal substrates, for the nucleation of graphene films also typically 

suffer from the formation of three-dimensional graphene grains and consequent grain boundaries 

over large areas. Moreover, while metallic impurities may confuse the obtained characteristics 

from the nanocarbons, as has been extensively determined for CNTs[31] the process of transfer 

of the graphene films typically involves the use of relatively flexible polymeric films which may 

introduce additional out-of-plane interactions.  It is then concluded from a reading of literature 

that current methodologies may not guarantee two-dimensional graphene morphology. Similar 

difficulties are also present for CNTs, where one-dimensional characteristics[32] may be 

considered more the exception than the general rule of thumb that the three dimensional/bulk-

like manifestation of lower dimensional nanostructures must always be a practical consideration. 

We will now consider such practical manifestations of charge storage and transfer through a brief 

review of extant devices, which accomplish charge to energy conversion. 
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2 Charge storage 

devices: Batteries and Capacitors 

             We will commence our discussion with a review of the principles underlying commonly 

used energy storage devices. We will focus much attention on the hybrid electrochemical 

capacitor (EC), which could potentially bridge and combine the fast response time and high 

power density of capacitors with the high energy density associated with conventional batteries. 

Accompanying characteristics such as a high cycle life, i.e. the capability of rapid charging and 

discharging, for millions of cycles, will be studied. While initial discussion will be on a review 

of extant materials and devices for batteries and ECs, a few examples of devices where charge 

storage/transfer is relevant, e.g., photoelectrochemical cells (Section 4.7) or dye-sensitized solar 

cells (Section 4.10) as well as alternative nanomaterials (Sections 4.8.1 and 6.1) will be 

considered in later sections.  

2.1 Overview 

Broadly, the charge storage devices could be partitioned into batteries and capacitors as 

illustrative of their respective charge storage mechanisms. An energy storage device also needs 

to deliver energy in a given time, i.e., as codified through electrical power. This translates to the 

product of the voltage (V) – which may also be termed as an open circuit voltage (VOC) through 
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an equivalency to the potential difference generated across the terminals of the battery in a stand-

alone configuration - and the current (i). A battery yields power, at a constant voltage, while the 

charge (Q) on a capacitor per unit time (= i) can be discharged with a concomitant drop in 

voltage. In the battery, charge depleted/unit time from one electrode is recovered/unit time at the 

other electrode and the charge accumulation occurs at a constant/definite electrical potential 

relevant to the pertinent chemical reaction. Alternately, charge has to be continually built up on 

the two plates of a capacitor, with increasing electrical potential. Consequently, a battery would 

intrinsically have a larger stored energy (= QV), while a capacitor has on the average a lower 

energy =1/2 QV (with the average in the voltage from a lower limit of zero to an upper limit of V 

volts reckoned as V/2) implying a larger energy density, almost by definition, for the former. 

However, as the V does not need to be maintained, (say through chemical reactions as in a 

battery), the energy yield could occur in a faster time in the capacitor implying a higher power 

density. In principle, while batteries may be characterized by a capacitance they are designed to 

only be a minor constituent of the total energy (see Section 5.1.1) as only a small part of the total 

voltage would be under consideration. The above explains the fundamental dichotomy between 

batteries and capacitors and bridging the two device mechanisms is not readily apparent.  

For obtaining the maximum voltage from a battery, it is well understood that the difference 

between the anodic oxidation (corresponding to electron gain) potential (VA) and the cathodic 

reduction (corresponding to electron loss) potential (VC) ought to be as large as possible. An 

interesting argument, originally due to Poynting, can be invoked to relate such an aspect to be 

analogous to a Carnot efficiency[33]. At a given current, i, the power released from the anode 

would be VAi, while at the cathode, the corresponding power absorbed would be VCi. 

Consequently, the difference (VA-VC)i = Vi, would be available for the external work. The device 
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efficiency is then related to the ratio of the available energy to the input energy as equal to 

A

CA

V

VV −
, which can be related to a Carnot-like form, quite familiar to the scientific and 

technological community.  

The maintenance (and supply) of a constant potential across a battery also implies that the 

causative mechanism be based on a chemical, e.g., a reduction-oxidation (redox) reaction with a 

fixed/constant free energy of reaction. The metal electrodes should effectively serve as infinite 

reservoirs/sinks of electrons (depending on whether the battery is being charged/discharged). The 

chemical reactions involving the ions in the electrolyte would assure a separation between the 

anodic and the cathodic electrochemical potentials (see Figure 1), the difference between which 

is manifested as the external battery voltage.  When the battery is connected to a loss-less 

element, this would imply a constant current at a constant voltage, and the battery could work for 

ever, supplying and retrieving back the power= VI. However, more practically there is a 

dissipation of energy in an external load (of resistance, R) and the power (=I
2
R) would have to be 

supplied irretrievably from the battery. Other considerations of deviations from non-ideal battery 

performance would also need to consider the internal resistance (Rint) of the battery, which 

hitherto has been assumed to be zero. However, inevitable electron transfer from (/to) the 

electrode to (/from) the electrolyte would yield a finite Rint. Subsequently, the voltage that can be 

obtained from the battery is reduced to V – IRint, , while the current is reduced to (V – IRint)/(R+ 

Rint). The failure of the battery, say to supply the redox reaction predicted voltage over a period 

of time (i.e., whereby kinetic factors should be considered) would then be implicated to the 

increase of the Rint which may be attributed to internal mechanisms such as loss of electrolyte 
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integrity, diminished electrode performance, say through structural changes accompanying the 

formation of an interfacial solid-electrolyte interface (SEI) layer (see Section 4.5), etc.  

Alternatively, in a capacitor, the electrodes need/do not serve as infinite sinks/reservoirs, as 

implied by the enhancement/loss of charge on the plates on charging/discharging. The 

mechanism implies that a very large voltage may be applied to charge (fill)/ discharge (deplete) 

the electrodes, with the upper limit being the electrical breakdown of the dielectric between the 

capacitor plates. The dielectric has the function of just keeping the electrodes insulated from 

each other and at different potentials. Redox reactions must not be allowed for they stabilize the 

voltage at a given thermodynamic value and yield battery like characteristics. Consequently, the 

the basic principle of capacitive charge/energy storage is related to the energy stored per unit 

volume of space, and is given by:  

                                                     
Energy = 1

2
εoεrξ

2

            (1)
 

The ε�� is the dielectric permittivity of free space (=8.854 ⋅10-12 C2/Nm2), εr� is the 

permittivity of the medium/relative dielectric constant, storing the charge, and ξ  is the electric 

field/voltage gradient. It is then obvious that at a given voltage, the determining parameters are 

the εr�and the distance across which the voltage is applied (which implicates the structural 

influences). Such issues are further discussed in Sections 2.3.1, 2.3.2, and 2.3.3 

In summary, a constant voltage generally characterizes ideal batteries over a 

charge/discharge period while capacitors have an increasing (/reducing) voltage when charged 

(/discharged).  While the energy storage capacity of these devices is directly proportional to their 

mass, the rate at which the energy can be delivered would be related to the time constant of the 
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device. A detailed discussion of the estimation of time constants, particularly relevant for 

capacitors in terms of the constituent impedances is outlined in Section 3.3. 

 

2.2 Energy storage in 

batteries: voltage and charge  

Several books[34] and reviews[35,36] provide a good indication of the underlying 

materials issues[37–40] related to battery operation and efficiency. In this section, we briefly 

outline the general characteristics as relevant to charge storage in these devices. Many of the 

pertinent principles will be illustrated with respect to Lithium ion batteries, as they constitute the 

largest proportion of batteries at present due to their use in portable electronic devices. The 

choice of Li itself is predicated on its low atomic weight potentially yielding high energy density 

(also see Section 2.4.1) The discussion will also be focused on Li ion interactions with solid 

materials, e.g., metal-air battery systems incorporating gas based reactions will not be 

considered, in spite of their widely touted superior performance as they are seem to involve 

formidable challenges even at a fundamental level, e.g., a knowledge of the precise 

electrochemical reactions involved[41].  It has also been considered in a recent review that the 

gain in energy density, e.g., of Li/O2 cells over Li ion batteries would be “modest”[42]. 

As discussed earlier (Section 2.1), a battery operates on the thermodynamic principle that 

a net free energy (∆G) and voltage (= - ∆G/zF), accompanies a redox (reduction-oxidation) 

reaction of the form:  

                                             
 
O + ze

− k f

kb

� ⇀��↽ ��� R             (2) 
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In the above, O refers to the oxidized species which reduces (gains electrons) to R - the 

reduced species, e.g., Li
+ 

+ e
- 

 ⇌  Li. The kf and the kb refer to the forward and the backward 

chemical rate constants, with the ratio of kf to kb designated as the overall rate constant: k. The 

reaction proceeds at a fixed thermodynamic potential, referred to as a VOC, the open circuit 

potential, which for Li
+ 

+ e
- 

 ⇌  Li is  -3.04 V. In this case, a positive ∆G implies that this 

reaction proceeds with an increase of energy and is hence not favored thermodynamically. On 

the contrary, Li
 

 ⇌  Li
+ + e

-, yields a VOC =  + 3.04 V with a negative ∆G and is 

thermodynamically favored. Generally, the tendency for charge transfer so as to yield a higher 

|VOC| is related to the ease with which electrons can be transferred to and fro from the 

element/material. As an approximate rule of thumb, highly electropositive elements (such as Li, 

Ca, Mg) or highly electronegative elements (such as F) tend to have such a large tendency for 

oxidation and reduction, respectively and this is reflected through higher VOC values. Compounds 

would generally have a lower electrochemical potential (µ) - enabling use as cathodes, as charge 

transfer is hindered due to the necessity for charge rearrangement over a larger number of crystal 

units/volume, compared to elemental materials - which could consequently serve as anodes, – 

see Figure 1, However, there does not seem to be any quantitative/direct correlation to metrics 

such as the electronegativity or ionization energies.  

A good guide to understanding the concomitant charge transfer in a battery-like device, say 

for example, in an organic electrolyte constituted system is the energy level diagram – taken 

from [40] – and depicted in Figure 1, in which the effect of the electrode energy levels with 

respect to the LUMO (lowest unoccupied molecular orbital) and the HOMO (highest occupied 

molecular orbital) of the electrolyte is considered.  The LUMO and the HOMO may correspond 
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to an equivalent conduction band and the valence band of the electrolyte, respectively. The 

maximal VOC (=|µA-µC|) would be obtained when the electrochemical potentials of the anode and 

the cathode, i.e., µA and µC are perfectly aligned to the LUMO and the HOMO, respectively. In 

this case, charge transfer to/fro from the electrodes to the electrolyte would not occur, resulting 

in the total absence of internal electronic current, no internal voltage drop, and translating to an 

ideal voltage source. Only ionic current would be present in the electrolyte to neutralize the 

electrons appearing (/leaving) at (/from) the cathode (/anode) from the external circuit, i.e., 

positive (/negative) ions from the electrolyte moving to the cathode (/anode). However, even in 

such an ideal battery, the ion transfer rate across the electrodes lags the electron transfer rate, and 

poses a fundamental limitation in terms of the power that may be obtained. Consequently, a 

battery with a larger power density would have smaller ions - say, H+, as in aqueous systems. 

However, there is a limited voltage range of ~ 1 V (see Section 2.2.3) in aqueous systems, 

corresponding to the elctrolysis of water. 

              As such matching of the energy levels across disparate materials is not possible in 

practice and yields a lower Voc as well as the formation of an interfacial layer (as in a solid 

electrolyte interface (see Section 4.5) - typically due to [38] parasitic transfer of electrons from 

the anode to the electrolyte LUMO and reduction of the electrolyte.  It may be thought that the 

positioning of the anode/cathode chemical potentials within the electrolyte LUMO-HOMO 

window would preclude electron transfer from (/to) the electrode to (/from) the electrolyte and 

internal electronic current and voltage drop. However, when the electrolyte is used at the 

extremes of its voltage range (which is desirable for achieving high energy/power densities) 

charge transfer might yet occur at the electrode-electrolyte interface. Such considerations dictate 

the choice of appropriate anode and cathode materials, which would then be located above the 
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LUMO and below the HOMO of the electrolyte, respectively. As a consequence of several such 

factors, in practical usage the voltage obtained from a battery is less than the thermodynamically 

predicted VOC.  

The parasitic charge transfer between the electrodes and the electrolyte is often held 

responsible for an induced polarization across the electrode-electrolyte interface. The 

consequence is a gradual reduction of the voltage output of a battery as depicted in Figure 2. 

Such a kinetically induced factor diminishing the battery voltage is termed the Ohmic 

polarization loss[34,35] and accounts for the gradual drop – see the relatively flat part of the 

curve in the middle, in Figure 2, in output voltage from the postulated VOC. At smaller and larger 

times, activation polarization and concentration polarization account for the relatively larger 

drops in VOC. The former is related to the net energy needed for a particular redox reaction to 

occur considering intermediate states of a higher energy through Arrhenius activation theory. 

The magnitude of such activation induced polarization losses may be quite large, for example, in 

the use of metal-air batteries where the air-mediated kinetics may be significantly slower than for 

say, typical liquid-mediated kinetics.  Finally, concentration polarization dominated loss occurs 

from limitations in the transport/diffusion of reactants to the electrodes and is typical at the end 

of the battery life. The kinetic limitations on charge transfer (arising from mismatched energy 

levels and consequent charge transfer) occur at various time scales, e.g., ranging from sub-

milliseconds (with electron transfer reactions corresponding to chemical equilibria are rate 

limiting) to larger time scales (where mass diffusion is rate limiting).  
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2.2.1 Charge transfer in 

solids, with emphasis on reversible intercalation  

                 Charge storage/release could generally be accomplished through the 

attachment/removal of particular charged species and may be manifested in various forms. This 

would entail in the main: (1) Chemical bonding based interaction – ranging from the attachment 

of the Li ions to moieties such as carbonyl groups/organic salts[43]to alloy formation, and (2) 

Intercalation, involving the reversible insertion and removal of Li ions, in graphite or Li-

transition metal oxide based compounds.  

               First, the reversible formation of Li based compounds, (e.g., fluorides[44], sulfides, 

oxides[45], nitrides, and hydrides) through reactions of the type: Li + MXm  ⇌M + LiXm, 

where X= F,O,S, or N, may serve for high capacity charge storage. The main idea in such Li 

conversion interactions is that more than one electron transfer may occur (cf. Eqn. 2), utilizing a 

greater number of oxidation states of the elements in the electrodes. For example, in the case of 

Fe3O4, Li intercalation could involve 2.67 electrons per 3d-metal element[46]. Compounds such 

as Li2O, which in the bulk are electrochemically inactive but was made reactive through the use 

of nanoparticles [47] were one of the first manifestations of such a proposal.  While attractive in 

principle, the enhanced charge capacity is predictably offset through decreased reversibility and 

cycle life. A discussion with respect to the state of the art in terms of energy capacity through 

the use of such compounds is discussed later in Section 2.4.1. Extensive investigations are being 

conducted into halides and chalcogenide based systems based on the large degree of bonding 

variability, e.g., fluorides with a greater degree of ionic bonding compared to oxides or sulfides 

would have larger electrochemical potentials[8]. However, such bond formation like processes 
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involve chemical interactions and would be susceptible to polarization effects (implying 

differences between the anodic and cathodic reaction potentials) as well as rate and cycling 

related issues related to the degree of reversibility. The consequent poor electrode kinetics, 

resulting directly from the low energy efficiency of the conversion reaction remains a major 

issue and may even be intrinsic to the particular charge storage mechanism. The Li storage 

compound may also be formed through a succession of intermediate phases, and hence preclude 

flat voltage profiles on charge/discharge (e.g., due to charging at the interfaces of the phase). 

The degree of electronic conductivity as well as the ionic mobility of the compound reacting 

with the Li seems to be important as it was found that RuO2 (with a resistivity of ~ 50 �Ωcm 

[48]) had a vastly improved Coulombic efficiency (the ratio of the charge to the discharge 

capacity) of around 98% and [49], in comparison to other conversion based compounds, with 

smaller efficiencies ranging ~ 75%.  

                   The transfer of ions from the electrolyte bulk into the electrode bulk broadly 

corresponds to maximal efficiency of charge transfer and interaction and underlies its usage for 

rechargeable batteries. Mobile ions from the electrolyte would then move into/out of these 

electrode spaces while maintaining the bonding and preserving the bulk character. While such 

intercalation based mechanisms have been the most widely used in present day batteries, such 

topotactic interactions (with minimal lattice ion exchange[50]) of the Li ions with the host were 

originally though to involve minimal perturbation of the host lattice through relatively few 

exchange of electrons – typically of the order of 1 (see Eqn. 2). Such interactions also yield 

relatively high cycling efficiencies due to the possible reversibility. Considering the previously 

mentioned issues with chemical reaction based schemes, we focus on reversible intercalation 

principles, which have been used in a large variety of battery systems, e.g., for the Ni/Metal 
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hydride systems intercalating H+ ions (as used in the Prius car models[36]) to Li oxide 

cathode/graphite anode based batteries that power electrical vehicles as well as portable 

electronics.  

               It was previously discussed that while elemental forms are easier to affect charge 

transfer, practical issues related to the stability (i.e., elements with a large Voc are quite reactive 

with the environment) as well as the necessity for the equality of the µ with respect to the 

electrolyte energy levels (Figure 1) dictates the investigation of compounds for electrodes. 

Transition metals such as Fe, Co, Ni, or Mn are generally chosen as the basis for the compounds 

for Li intercalation based on their high valence configurations, i.e., the implication of a  

conversion from Mn to Mn4+ in the parent compound is that four Li+ ions can be accomodated 

and that four electrons/mole can be transferred. While several electrode materials based on such 

general principles are feasible (e.g., that Ni rich material would have high capacity at the 

expense of a poor cycling life and stability compared to Mn rich oxides), practical 

considerations related to cost (e.g., that of Co) and long-term stability dictate the usage of a 

particular Li based compound for the host lattice.  

Charge storage through intercalation in Li-ion batteries (Figure 3) is based on a “rocking-

chair” concept – where the Li+ ions shuttle to and from the electrodes (constituting the ionic 

current within the electrolyte, which is typically a Li compound – such as LiPF6 with a high ionic 

conductivity – dissolved in a mixture of alkyl carbonates or polymers - see Section 2.2.3 for 

more detail). As the anode (being the supplier of electrons) needs to have a high electrochemical 

potential, elements such as carbon (say, in the form of graphite) are suitable. Pertinently, graphite 

is comprised of graphene layers separated by ~ 0.34 nm, and can easily accommodate the Li+ 
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ions (with radius ~ 0.07 nm). Layered elements and compounds, where discrete entities are 

loosely bonded (say, through van der Waals bonding) are in vogue for the electrodes due to the 

flexibility for inserting Li.  

By way of summary, the anodic reaction on discharge as presently implemented in most 

Lithium ion batteries involves:    

                                               z Li 
 ⇌  z Li+ + z e-               (3) 

The Li+ ions are released into the electrolyte and travel in the electrolyte towards the cathode 

while the electrons (e-) traverse in an opposite sense through the external circuit/the load 

contributing towards a compensating cathode reaction on discharge. For a typical Lithium 

deficit oxide cathode of the form: Li1-n XO2, this would involve intercalation of the Li+ into the 

cathode through: 

                                             Li1-zXO2 + z Li+ + z e-
 ⇌  LizXO2                        (4) 

Generally, on the cathode side, layered/open Lithium compounds with a lower electrochemical 

potential are desirable which implies the use of various compounds such as oxides, 

chalcogenides (e.g., sulfides), etc. While chalcogenides were invoked at the beginning of Li ion 

battery development in the 1970’s[39] later developments shifted to oxides due to their greater 

ionic character. The corresponding anodic and cathodic reactions on charging involve a reverse 

movement of the Li+ ions de-intercalating from the cathode and moving to the anode, where the 

corresponding cathodic reaction on charge, would be: 

                                               LizXO2  ⇌  Li1-zXO2 + z Li+ + z e-                (5) 
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This would be accompanied by an anodic reaction on charge, involving Li+ intercalation within 

the graphite anode, thus:  

                                                         z Li+ + 6C + z e- 
 ⇌LizC6            (6) 

It is interesting to note that the anode polarity may either be positive (/negative) - during 

charging (/discharging). A similar notion applies to the variation of the cathode polarity. The 

charge neutrality also implies a variation in the oxidation state of the element X in the cathode, 

e.g., a decrease or an increase in the net positive charge would be obtained when Li+ is inserted 

or removed, respectively.  While it would be obvious that a high n would be desirable for charge 

storage, motivating the need for multi-electron transfer systems[45,47], it has been indicated 

(see later discussion) that the above anodic and cathodic reactions would be reversible for 0 < z 

< 0.5 for LinXO2 and 0 < z < 1 for LinC6. The limits of n correspond to the fully 

charged/discharged state and impute powerful oxidizing and reducing character to the 

electrodes, and which would directly impact the electrolyte stability (see Section 2.2.3), e.g., 

through the formation of parasitic electrolyte products or the evolution of gases, which are often 

exothermic (heat evolving). The enhanced electrical resistance in the former case may further 

exacerbate the thermal runaway in the battery and may even lead to explosions! 

             The typical charging and discharging rates, for commercial lithium ion batteries, have 

been reported to be in the 0.2C to 1C current rate, indicating that the full capacity of the cell 

would be stored or utilized in the 5 hour- 1 hour range, respectively[45]. While it would be 

desirable to accomplish quicker C rates (e.g., say in charging of portable electronics with 10C 

rates where the charging would be complete in 6 minutes), the plating of Li on the graphite 

anode with subsequent dendrites bridging the two electrodes is a well-recognized possibility and 
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may lead to a short-circuiting and catastrophic failure of the battery. The likelihood of such Li 

plating may be diminished through the formation of a stable solid electrolyte interface (SEI) 

layer on the anode (see Section 4.5 for a more detailed discussion).    

 

2.2.2 Electrode Materials  

                 While the electrodes are generally chosen for their compatibility with the electrolyte 

(see Figure 1), changes in the µ  of the electrode materials could be manipulated through the use 

or addition of elements that are relatively electropositive or electronegative with respect to a 

given host lattice. Through the consideration of the Pauling electronegativity (EN) scales this 

may, qualitatively, account for the decreasing electrochemical potentials of Li1-xXO2 based 

cathodes posited for Li ion batteries, in the order, with X=Ni (EN=1.90), Co (EN=1.88), Mn 

(EN=1.55), and Ti (EN=1.54). However, detailed crystal structure considerations would also be 

important. 

To illustrate the principles, consider a normal spinel of the form (B2+
1 B

3+
2)(O

2-)4, where 

B (= Mn or Fe) with the B2+ in the tetrahedral (T) sites and the B3+ in the octahedral (O) sites. In 

the consequently formed Mn3O4 or Fe3O4, 1/8th of the eight T-sites and the ½ of the four O-sites 

are occupied. It was found that Li+ ion insertion/removal could occur into such structures with 

minimal impact on the native structure[51]. There are two aspects to the Li+ insertion, related to 

(a) structural, and (b) charge ordering. It may be expected that Li+ would first be inserted into the 

T-sites – due to their greater number, and subsequent Li+ addition would induce a shift of the Li+ 

ions from the T- sites to the O- sites (induced through mutual Coulomb repulsions between the 

Li+ ions). When the T-sites are occupied, to preserve charge neutrality, the redox state of the 
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Mn2+ (with the electronic configuration of [Ar]3d5) ions would tend towards the formation of 

Mn3+: [Ar]3d4, with the addition of Li+. Similarly when the Li+ ions are on the O-sites, the 

relevant redox couple would concern the Mn3+ /Mn4+ states. When the Mn ions are in a high-spin 

state[52], the Mn3+ and Mn4+ ([Ar]3d3) states are distinct, through ligand-field splitting and 

lifting of the degeneracy of the t2g (constituted from the dxy, dxz and dyz orbitals) and eg 

(constituted from the dx
2

-y
2
 and dz

2
 orbitals) manifolds, by a crystal field energy of ~ 1 eV, which 

is then manifested through a reduced potential of 1 V – see Figure 4 below. The limit to Li+ 

insertion occurs when all of the Mn in the structure reduced to the Mn4+ form yielding MnO2. A 

similar reduction occurs even in acidic media (with a high H+
 concentration) and is more rapid 

with smaller particles due to the greater magnitude of the voltage gradient/electric field driving 

the ions[51].  

However, parasitic reactions such as Mn3+ disproportionation (whereby 2Mn3+ 
 ⇌Mn2+ + 

Mn4+) or the Li+ ion induced structural instabilities (both due to the site occupancy as well as the 

Jahn-Teller distortions related to the Mn3+ /Mn4+ changes) necessitates the use of other redox 

couples where such distortions are absent, such as the Fe2+ /Fe3+, as in the olivine crystal 

structures of the LiFePO4 variety. Analogous to spinels (except that the oxygen anions are 

arranged in a hexagonal network in contrast to the cubic arrangement in spinels), such materials 

allow for a larger VOC due to the facility with which the Fe2+ /Fe3+ redox couple voltage can be 

altered. Alternately, the substitution of lower valence ions (such as Ni2+) for Mn3+ has the effect 

of increasing the overall Mn oxidation state and reducing the propensity for Mn 

disproportionation as well as Jahn-Teller like distortions. Nevertheless, it has been suggested[51] 

that the crystal field stabilization energy associated with the distortion can produce a two-phase 

electrode, with the concomitant advantage of a flat voltage response on charge/discharge. Novel 
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designs incorporating a gradation in transition metal content – through a core/shell design, e.g., a 

hybrid material consisting of Ni rich core (constituted from  Li[Ni0.8Co0.1Mn0.1] O2)  and a Mn 

rich shell (constituted from  Li[Ni0.46Co0.23Mn0.31] O2) with a gradient in the Ni composition from 

the core to the shell, has been proposed to harness multiple desirable attributes[53]. 

The polyanions (e.g., XO4, with X=S, P, or Ti), replacing the oxide ions in the olivines 

may enhance the binding energy and the associated VOC in addition to opening up the structure 

due to their larger size. For example, it was found, through monitoring the redox energy 

associated with Li extraction from the lithiated parent compounds, that the Fe2+ /Fe3+ redox 

energy was ~ 3.5 eV below the Fermi level of lithium in Li1-xFePO4 and LixFe2(SO4)3 while it 

was ~ 2.8 eV for Li3+xFe2(PO4)3 [54]. The smaller value, by ~ 0.7 eV, for the compounds with 

the (PO4)3 poly-anion was ascribed to a lower degree of covalent bonding. An inductive effect, 

related to electronegativity based charge transfer, e.g., the stronger bonding strength of the S-O 

bond compared to the P-O bond was thought to be responsible for the higher Fermi energy of the  

(SO4)3 constituted moieties. Similarly, a counter-cation can, via an inductive effect on the 

primary transition metal cation, may be used to tune the intrinsic voltage levels. There has also 

been considerable effort aimed at harnessing more than one Li ion per formula unit, through the 

use of compounds such as Li2MSiO4 (where M= Mn, Fe, Co, Ni, etc.). However, in addition to 

the structural stability issues (as more Li has to be accommodated both in the bulk and due to 

surface reactions) lower voltages may also result due to the enhanced electropositive 

character[38,40].  

In summary, the limits to the anodic and the cathodic voltages of a solid electrode can be 

related to the energy of the bottom of the (cation based) conduction band and the top of the 
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(anion based) valence band. Such intrinsic limits are characteristic to the electrode materials and 

should be compared to the LUMO and HOMO of the electrolyte, respectively. The relative 

movement of the Fermi energy, e.g., a downward movement due to increasing charge of the 

elements or counter-ions, or enhanced covalent bonding would determine the obtainable VOC. 

Such considerations enable us to understand qualitatively the relative magnitude of the VOC, e.g., 

why the values for sulfides are lower than that of oxides. However, quantitative understanding 

needs the calculation of the band structure and the concomitant density of states all determine the 

relative suitability of materials. An examination of the band structures may indicate the basis for 

obtaining a larger VOC as is shown for a few select examples in Figure 5. 

 

Additional insights may also be obtained through considering the cations and the anions 

separately. When the redox couple energy (as given by the EF) interacts with the top of the anion 

band (constituted from the p-orbitals as illustrated in Figure 6), the relative positioning dictates 

the energy levels, e.g., the bonding and anti-bonding levels which may be formed due to redox 

energy level – valence band interactions and hence the carriers involved in the charge transfer. 

Case (b) is interesting in that both electrons (e-) and holes (h+) could be involved (as the formed 

bonding and anti-bonding orbitals are both in the anion band) implying that the intercalating ions 

can access two redox couples, i.e., corresponding to Ni3+  + e- 

 ⇌  Ni3+ as well as Ni3+  + h+ 

 ⇌  

Ni4+. The pinning of the redox couple to a band has the desirable consequence that a change of 

the oxidation state, say from Ni3+ / Ni4+ to Ni2+ / Ni3+  - due to Li insertion/removal, does not 

change the Fermi energy and a relatively constant potential is maintained on charge and 

discharge cycling. Additional interactions due to elemental substitutions, e.g., Ni substituting for 
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Mn in Li1-x(NI0.5Mn0.5)O2, can also serve to raise the Ni3+ / Ni4+ redox couple (relative to the 

anion 2p bands) and harness the voltage specific to the couple.  

 

2.2.3 The influence of the 

electrolyte/ion-transfer medium 

It is previously noted that the maximum VOC obtainable from a battery is directly related 

to the energy gap (the LUMO – HOMO separation) of the electrolyte. Additional requirements 

for the electrolyte [40] include (i) a large ionic conductivity (>10-4 Ω��cm-1) for the redox 

species (e.g., Li+ in Li ion batteries), coupled with a (ii) small electronic conductivity (<10-10 

Ω��cm-1), (iii) intrinsic and extrinsic (with respect to the electrode) chemical and temperature 

stability, and (iv) ability to form and maintain a stable SEI (Section 4.5) to preclude electron 

transfer to the electrolyte from the electrodes. Considerations related to cost, toxicity and 

environmental stability are of course important and preclude the widespread usage of otherwise 

suitable electrolytes such as ionic liquids (Section 2.3.3).  

The possible electrolyte systems for batteries are then electronic insulators while being 

ionic conductors and range from aqueous systems, organic liquids (such as ethylene/methylene 

carbonates) to ionic liquids and polymers. The aqueous systems have been extensively used (e.g., 

in the Pb acid battery or the Ni-metal hydride systems) due to their lower electrical resistance 

and reduced flammability. Additionally, from an electrochemical point of view, in aqueous 

systems the oxygen can participate in both cathodic and anodic reactions, viz., 4OH- 
� O2 + 

2H2O + 4e- (at the anode) and O2 + 2H2O + 4e- � 4OH- (at the cathode) and serves an important 

function of a shuttling species balancing the overall cell as through providing some measure of 
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overcharge protection[36]. However, a major disadvantage of using an aqueous system is that the 

maximum voltage that could be obtained is restricted to a thermodynamic limit of ~ 1.2 V 

(corresponding to the difference of standard electrode potentials between the reactions: 4OH- 
� 

O2 + 2H2O + 4e-of - 0.4 V and 4H2O + 4e- � 2H2 + 4OH- of -1.6 V, all potentials considered 

with respect to the normal hydrogen electrode) and necessitates the exploration of alternative 

electrolyte systems.  

Organic liquid electrolytes (incorporating Li salts such as LiPF6 combined with carbonate 

blends, e.g., ethylene/methylene carbonates) can be synthesized with energy gaps ~ 3.5 V, are in 

extensive use. Moreover, the establishment of a solid-electrolyte interface is crucial (see Section 

4.5) and the electrolytes are chosen such that an electrically insulating layer forms at the 

interface to preclude/minimize electrode-electrolyte interactions. Considering the typical 

incompatibility of the EF of the electrodes with the LUMO/HOMO levels of the electrolyte, 

common electrodes (e.g., the graphite anode) employ the SEI layer through the use of 

appropriate electrolytes (e.g., ethylene carbonate in the case of graphite electrodes), which 

should ideally be porous to the intercalating ions. However, since the interface necessarily is 

constituted of and consumes the electrode and the electrolyte material, it corresponds to wastage 

of material. However, charge could nevertheless be stored in the interface and may contribute to 

the electrical capacitance. 

Under steady-state current flowing conditions, the concentration profiles of the 

constituent Li+ and PF6
- ions are linear (see Section 4.4 and Figure 26) for the significance of 

such a relation). The transference number of the Li+ was found to be a prime determinant of the 

ionic conductivity characteristics[55]. Under dynamic conditions, corresponding to current 
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switching on/off, the ionic current is predominantly through migration (/drift) of both the anions 

and cations and steady state conditions are reached leading to the establishment of a 

concentration profile when the drift and diffusion contributions are equal (Section 4.4). 

However, flammability issues coupled with electrolyte decomposition and sensitivity to moisture 

have resulted in a search for organic electrolyte alternatives. A solid electrolyte is often preferred 

for compactness and safety considerations and includes solvent free systems such as PEO (poly-

ethylene oxide) containing Li salts such as LiPF6 or LiAsF6. However, the downside is a lower 

ionic conductivity (<10-5 Ω��cm-1) Several efforts to enhance the conductivity through the use of 

nanoscale fillers such as carbon nanotubes have been deployed, where it has been proposed that 

heterogeneous doping[56,57] through which the nanotubes may preferentially adsorb anions 

from the Li salt creating anion vacancies may enhance the Li+ mobility.   

Polymeric materials are advantageous for solid-state electrolytes in that they offer an all 

solid-state version with the possibility of higher energy density. Moreover, they are typically 

safer than liquid based systems and are economical to produce. A major issue is the relatively 

low ionic conductivity (e.g., of the order of 10-7 Ω��cm-1 at room temperature, for 

PEO6:LiSbF6). In efforts to improve the conductivity, first, an understanding of the basic 

conduction mechanisms needed to be obtained. Given that polymers typically consist of both 

crystalline and amorphous regions[58], it was thought that the loosely fitting, dynamic, 

amorphous phases dominated the conduction above the glass transition temperature (Tg). The 

local motion of the polymer chains creates new coordination sites facilitating ion motion, as was 

also confirmed through NMR (Nuclear Magnetic Resonance) studies. The relatively slow rate at 

which processes occur was then thought to be a major obstacle for improving polymer 
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conductivity to values greater than 10-7 Ω��cm-1. However, it was discovered[59] – through the 

preparation of pure crystalline and amorphous phases of PEO6:LiPF6, that the crystalline phase 

also contributes or even dominates the ion motion, with a preference towards cation mobility. 

The NMR lineshape was used as an indicator of the ion dynamics and it was seen that while the 

linewidth of the anions (say, P) was relatively constant with temperature, there was a significant 

narrowing for the Li+. The relative lack of movement of the P with respect to the Li+ cations was 

used to infer the larger mobility of the latter, and rationalized through the ready availability of 

deterministic sites. The consequent lowering of the local entropy and energy increases the rate of 

ion hopping. The ion movement was also found to increase with dimensionality due to the 

increased number of pathways. Similar to ionic solids (e.g., ceramic materials) [60], the presence 

of defects, such as vacancies or interstitials was also considered advantageous for substantial 

increment in conductivity. A further improvement in the conductivity of PEO6: LiXF6 (X=P, As, 

Sb) compounds, by thirty-fold, was predicated on the substitution of the XF6
- ions, to the extent 

of 5 mol%, with isovalent N(SO2CF3)2
- ions[61]. The difference in the size, shape, and charge 

distribution of the bulkier anions compared to the host lattice anions was thought to modulate the 

potential energy of the Li+ ions and enhance the cation mobility. One such mechanism involves 

the elastic deformation of the lattice through such substitution which results in a lattice 

“loosening” [62]. The lowering of the melting point as well as a lowered enthalpy for the 

formation of defects would be the result. Such a mechanism seems to have been invoked first for 

ionic solids, e.g., AgI-AgBr system[62], where again the substitution of higher radius I- for the 

lower radius Br- resulted in a doubling of the ionic conductivity. Consequently, defects could be 

produced in ceramics and now even polymeric materials, through elastic considerations at ionic 

sites in the lattice.  While the defect density (also see Section 4.8.2), which may contribute to the 
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ionic conductivity may be increased through such methods, it would be pertinent to (i) 

conclusively establish the extent to which the ionic conductivity is enhanced for a given dopant 

isovalent ion, and (ii) examine the reproducibility of the enhancement for a given doping content. 

It was noted that the limit could be set by whether the crystallinity could be maintained, e.g., 

beyond a certain doping there was on onset of the amorphous phase. The typical ionic/polymer 

conductivity variation with temperature, for a crystalline phase, could be fit through an 

Arrhenius theory based principle, i.e. the conductivity (σ) would vary exponentially with 

temperature (T), through a relation of the form: σ ~ exp −Ea

kBT( )with Ea  being an activation 

energy involving the mobile ion/defect (vacancy or interstitial). However, the formation of an 

amorphous phase, on isovalent ion substitution, was diagnosed through a curvature in the linear 

(expected from the Arrhenius theory) ln (σ) – T line and fit better to a Vogel–Tamman–Fulcher-

Hesse (VTFH) expression of the form: σ ~ T
1

2 exp −A
(T −To )( ) , suggestive of viscous 

correlations and polymer chain movement[63]. 

Increased ionic conductivities (>10-3 Ω��cm-1) have also been achieved in LiI based 

composites, infiltrated with nanoporous Al2O3/SiO2 through such charge transfer mechanisms, 

where the interaction of the space charge regions of the nanoparticles confers increased mobility 

in the layers and hence the composite[64]. A substantial electric field is relevant to a space 

charge layer (see Section 4.6.1), i.e., through depletion of a particularity polarity of charge 

carriers, and provides a driving force for particular ions. The formation of such layers to drive 

Li+ ions has been a major engineering imperative for enhanced electrolyte conductivity. An 

interesting case where interfaces may accumulate charge concerns Li storage in a RuO2 – based 
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Li ion battery, involving the presence of Li2O/Ru composites. While Li2O is considered a poor 

electronic conductor, Ru is unable to accommodate the Li + ions. However, there might yet be a 

significant uptake of Li at the Li2O/Ru interface by way of “job sharing ” [64] between the two 

individual phases. The confinement of ions in very narrow interfacial layers may also induce an 

energy re-distribution in analogy to more traditional electron confinement effects. 

Consequently, a lack of robustness related to the electronic/ionic conductivity ratio, as 

well as the environmental stability (e.g., sensitivity to moisture or temperature excursions) has 

hitherto limited the use of solid-state electrolytes or ionic liquids. The lack of a shuttle species in 

the organic and ionic liquid electrolytes, as in the aqueous systems, is a major issue in the 

stability whereby cathodic and anodic reactions have to be individually and carefully monitored.   

The role of the electrolyte is further exacerbated in proposed high capacity Li/S or Li/O2 

batteries (See Section 2.4.2), which have been touted to have energy densities approaching 

12,000 Wh/kg! The need for excess Li at the anode and contaminant free O2 at the cathode has 

been a major obstacle in the achievement of such high densities. Concomitantly, in such systems, 

the electrolyte must serve multiple functions, i.e., (i) serve as an efficient Li+ conductor, and (ii) 

be stable to the S/O2 through allowing their diffusion through, while not interacting with the 

resultant sulfides or oxides (which would reduce the electrode capacity), in addition to 

restrictions on volatility and safety. Consequently, traditional LiPF6:carbonate based electrolytes 

were deemed to be unsuitable due to the interaction with the reduced O2 species leading to 

parasitic Li carbonate compounds, as well as the production of electrode contaminating CO2 and 

water, all of which serve to degrade the electrolyte[65] rather than assist in the formation of the 

expected cathode product (i.e., Li2O2). Alternate ether based electrolyte systems, which may be 

more stable compared to the organic carbonates, such as tetraglyme, dimethoxyethane: DME, 
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1,3-dioxolane, polyethylene oxide: PEO, etc. have been studied[66]. A large oxidation potential 

with respect to Li/Li+(of ~ 4.5 V) in addition to low volatility (due to their high molecular 

weights), as well as low cost, were all desirable attributes. However, while they seem to be more 

stable compared to the organic electrolytes, decomposition of the electrolyte still occurs 

concomitant with the formation of Li2O2 and the decomposition products accumulate with 

cycling leading to a reduced capacity. It was then concluded that there are hundreds of pathways 

for the electrochemical reactions, in a Li/O2 cell, making it “virtually impossible” [65] to 

formulate a unique reaction path, implying a paradoxical situation where the species (i.e., O2) 

that yields high energy density does so through its extreme reactivity. The search is then still on 

for optimal electrolytes for Li/O2  and Li/S battery related systems. 

Concluding the survey on battery related materials, we will now proceed to review the 

other major category of charge storage, an electrochemical capacitor (EC) which has the virtue 

of quick energy delivery.  

 

2.3  Electrochemical 

capacitors 

Generally while batteries have received much attention due to their widespread usage as 

well as frequent need for replacement, electrochemical capacitors (ECs) are noted for their 

reliability and have been quietly and extensively used. Their applications range from popular 

power tools such as cordless electric screwdrivers [1]/cutters[2], to energy 

management/conservation applications, e.g., during elevator operation, energy could be stored 

during the downward descent and released for upward ascent[1,67], and energy storage, e.g., to 
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store off-peak electricity from the utility grid at night.  In many cases, the ECs could be used in 

concert with conventional battery systems.  For example, in automobile applications a short burst 

of high speed would be available from the capacitor, while motive energy for steady longer 

duration distance coverage would be the advantage offered by a battery source. 

 In an EC, the charge/energy storage harnesses the mechanisms intrinsic to (a) electrical 

capacitors, where the potential difference between charges of opposite polarities is a measure of 

the electrical energy stored, and (b) electrochemical activity, intrinsic to chemical reactions 

occurring at the surfaces of electrodes which again results in a net potential difference and 

energy storage. To illustrate (Figure 7), when a positive/negative electrode (e.g., the 

anode/cathode) is inserted into an electrolyte (liquid/solid), charges of opposite polarity are 

attracted and form an electrical double layer with an associated capacitance (the double layer 

capacitance: Cdl). Concomitantly, the potential dependence of the coverage of adsorbed 

electroactive species may be related to redox chemical processes. The consequent charge transfer 

then contributes to a Faradaic capacitance (CF) or a pseudo-capacitance: Cp. Due to the nature of 

charge storage, Cdl can be discharged and charged rapidly and contributes to high power density 

while CF/Cp mimics battery like behavior and would increase the energy density. Proper 

optimization of either component can help ECs span a greater range of energy and power 

densities.  A combination of all such capacitances yields a net measured capacitance (Cmeas), 

which is the final determinant of the energy capacity. 
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Table I A comparison of the characteristics, performance, and cost of the state of the art 

electrochemical capacitors with a popular battery system  

 

 

 

 

 

               The working of an electrochemical capacitor is then intermediate to the two traditional 

types of charge storage systems, i.e., capacitors and batteries, but the dividing lines are not easily 

defined. Given that the W scales as CmeasV
2, while the power density, P, scales as V

2/R, it is 

obvious that a high Cmeas over a large voltage range (V) with minimal electrical resistance, R 

(through contributions from the electrolyte, electrolyte-electrode interface, and the 

electrode/current collector) is desirable. Significant research has been carried out into 

investigating the enhancement /optimization of these parameters, e.g., through increasing the 

surface area through the use of porous carbon structures, with large specific surface area (of ~ 

2000 m2/g[68]).  The use of oxides, such as RuO2 [69] or MnO2 electrodes, constituted of 

multivalent ions, has been advocated to induce additional forms of charge storage, such as the 

CP, which adds in parallel onto the nominal area based capacitance. The use of organic 

electrolytes or ionic liquids[70],  instead of aqueous systems, could also increase cell voltages 

from ~ 1 V to ~ 3 V and ~ 6 V (Section 2.3.3), respectively, with potentially an order of 
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magnitude increase in W and P.  However, improving the poor electrical conductivity of the 

alternative electrolyte systems is still a major obstacle. However, in spite of such efforts 

presently used electrochemical capacitors, which are mostly based on porous graphitic carbon, 

typically possess energy densities of the order of 5 Wh/kg and power densities of ~ 5-10 

kW/kg[9, 10], which is barely competitive with battery performance.  To realize the full scope of 

ECs, the underlying reasons for the low W and P have to be understood and remedied. For 

instance, low values in W arise due to insufficient capacitance, and the high R intrinsic to the 

porous carbon limits the P. It is then the aim to elucidate fundamental issues relevant to 

optimizing EC parameters. It is also to be noted that the term “supercapacitors” has been used 

for ECs, and may be applicable when effects in addition to the CDL contribute. We will first 

discuss the fundamental double-layer attribute of the ECs/ultracapacitors. 

 

 

2.3.1 The double layer 

A fundamental attribute of an EC is that for an electrode of a given polarity, opposite 

charges are attracted to and stored on the electrode surface. The formation of a double layer of 

charge of two different polarities (see Figure 7) is reminiscent of a two parallel plate capacitor 

and the consequent device has been referred to as an electrical double layer capacitor (EDLC). 

One may also make analogies to the charging of an electrode when immersed in a plasma, e.g., 

an unconnected/floating electrode generally tends to get negatively charged due to the higher 

energy and mobility of the electrons compared to the ions[71]. Indeed the analogy of the 

electrolyte being represented through a plasma, in order to increase the working range of the 
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electrolyte to 10 V has very recently been discussed under the terminology of “plasma 

electrochemistry”[72]. An electrode sheath consisting of a positive ions screening layer 

surrounds the electrons to a spatial extent corresponding to the Debye length, and consequently 

possessing an intrinsic capacitance. There has been extensive study focused on the understanding 

and accurate characterization of the double layer[73–76], especially with regards to its effective 

thickness. The aim has been to accurately estimate the resultant double layer capacitance (Cdl) 

and correlate to the experimentally determined Cmeas.  

The initial efforts assumed a rigid double-layer (the Helmholtz model), where the 

capacitance, CH = ε rεo

d
with an effective thickness (d) corresponding to a molecule/ion diameter. 

For an aqueous medium, with a bulk εr� = 78, and d = 0.2 nm, CH would be of the order of 350 

µF/cm2. However, typical measured capacitance (i.e., the Cmeas) is orders of magnitude smaller at 

~ 10-20 µF/cm2.  Additionally, a variation of the measured capacitance with applied voltage on 

the electrode was observed, which seems outside the purview of the Helmholtz model. A major 

issue in the theoretical estimate was the assumption of the bulk dielectric constant[77] close to 

the electrode-electrolyte interface. For instance, the large electric field at the surface (due to the 

potential drop over a size scale of an ion) implies the necessity for considering orientational 

effects on the electrolyte constituted water molecules, in addition to enhanced polarization[78]. 

Consequently, the εr� may be considerably reduced to as low as 4.7 for ion-electrode distances 

of the order of 0.1 nm and to 7.8 for 0.2 nm (note that the radius of the OH- ion is 0.155 nm).  

The order of magnitude reduction in the εr� (from 78 to 7.8) correspondingly reduces the CH to 

~ 35 µF/cm2.  
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Additionally, there is a lack of knowledge on the precise value of the d. While the charge 

in the metal electrode is considered to be perfectly mobile, a distinction needs to be made 

between the counter-balancing charge from the electrolyte into (a) immobile surface charge, and 

(ii) mobile charge in the bulk of the electrolyte. The formation of the latter charge is driven both 

by spatial constraints at the surface of the electrode as well as the charge concentration gradient 

extending from the electrode surface outwards into the electrolyte. Instead of a rigid ionic layer, 

two constituent arrangements of the ions, termed the inner (IHP) and outer (OHP) Helmholtz 

planes need to be considered[73,79]. While the ions of the IHP are specifically adsorbed, the 

ions of the OHP are nonspecifically adsorbed and are screened through solvation – see Figure 8. 

The immobile charge is modeled as a space charge layer - Figure 8(b), with a defined CH along 

with a CD representing all the other contributions from the mobile charge in the electrolyte 

(constituting the diffuse double layer). The charge distribution in the electrolyte is depicted in 

Figure 8(c), and the voltage applied on the electrode is correspondingly partitioned between the 

two capacitances – Figure 8(d).  

The effects of diffusion and mass transfer, coupled with the randomizing effects of 

thermal energy (= kBT, where kB is the Boltzmann constant = 1.38 ⋅10-23 J/K, and T is the 

temperature, and is of the order of 26 meV at room temperature) are considered through the 

diffuse layer, which initiates past the OHP and extends into the bulk solution. Concomitantly, the 

charge distribution is displaced to a greater distance from the electrode also effectively reducing 

the capacitance. The Gouy-Chapman theory, which is essentially the solution of the Poisson-

Boltzmann equation for the concentration of carriers in an electrolyte near an electrode is 

invoked for the estimation of such diffuse layer capacitance (CD).  
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The Debye length (LD), which is typically defined through Eqn. (7) below[79,80], is a 

typical measure of the diffuse layer thickness, with z as the ion charge (e.g., z = 1, for a Na+  ion, 

and z = -1, for a Cl-  ion ) and Io
 as the ion species concentration in the electrolyte.  

                                          
LD = ε rεokBT

2z
2
e

2
I

o

           (7)
                          

For a 1 M (moles/liter) electrolyte (corresponding to the Avogadro number related 

6.02 ⋅1020 singly charged ions/cm3), the LD is of the order of 0.3 nm and varies inversely with the 

n
o. While a further increase in the LD may be thought plausible from an enhanced electrolyte 

concentration, typical solubility limits are of the order of 10 M, implying a limit close to ~ 0.1 

nm. The capacitance magnitude could in principle then be of the same order as the CH.  

However, the Gouy-Chapman theory was also successful in indicating a potential (φe) 

dependence for the observed capacitance (through considering the Poisson equation for the 

potential variation), which could not be accommodated in the model for the CH. A diffusion 

capacitance (CD) based on the potential variation with distance due to the ionic distribution, was 

derived to be of the form[79]:

 

 

                                 
CD = 2ε rεoz

2
e

2
I

o

k
B
T

cosh
zeφe

k
B
T






             (8) 

The origin of the cosh () term can be traced to the sum of the individual effects of the 

activation barriers of the positive (z > 0) and the negative (z < 0) ions through exp
zeφ
kBT







terms, 

while its integral (with respect to the voltage) was related to the net charge through the difference 
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of the exponential terms - through a sinh () dependency.  However, the cosh () term in Eqn. (8), 

also indicates an increase of the capacitance without limit as the voltage is increased, contrary to 

experimental observation, where at large electrode potentials, a saturation of the capacitance was 

observed. Such a possible anomalous increase could then be suppressed by the series addition of 

the CH with the CD. Such a rationale, as expressed through the Stern modification to the Gouy-

Chapman theory was that at sufficiently large applied potentials, oppositely charged ions would 

indeed adhere strongly to the electrode, with an average separation distance subject to limitations 

arising from ionic radius as well as the influence of the electrolyte (e.g., the solvation of the ions 

in aqueous systems). The implication is that as no or φe is increased, at a given temperature, that 

CD > CH, and the diffusion layer (and the CD) becomes increasingly irrelevant for the measured 

capacitance. For example, at 1 M and with a φe = 0.026 V (=kBT, at room temperature), and an 

εr�������the CD is 230 µF/cm2 and increases to 2300 µF/cm2 at φe =3kBT. Taken in series 

with the CH (estimated to be ~ 35 µF/cm2 from previous discussion in this section), the net 

capacitance would be of the order of ~ 30 µF/cm2 and 34.5 µF/cm2
, respectively indicating a 

closer approach to CH   the larger the value of the CD. 

              When an assemblage of two electrodes, typical to a cell, is connected to an external 

circuit the capacitances from the two equivalent electrodes add in series and the net cell 

capacitance would be approximately half of the estimated double layer capacitances. 

Enhancement of the net capacitance can be obtained by placing an electrode undergoing redox 

reactions (indicative of Faradaic contributions, such as CF or the pseudocapacitance CPC: Section 

5.1) as one of the pair of electrodes. If the CF/P is larger than the estimated CDL (which in turn is 

comprised of contributions from CH and CD) a net capacitance of (1/CF/PC + 1/Cdl)
-1  ~ Cdl is 
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obtained. Such hybrid battery-capacitor cells may thus be constructed. Note that replacing both 

the electrodes – as in a battery results in a higher redox capacitance yielding higher energy 

density at the expense of a lowered power density. For a further discussion of the relationship of 

battery and capacitor like behavior, see Section 5.1.3. It has been discussed there, that while the 

capacitance contribution is universal for electrochemical devices, it forms a relatively minor part 

of the overall energy density. 

 

2.3.2 Additional capacitances 

modulate double layer capacitance 

The attraction of oppositely charged ions to an electrode was previously considered to be 

the basis of the formation of a double layer. While such a representation indicate an intuitive way 

of understanding the electrode-electrolyte interface, it has been well recognized that it yet 

represents a crude model due to its (a) lack of predictability of the measured capacitance: Cmeas, 

as well as (b) the abrupt nature of the considered interfaces, say in between the IHP and the OHP 

of the Helmholtz layer and with the diffuse double layer. Additionally, the typical presence of 

adsorbed ions is not considered in the above model, the effects of which may be manifested in 

pseudocapacitance (see Section 5.1) related phenomena. As the surface of metal electrodes is 

typically negatively charged (due to the larger kinetic energy of the electrons in the electrode as 

well as in the electrolyte), cation adsorption may be preferred. However, the heavily solvated 

character of the cations precludes their efficient adsorption. Such electrode charging effects may 

be understood through surface energy measurements [79,81]where ion adsorption reduces the 
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interfacial surface energy and a peak corresponding to the point of zero charge (PZC) – which 

does not occur at zero potential due to the adsorbed ions, is exhibited.   

 

It has also been assumed that the electrode is a perfect metal (which cannot support 

electric fields). However, perfect screening that occurs with metals (of carrier concentrations of ~ 

1029/m3) of the electric fields may not always be assumed, e.g., when non-metallic electrodes, 

such as semiconductors  (see Section 4.6) or nanostructures (see Section 4.9) are used.  While the 

rationale for the use of semiconductors, such as Si may be due to the widespread usage in the 

electronics industry presenting the possibility of integration with electrochemical sensors or 

measurement apparatus, nanostructures such as carbon nanotubes are in vogue due to the high 

surface area. Consequently, with lower n, say of the order of 5 ⋅1020 /cm3, the screening distance 

would be of the order of 0.34 nm, which is the thickness of a graphene sheet. The implication is 

that an atomic layer sheet would not be able to screen the electric fields and the assumption of 

metallic characteristics for the electrode would not be correct.  The consequence is a charge re-

arrangement in the electrode, where a potential gradient (due to the penetrating electric field) 

would yield a space-charge capacitance (Csc). As the potential variation in the material would be 

expected to be of similar origin to the CD (i.e., due to Poisson-Boltzmann statistics), the CSC may 

be calculated by similar means, and yields[19]:  

                                 
CSC = 2ε rεoz

2
e

2
N

k
B
T

cosh
zeφs

k
B
T






             (9) 

Here the εr�, N, and φs refer to the dielectric constant, carrier concentration, and potential 

drop relevant to the solid electrode material. It is important to note that the CSC would be in 

series with the Cdl (just like the CD) and may dominate the overall capacitance if it is smaller. 
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One manifestation of the Csc was through a consideration of the charge capacity of the basal 

plane of stress-annealed pyrolytic graphite, where with εr� =3 for n = 6 ⋅1018 /cm3 the pre-factor 

for Csc was computed to be ~ 4.5 µF/cm2 and was close to the value observed at φ s= 0[82]. 

However, for a larger φ , say even ~ 0.2 V, the CSC would be larger by three orders of magnitude 

with a diminished relevance for determining the overall measured capacitance.  

In summary, we have discussed various capacitances, i.e., intrinsic to the electrolyte: CDL 

(constituted from CH and CD) as well as those intrinsic to the electrode, i.e., CSC which all add in 

series. Since, the obtainable charge for an EC may be primarily determined through the CH 

(involving the least time scales and hence the largest obtainable power density) the CD and the 

CSC may be considered as parasitic capacitances which would reduce the capacitance, i.e., the 

applied potential is partitioned across the material of the electrode and the electrolyte instead of 

across the electrode-electrolyte interface. While the CSC could in principle be substantially 

enhanced through metallic materials, CD is almost always present. It is important then to note 

that the value of φe or the φs seems to have an enormous impact in determining the overall 

capacitance that may be obtained from a practical EC, with a lower value being more conducive 

to comparison with experimentally obtained values.  However, we have not yet considered 

material non-idealities such as the presence of surface states (See Section 4.6.1) or even the 

possibility of additional reactive sites (see Section 4.8.2), which could modify the capacitances. 

A finite number of sites, as would be relevant to nanostructures, would be manifested in a 

chemical capacitance (see Section 4.10) and a quantum capacitance (see Section 4.11) as well, 

which are also in series with the CH.  
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The consequence for charge storage, through ECs, is then that the combination of all such 

factors yields a Cmeas of ~ 10 µF/cm2, and assuming that the charge is stored almost entirely on 

the surface, a large capacitance/charge capacity per unit mass would be obtained by multiplying 

the Cmeas by a high surface area, low mass density substance, e.g., in the case of CNT based 

nanostructure, where the material is all surface, values of the order of 3500 m2/g have been 

indicated[83]. Therefore, a capacitance of 350 F/g and charge densities of ~ 400 C/g (considering 

that the maximum voltage that can be obtained from an aqueous solution is of the order of 1.2 V) 

are possible in principle. While organic electrolytes and ionic liquids may have a larger voltage 

limit, a correspondingly reduced εr� (e.g., ~ 40 for acetonitrile) and a higher ionic diameter may 

imply that the Cdl would be reduced and the net charge capacity may not be significantly altered. 

 

2.3.3 New electrolytes for 

electrochemical capacitors: Ionic Liquids 

 Ionic solids/salts with low melting points, Tmp (say < 1000C [84]) are termed as ionic 

liquids. The low melting point is a consequence of bulky organic cations coupled with relatively 

smaller anions  - the effect of size with respect to the melting point is well illustrated through a 

comparison of the ionic solid, NaCl (with a Tmp of 803 oC), while an ionic liquid BMIM-TFSI ( 

butyl-methylimidazolium and bis(trifluoromethylsulfonyl)imide, respectively) has a Tmp  of -22 

0C. As there is considerable flexibility in cation-anion combinations, there exist enormous 

possibilities for the synthesis of a variety of ionic liquids. 

              The relevant attributes of ionic liquids (ILs), that makes them useful as electrolytes in 

charge transfer applications, e.g., involving batteries[85] or ECs[86], is their (i) relatively high 
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ionic conductivity – due to the high ionic density as well as tendency for dissociation, (ii) high 

electrochemical stability windows (ESW) – due to strong bonding interactions, as well as 

favorable physical parameters, such as (3) low vapor pressure and viscosity (which is found to be 

inversely proportional to the conductivity). The use of ILs, in the form of solvent free 

electrolytes, has then been considered for Li ion batteries due to the much lower flammability 

compared to organic electrolytes. The ability to tailor IL characteristics also makes it feasible to 

design compounds with minimal reactivity towards Li ions, reducing side reactions. However, IL 

cationic intercalation within the graphitic anode has been seen to reduce the stability of the 

electrolyte as well as the SEI layer (see Section 4.5) formed on the anode. Interestingly, ILs with 

longer chain lengths, where van der Waals and hydrogen bonding interactions are also important, 

were shown to exhibit better stability. Consequently hybrid electrolytes constituted from an IL 

(about 30-40%) - organic electrolyte mixture have been advocated for stable SEI film formation 

while reducing the flammability.  

For ECs, in addition to the favorable electrical and physical characteristics, the 

electrochemical attributes related to the large voltages (which could be as high as 6V [87,88]) 

over which the ILs are stable), and which corresponds directly to a large energy and power 

densities, (see Section 2.3). This is especially pertinent in that organic electrolytes are generally 

unstable beyond ~ 3V. However, as the relatively large viscosities in ILs contribute to a greater 

equivalent series resistance (ESR)- see Section 3.3.1, limiting the power density, efforts are 

underway to reduce the viscosity while maintaining the favorable characteristics, e.g., the use of 

IL-organic hybrid electrolyte systems has been advocated for lowering the ESR. A possible 

lowered capacitance (which negatively impacts the energy density) was reported [89]in porous 

activated carbon based systems using ILs as electrolytes, presumably due to the larger ion sizes 
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and suboptimal wetting (due to the greater polarizability of the ILs) characteristics (see Section 

4.8.4). Pore volume occupied by the bulky ILs may also be a factor in terms of reducing the 

volumetric energy/power densities. 

 

2.4 Charge capacity of 

electrochemical devices 

At the very outset, it would be pertinent to understand the performance of present day 

batteries and electrochemical capacitors in the larger context of the maximal theoretical capacity. 

This would be important in understanding the factors limiting the achievement of the maximal 

energy and power density as well as to explore what can be done to bridge the high energy and 

power densities relevant to the respective technologies. The capacity is considered for the 

electrodes, i.e., anodes and cathodes, individually as they serve as a source or sink for the 

electrons (see Section 2.2).  

 

2.4.1 State of the art and 

progress in enhancing charge & energy storage 

          The intrinsic charges in a material may broadly be classified as either fixed or mobile 

encompassing both electrons and ions (cations and/or anions). The electrical 

capacity/capacitance arises from both the entities and is directly proportional to the charge. 

Typical methodologies aimed at calculating the maximum charge capacities (in milli-Ampere-

hour (mAh)/g) that could be theoretically achieved involves dividing 96,487 C (= 1 Faraday of 
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charge) /molar weight (in grams), e.g., with carbon with an atomic weight of 12 g, this would 

correspond to 8040 C/g, or equivalently 2233.5 mAh/g (for batteries the charge density is almost 

universally considered in terms of Ah/g, with 3.6 C = 1 mAh). It is also then intuitive that the 

lowest molar weight solid element (which would be Lithium: Li3) would provide a high 

theoretical charge capacity. In terms of obtaining even higher energy density, it would be 

pertinent to consider the modalities of uptake of hydrogen as well. Initial reports predicted 

storage capacities, ascribed mostly to physisorption, of the order of 10 wt% hydrogen[90] and 

much higher than activated carbon into nanostructures, such as single walled CNTs. However, 

later studies[91] indicated orders of magnitude lower capacity at ~ 0.1 wt%. While the initial 

experiments probed hydrogen adsorption through temperature programmed desorption 

spectroscopy, the latter studied electrochemically the release of both the physisorbed and 

chemisorbed hydrogen through cyclic voltammetry (see Section 3.1). Consequently, Li seems to 

be the element of choice for charge storage at the present. 

              However, elemental Li by itself is very reactive and hence susceptible to self-discharge 

(whereby Li+ converts to Li) and would be best utilized in a compound form[92], where the Li 

can be reversibly extracted/inserted into the compound structure, as considered through 

intercalation schemes (Section 2.2.1). Recourse to binary phase diagrams can be used to establish 

whether stoichiometric line compounds or solid solutions form and the former are generally 

preferred. For example, when lithiated graphite anodes are used, yielding a LiC6 stoichiometry, 

the theoretical capacity is reduced to ~ 372 mAh/g (=2233.5/6), as six carbons interact for every 

Li ion that is involved in the charge transfer (from the governing oxidation reaction, Eqn. (6), 

i.e., LiC6 ⇌  Li++ 6C + e-). For LiC6 (with a molar weight of 79 g), the electronic charge density 

would be that corresponding to 1 mole of electrons and would be given as 1221 C/g (=96, 
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487/79) or equivalently ~ 340 mAh/g). In present usage, for a typical Li ion battery of 520 

mAh/g (from the sum of the graphite anode capacity of ~ 370 mAh/g and typical oxide cathode 

capacity of ~ 150 mAh/g) this would imply a Qtotal of ~ 1872 C/g. This would correspond on the 

average to a capacitance, C of 1070 F/g (assuming Qtotal = CVOC/2) with a VOC of 3.5 V. In terms 

of energy density, i.e., C(VOC)2
/2, a value of 6553.8 J/g may be estimated. The energy density has 

also been reported in terms of Wh/kg (where 1 Wh= 3600 J), which for 6553.8 J/g, results in ~ 

1820 Wh/kg. However, as will be seen in this section and in the next, practical energy capacities 

are an order of magnitude lower. The considered energy density values for batteries clearly 

indicates the difference in terms of energy density with an electrostatic/electrochemical 

capacitor, where the capacitance was considered to have an upper limit of 350 F/g (see the end of 

Section 2.3.2).  

                Generally, aspects related to (a) the structure (layered carbon layers in graphite can 

more easily accommodate the Li ions), (b) matching of the chemical potentials of the anode with 

the energy levels of the electrolyte (see Figure 1), as well as (c) economic factors, dictate 

practical electrode choice. Similar considerations have been applied for the cathode, the cost of 

which is a major issue (presently estimated to be ~ 4 times the cost of the anode[36]),  as well. 

The vast effort and development in Li ion batteries has led to the use of various Li oxide based 

compounds depending on the application, e.g., (1) LiCoO2 based systems (such as Li 

(Ni,Mn,Co)1/3O2) for high energy density (~ 200 Wh/kg), (2) LiFePO4 based systems for high 

power density (~ 4 kW/kg) and long cycle-life (up to 10,000 cycles).  It is pertinent to realize 

that the record energy density to date (2014), for the Li ion batteries seems to be ~ 200 Wh/kg, 

with an approximate annual growth rate of  ~ 6 Wh/kg, which seems to be almost an order of 

magnitude smaller compared to what may be achievable. While such a rate of progress seems to 
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be adequate to reach the US Department of Energy (DOE) target of 250 Wh/kg in a few years, 

alternate goals suggest that energy densities of the order of 500 Wh/kg may be needed for large-

scale electric vehicle (EV) deployment. This would indicate a necessary energy of ~ 50 kWh if 

100 kg of battery weight was used. 

               In terms of future progress, it might be obvious that a very large Li:X ratio, where X is 

the added element, would be desirable,  e.g., looking at phase diagrams we see that the Li:Sn, 

Li:Si or Li:Ge ratios in the plausible line compounds could be as large as 4.4. Indeed, the 

theoretical capacity of a Li4.4Si compound has been considered[93] to be ~ 4212 mAh/g - even 

larger than that for metallic Li (the capacity for which can be estimated to be ~ 3860 mAh/g, 

assuming an atomic weight of 6.94g). The ratio could be even higher in Li:Pt (5:1), Li:Hg (6:1) 

and Li:Ag (9:1). However, the repeated removal and insertion of Li into such compounds as well 

as a greater variety of possible compounds, can cause a large relative volume change (defined 

through the ratio of the change of volume between the lithiated and de-lithiated phases to the 

volume of the lithiated phase[94], as large as 400%) and leads to a loss of structural integrity. 

Generally, while a single-phase is preferred, examples of facile Li intercalation in compounds 

undergoing phase transitions have been observed as in the cases of LiCoO2 and Li4Ti5O12, due to 

the structural similarity of the transforming phases[8]. Consequently, similarity of the crystal 

structure of the formed phases may be a relevant criterion for reversibility and cycling.  

              While silicon nanowires spaced at a distance to accommodate the volume change have 

been proposed[95], the wires are nevertheless placed on a substrate and isotropic volume change 

may lead to uneven and poor contact with the substrate negatively impacting the contact 

resistances. Soft matrices (incorporating polymeric hosts) or hierarchical architectures, which 
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accommodate the expansion, have been proposed using, e.g.,  “yolk-shell” [96] or 

“pomegranate”- like designs[97] – where the Si nanoparticles which take up the Li are 

individually placed in spheroidal spaces in a carbon based conductive framework. Consequently, 

future battery devices may have to rely on a hybrid approach, where a mixture of Li, C, and 

other elements such as Si (in an amorphous form) are used, involving more complex designs and 

greater expense. It would also be intriguing to explore whether the strain accommodation, which 

may lead to domain formation (e.g., cubic and tetragonal domains in LixMn2O4; 0 < x < 1) leads 

to charged domain boundaries as has often been observed with grain boundaries[98]. The 

observation of higher Mn oxidation states, observed in the preparation of Li-Mn-O electrodes 

through nanograin induced ball-milling methods may also be related to boundary-related 

effects[99]. It has also been considered that the formation of a space charge zone near the grain 

boundaries can enhance matrix conductivity. Charges at/near the boundaries have been shown to 

modulate the electronic conductivity, e.g., an excess positive charge has been observed on the 

grain boundaries of ionic solids such as SrTiO3 leading to a reduced hole carrier and oxygen 

vacancy concentrations and therefore an increased electronic and ionic conductivity[100] and 

related electro-thermal characteristics[101]. The application of boundary/defect pertinent 

influences in the context of battery charge storage, e.g., fixed vs. mobile charge, would open new 

frontiers with regard to understanding the limits of charge storage as well as correlating the 

degree of reversibility to phase and domain formation.  

                 In terms of commercial deployment, say for high charge capacity anodes has been the 

use of metallic elements such as Al or Sn metals/alloys with a large propensity for interaction 

with Li. Alloying and conversion reaction based Li ion batteries (see the beginning of Section 

2.2.1) are intrinsically susceptible to polarization as well as capacity losses and may require the 
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use of catalysts or stabilizing/amorphous coatings [45]. It was reported, e.g., that amorphous Sn-

Co systems with disordered structures (indicated through broad x-ray diffraction peak widths) 

seemed to have a large cycle life. The culmination of such studies was the commercial 

introduction by Sony, Japan, in the year 2005, of a Sn/Co/C based amorphous/nanocrystalline 

anode based composite battery (termed the Nexelion
® 14430: 14 mm in diameter and 43 mm 

tall). A Li (Ni, Mn, Co) O2 cathode was used, with the Ni: Mn ratio of ~ 1.7. A capacity increase 

compared to conventional anodes, was reported yielding a relative 10% increase in energy 

density of ~160 Wh/kg and 20% increase in volumetric energy density of ~ 480 Wh/l [102]. The 

single-phase behavior of an amorphous Sn-Co alloy yielding a flat voltage discharge profile with 

greater cyclability compared to crystalline Sn (with a reported gravimetric density ~ 1000 

mAh/g[103]) was indicated[104].  It was surmised that while the Sn is the electroactive element, 

the Co and C present in the matrix help in better Li cycling. Typical to the nanoscale (see Section 

1.1) the attachment of the active elements to the current collector may pose problems in 

achieving low electrical resistances and limiting the power capability of such devices. While 

“nano-architectured” electrodes, e.g., comprising Cu nanorods plated with active Fe3O4, have 

been employed [46] to facilitate such attachment and reduce the resistance, the activation energy 

barrier for the conversion reaction (see the beginning of Section 2.2.1) seemed to be unaffected. 

             While the large charge capacities may be preserved through such methods, the power 

capability (C rate) could be severely compromised. It has also been recently thought [105] that 

while a range of compounds could be used for Li conversion and charge storage, only fluorides 

seem to be suitable for reversible cathode materials. While considerable work needs to be done 

to understand the basic charge storage mechanisms vis-à-vis reversibility criteria in such 

systems, preliminary studies have indicated the necessity for a three-phase conversion process of 
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the kind: MF2+ 2Li+ + 2 e
- � 2 LiF + M (M=Fe, Cu, etc.) with no intercalation involved. Such a 

conversion reaction, say, on the first charge cycle, facilitates the breakup of the agglomerated 

MF2 particles and promotes further ionic and electronic diffusion. Consequently, a relatively 

high overpotential (of ~ 0.8 V) would be needed for the initial lithiation, which subsequently 

decreases to ~ 0.3 V as the MF2 particle size is reduced to ~ 5 nm. As LiF was an ionic insulator, 

the Li+ diffusion was indicated (based on extensive high resolution TEM as well as electron 

energy loss spectroscopy: EELS) to proceed along the LiF-Fe nanocomposite interface while the 

electronic conduction occurred along a percolating Fe network.  An optimal diffusivity of the M 

ion also seemed to be necessary (e.g., a higher diffusivity for the Cu2+ compared to Fe2+ yielded 

a greater degree of reversibility for a FeF2-C system), indicating that subtle differences in the 

morphology at the nanoscale (e.g., it was found that Cu particles were larger) as well as atomistic 

considerations may need to be understood.  

                From a fundamental point of view, the charge capacity could be further enhanced only 

through (a) increasing the total amount of charge that could be harnessed in a given redox 

couple, as well as through (b) enhancing the voltage range of the electrodes along with the 

stability of the electrolytes over such a voltage range. For (a) we have previously discussed one 

such method, where multiple redox couples could be harnessed through the contributions of both 

the electrons and the holes (see the discussion in Section 2.2.2, as related to Figure 6). However, 

a major issue is that the structure should be large enough to accommodate the multiple 

intercalating ions without adversely affecting the structural stability [95], which has been found 

to be difficult[40]. Associated and alternative techniques to enhance the charge capacity hinges 

on the use of elements rather than compounds, since delocalization of charge is comparatively 

larger in the former enabling rapid charging and discharging. For increasing charge density it 
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would then again be necessary to have a large number of electrons transferred per a given redox 

reaction (with reference to Eqn. 2) combined with a low molar weight. Such considerations are 

important in achieving the maximum possible charge storage. 

 

2.4.2 Reaching the limits of 

charge storage 

              If the aim is to achieve a 300 mile driving range – common to existing gasoline powered 

passenger automobiles, the goal of energy density would be in the range of ~ 700 Wh/kg. The 

necessary tripling of the energy density, from state-of-the art values, has then been a major 

motivator for continued research and development in both intercalation based Li ion batteries as 

well as new chemistries. Another strong imperative from the scientific side has been that the 

obtained energy density values seem to be much smaller than the theoretical maxima, with 

possibly an order of magnitude feasible. We will first discuss the absolute limits and then probe 

current efforts aimed at reaching such limits.  

              As the largest concentration of electrical carriers are in a metal, it would be interesting 

to consider the capacity of a good metal, say copper, with an electrical carrier i of 1023/cm3. 

From definition, the energy capacity would be proportional to the product of the total charge, 

Qtotal transferred multiplied by the VOC. The total charge would correspond to 1.6·104 C/cm3 (= 

1.6·10-19 C X 1023/cm3), or ~ 1800 C/g (with a bulk copper density, ρ of 8.9 g/cm3). Such a 

charge would correspond to an equivalent capacitance (assuming a voltage of 3.5 V) of the order 

of ~ 514 F/g and energy densities (=CV
2/2) of the order of 3150 J/g. Converting to commonly 

used factors, the equivalent maximal values are in terms of the charge capacity is ~ 500 mAh/g 
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and in terms of the energy density, of the order of 875 Wh/kg. Alternatively, if Li with a reduced 

density (ρ ~ 0.5 g/cm3) assuming a similar charge density (of 1023/cm3,) is used, there would be a 

further increase by a factor of 17.8 (=8.9/0.5) implying an energy density of ~ 15,575 Wh/kg 

consequent to an increase in the charge storage capacity to 8900 mAh/g. Considering that many 

state-of-the art batteries/fuel cells have energy and charge capacities orders of magnitude lower, 

it may be surmised that the above estimates are upper limits to the amount of charge/energy 

capacity that may be achieved. 

                However, it has been estimated recently[106] that a Li/F2 electrochemical system 

(corresponding to the most electropositive and electronegative elements in the periodic table) has 

an estimated theoretical energy density of ~ 6294 Wh/kg. The thermodynamically allowed 

energy densities of many battery systems have been tabulated[106] from dividing a known ∆G (= 

- zF∆V; See Section 1.1) by the molar weights of the species involved.   While values of ~ 

11,586 Wh/kg have been quoted for Li/O2 batteries [42], proper normalization more than halves 

the value to ~ 5,217 Wh/kg[106].  The enhanced energy values seem to be more of a function of 

the reduced molar mass (say, compared to LiCoO2) as the Voc values are relatively modest (i.e., 

2.9 V and 2.3 V for Li/O2 and Li/S systems, respectively). Even considering that the typical real 

energy density is a factor of two/three below the theoretically estimated maximal density (due to 

taking the total weight of the electrolyte, see also Section 5.2) there seems to be scope for further 

improvement. Recent reports on the performance of Li/S batteries, for example, seem to suggest 

energy capacities approaching 1000 Wh/kg, on first charge which unfortunately decreases three-

fold after just 50 cycles[107].  
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              Additionally, there may be corrosion and packaging related issues involved in reaching 

the posited charge and energy density limits. For example, in the Li/O2 system (typically 

involving a Li metal anode with the production of Li+ ions, which migrate to a porous carbon 

cathode and are reduced through coupling with O2) using non-aqueous electrolytes, there is a 

necessity for excess Li in the anode. For the cathode, the coupled in O2 needs to be contaminant 

free (e.g., of atmospheric H2O and CO2) to avoid the formation of undesirable reaction based 

products. Aqueous systems suffer from deleterious reactions of water with the electrodes, e.g., 

either reacting with the Li anode or forming products such as LiOH, which may clog the porous 

cathode. While protective polymeric membranes (e.g., PTFE: poly- tetrafluoroethane) on the 

anode and cathode (to prevent ingress of H2O and CO2 while allowing O2 diffusion) have been 

used[108], stringent operating requirements yielded an energy density ~ 362 Wh/kg – far below 

the theoretical estimates. It was suggested that with a 12.7 µm (0.5 mil) membrane that the water 

contamination should be less than 3 mg/cm2/day for the Li/O2 battery to be operated in the 

ambient for 5 days with less than 20% Li loss. However, given the absence of an ideal 

Li/chalcogenide battery, which is further compounded by lack of knowledge of the basic 

chemistry, progress in this area seems quite difficult given the myriad reactions that could occur 

in a oxygen reactive system. Essentially, the mechanisms underlying the possible high capacity 

also yield sufficiently complex chemical reactions that would be difficult to comprehend in a 

practical context. It would also be important to have a proper comprehension of the metrics that 

have been used in reporting the energy density considering that laboratory scale devices may not 

be truly representative of their widespread practical usage, e.g., considering the elaborate issues 

involved in packaging and customization.   
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2.4.3 Performance Metrics: 

The proper reporting of energy density 

             The monitoring of charge in a structure is done through the measurement of the 

capacitance (see details in Section 3) as it is charged and discharged under an applied voltage. As 

a typical practical device is constituted of many parts, i.e., the external contacts, the electrodes, 

the electrolyte and the pertinent packaging, the charge/discharge characteristics must be inclusive 

of the parts. As the partition between the various constituents are not completely clear, the 

numbers for charge or energy density, from the point of a device user, may invariably need to 

include the weight or volume of the device package. Such definition must be contrasted with 

widespread usage of extrapolations/conversion factors between the determined characteristics of 

the electrode weight/volume to the cell characteristics[109]. The use of volumetric energy 

density as opposed to mass energy density for characterizing nanostructure based devices has 

also been proposed[110]. The rationale is the presence of abundant equivalent porosity and low 

packing density (e.g., typically < 1 cm3/g, for activated carbon[111]), in the nanostructure 

arrangement, which may lead to overestimates of the energy density. The consequence is a 

conversion factor/ratio between the mass based energy density and the volumetric energy density 

of less than 1, e.g., considering the placement of 10 nm diameter multiwalled CNTs (with 

intrinsic density[112] of ~ 2.1 g/cm3) and 0.1 µm in height with a spacing of ~ 20 nm on a 1 cm 

X 1 cm substrates results in a packing density of  ~ 0.7 g/cm3 – then an energy density of 10 

Wh/kg would translate to a volumetric energy density of 7 Wh/liter. Smaller CNT spacings 

would be needed, say, < 15 nm as related to the above example to achieve a conversion factor of 

~ 1. A convenient comparison for such values are those reported for the Nexelion
® battery, of 

160 Wh/kg and 480 Wh/l [102], where the conversion factor seems to be ~ 3.  
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            Careful attention must also be paid to the EC energy density metrics, especially in the 

case of nanostructured devices. For example, theoretical estimates of the areal density, e.g., 

1500-3000 m2/g for CNTs [83] or graphene have been used to indicate that extremely high 

capacitance/unit mass values may result, through converting from F/m2 to F/g (see end of 

Section 2.3.2). In the case of graphene, assuming a thickness/spacing/pore width (tw) of 0.335 

nm, the area density, S (in m2/g) = 2 / ρtw
~ 2714 m2/g where ρ� is the density (assumed to be 

that of bulk graphite of ~ 2.2 g/cm3). This value assumes that both sides of the surface are 

amenable to adsorption (i.e., when only one side is considered, the S is halved to be at ~ 1357 

m2/g). Higher values of S, say 3100 m2/g [113]have been reported where the effective density of 

the packing and not the intrinsic material seems to have been considered. A reduced density of ~ 

0.47 g/cm3 was also reported for graphene synthesized through the microwave exfoliation of 

graphene oxide[114] which was presumably responsible for the larger S. However, caution with 

respect to the overestimation of the effective area is still valid, as indicated below. 

             While on the one hand, it has been thought that there would be a saturation in the 

obtained capacitance values, due to space charge effects, at areal densities of ~ 1200 m2/g[115] 

corresponding to pore size widths of ~ 1 nm, it has also been observed that methodologies for 

estimating areas through gas adsorption kinetics, say through the Brunauer-Emmett-Teller (BET) 

mechanisms[116] over-estimates the available area, mainly due to the intrinsic assumptions 

involved in BET based analysis. While the underlying aspect in BET of modeling multilayer 

adsorption, with negligible interlayer interactions and variation, may be valid for gas adsorption, 

the extension to a varying electrolyte ion concentration outwards from the electrode is not 

apparent. For example, the diameters of the ions in aqueous solutions (e.g., K+ and Cl- ions at ~ 



Page 63 of 317

63 
 

63 

 

0.3 nm) may be comparable to the N2 gas (with molecular diameter ~ 0.3 nm) used in gas 

adsorption analysis, while the ions with commonly used organic salts such as TEATFB (Tetra-

Ethyl Ammonium TetraFluoroBorate) may be much larger, viz., the TEA cation has a diameter 

of ~0.68 nm, while the BF4
- anion is ~ 0.44 nm[117]. Consequently, it has been argued that all 

the pores may not be accessible as in many such cases the sizes of the organic salt/solvated ions 

may be comparable to[75] or bigger than the species used in the gas adsorption studies. The lack 

of access to the pores may then result in a reported capacitance per unit area larger than the true 

value (also see Section 4.9.1). However, if wetting of the underlying electrode (see Section 4.8.4) 

is ensured, and the charge or discharge rates are slow enough to approach thermodynamic 

equilibrium, then the BET area may indeed be representative of the actual area.  

            As an alternative to BET based mechanistic analysis for modeling experimentally based 

gas adsorption data, smaller areal densities have been obtained through density functional theory 

(DFT) based calculations[76]. Concomitantly, issues related to modeling the pore size 

distribution for the area estimation may also need to be carefully considered with respect to the 

validity of the underlying assumptions involving, e.g., slit like pore widths in DFT based 

calculations, the inertness of the adsorbent, or pore dilation effects[118].   In the case of CNTs, 

for example, the effect of the cylindrical pore shapes with varying monolayer structures seemed 

to give a ratio of the BET determined area to the geometric area as high as ~ 3, the ratio being 

larger for smaller diameter CNTs[119].    

           In light of the discrepancy with respect to the area density, say through BET 

determination, it is perhaps better to report the capacitance values in units of µF/cm2 (where the 

area is considered with respect to the projected area and a roughness factor may be introduced – 
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see Section 4.8.4) as this is more closely related to experimental measurement. Simply, a 

capacity of 100 F/g would then translate to ~ 10 µF/cm2 with a determined specific surface area 

of 1000 m2/g (as would be typical to activated carbons used for ECs – see Section 4.9). While 

mass capacitance densities are undoubtedly useful, they are really pertinent for the overall 

device, which includes components besides the electrodes.  

             A reasonably comprehensive [120] review of the best practice methods for evaluating 

EC performance indicates appropriate test fixture protocols as well as measurement procedures, 

which could be adopted for comparison between different experimental results. While realistic 

characteristics, say pertaining to the equivalent resistance (ESR)- crucial for determining the 

power density - can indeed be only obtained through the construction of the cell that would be 

ultimately used, laboratory protocols that evaluate electrode characteristics could employ more 

reasonable testing procedures. This includes, e.g., (a) proper usage of three – electrode vs. two-

electrode setups. While the former is characteristically used in commercial voltammetry (see 

Section 3.1), the latter is more typical of a two-terminal capacitor, (b) choice of electrolyte and 

care in extrapolating to commercial devices. It is well known, for instance, that a larger 

capacitance can be obtained through the use of aqueous electrolytes compared to organic 

electrolytes, (c) the use of EC device discharge curves (where the voltage scan rate at a constant 

current can be used to determine the capacitance – see Section 3.2) to estimate the capacitance, 

which should be carried out in the Vmax to Vmax/2 range- as would correspond to practical 

implementation, (d) the time scales involved should be sufficiently rapid to avoid mass diffusion 

effects while capturing the relevant electrode transfer characteristics, (e) it must be noted that 

extrapolation of nanostructure thickness characteristics to those of practically needed commercial 
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electrodes (which are typically 0.1 mm- 0.2 mm thick) is not well established and would also 

lead to inaccurate estimates. Moreover, the specific roles and contributions to charge 

transfer/capacitance of the cation or the anion needs to be investigated, e.g., through cyclic 

voltammetry (see Section 3.1) by working on the negative and positive potentials with respect to 

a standard reference, say the point of zero charge (PZC), as was suggested in Reference [120]. 

However, the measurement with respect to the PZC is not always feasible, e.g., when Faradaic 

processes are present, they may dominate the double layer currents in an EC (see Figure 9 and 

related text in Section 3.1 as well as Section 5.1.3).  It may then be feasible to carry out the 

experiments and report the electrode/device capacity with reference to a point of minimum 

capacitance (PMC). In the next section, we will review the experimental procedures in vogue for 

monitoring the currents and voltages in typical EC devices.  

3 Methodologies for 

measurement 

         The details of various electrochemical methods, instrumentation, and measurements have 

been covered in much detail in well-regarded books, e.g., Bard & Faulkner[79], Holze[121], 

Linden[34],  Kissinger & Heinemann[122], among numerous others. Consequently, we will only 

summarize the principles of a few methods that may be used to measure and monitor the amount 

of charge storage in a given structure/device from the point of view of an EC. In most cases, 

since charge transfer occurs at/due to the coupled electrode-electrolyte interface, interrogative 

methods that incorporate both the electrode and the electrolyte, are essential. This implies that 
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vacuum based diagnostics and modeling, as is sometimes necessary for the original 

understanding, is quite difficult to implement[123].  

         The thermodynamic state of an electrode, in terms of its propensity for charge transfer, may 

be most conveniently understood through the application of an electric potential/voltage. The 

electrical current (AC/DC) – as a conjugate electrochemical variable[123], may monitor the 

kinetic processes, in terms of the consequent rate of charge transfer. The response of a time 

dependent current (/voltage) to a steady-state/dynamically impressed voltage (/current) then 

forms the basis of monitoring charge transfer and derivatives such as the associated impedance 

(i.e., incorporating resistance, capacitance, and inductance). Auxiliary techniques, e.g., 

ellipsometry, Raman spectroscopy, in situ/operando scanning microscopy, etc. have also been 

used to correlate the change in electrode surface characteristics and the hybrid energy levels, but 

have generally suffered from lack of precision due to the presence of trace impurities (even at the 

levels of parts per billion) as well as the complex nature of the electrode-electrolyte interface.  

Generally, the capacitance, C, is a measure of the change of charge (dQ) to a given change in 

voltage (dV), and the net charge over an impressed voltage range is given by:   

                                                       dQ
Q1

Q2

∫ = C(V )dV
V1

V2

∫
          (10)

 

 When the C is constant over the entire voltage range being considered (which is not always true 

– see Section 5.1), the ∆Q = C∆V, where ∆Q = Q2-Q1 and ∆V=V2 – V1. The important point is 

then that since there is no absolute potential reference, say, V1, only the difference between two 

charged configurations and not the absolute magnitude of charge can be measured. A convenient 

voltage reference – for the potential values on the horizontal axis in CV- is the PZC, which can 
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be determined through measurements. Values more positive (/negative) compared to the PZC 

value are favorable for probing anion (/cation) related adsorption processes and associated 

electrochemical kinetics.  The transients at either ends of the CV scan, which occur, when the 

potential scan is inverted could indicate the relative influences of the ion adsorption and 

relaxation times. However, the mode of charge accumulation, i.e., whether charge accumulates 

as mobile or static charge, is not apparent through such thermodynamic measurements. The 

understanding of such distinctions is important for correlating the mechanisms of charge transfer 

in an electrochemical reaction where decay in the performance may be due to the interconversion 

between these two types. We first discuss a model technique where the independent variable –the 

applied voltage is a function of time (t), i.e., V (t), as used as in cyclic voltammetry (CV) to study 

diffusional and electron transfer processes involved in charge storage. 

 

 

3.1 Cyclic Voltammetry 

(CV) 

                The CV technique involves perturbing an electrochemical system away from 

equilibrium by applying a triangular voltage waveform, between two electrodes (the working 

electrode and a reference electrode): Figure 9 (a) and measuring the electrical current (I) 

response: Figure 9 (b). While a reference electrode (e.g., a standard calomel electrode) is present 

in a three-electrode test cell, this is dispensed with in a two electrode EC. The potential 

difference in the former is applied between the test/working electrode and the reference 

electrode, while the measured current is reckoned between the test electrode and a counter 
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electrode.  The charge involved in a particular electrochemical process may be monitored 

through, Q(t) = I (t)dt
I1

I2

∫ , while the area enclosed by the I-V  plot is a measure of the electrical 

power which multiplied by the time yields the expended energy. The rate of change of voltage is 

referred to as the scan rate (s) and informs on both the thermodynamics and kinetics of charge 

transfer. The lower and upper limits, i.e., in the range: 0 < s  < ∞, correspond to the 

thermodynamic equilibrium and kinetically limited regimes, respectively. More practically, the 

range would be much more limited as relevant electro-physical processes from chemical reaction 

velocity to electron transfer and ion diffusion are of finite speed. As extensive monographs exist 

on the performance and conduct of CV, e.g., Reference [124], we restrict our attention here to 

the significant features of a typical CV plot – see Figure 9 (b). 

 

3.1.1 Characteristics of a 

typical CV plot 

           The generic peaked shape of the curve, in Figure 9 (b), results from competing diffusion 

and kinetic processes. To explain, at time to and an electrical potential/voltage: Eo (point A), O is 

the abundant redox species. When the applied potential is now decreased (the IUPAC convention 

indicates decreasing voltage as we move from the left to the right with cathodic/negative 

currents, say iC, at the top and with anodic/positive currents, say ia, at the bottom[124]), at some 

potential close to Eo

'  
 the reduction of O to R (see Eqn. 2) will begin to occur. As the potential 

decreases further past Eo

' , the O begins to reduce more rapidly and a diffusion layer forms at the 

surface of the working electrode. Once the diffusion layer becomes sufficiently thick such that 
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the diffusion of O to the working electrode is equal to the diffusion of R away from the electrode, 

a peak current ip is reached at a potential Ep. The difference between Ep. and Eo

' is related to an 

overpotential and proportional to the overall system resistance. Past Ep the diffusion of R away 

from the working electrode is sufficiently large to impede diffusion of the O to the 

relevant/working electrode, which then depletes at the electrode surface. As a result of the 

greater flux of R away from the working electrode (compared to the flux of O to the working 

electrode), and the increasing diffusion layer thickness (δ�) the current begins to decay through 

being proportional to zFAIoD /δ . The z is the number of transferred electrons for the O to R 

reaction, A is the electrode surface area, Io is the bulk concentration of the species undergoing the 

reaction, and D is the relevant O/R species diffusion coefficient. Finally, at the ilim no Faradaic 

reactions occur at the electrode surface. Once Eλ  is reached, the reverse reaction begins to occur 

and R begins to diffuse to the working electrode. Close to Eo

' , the R begins to oxidize to O until a 

peak current is again attained, now with the opposite (i.e., anodic) polarity. Past Ep the current 

decays until the limiting current is reached. A proper setting of the Eλ is hence necessary to 

observe all such features. For instance the Eλ  must be sufficiently far away from the Ep to avoid 

convolution with Faradaic currents, since the former represents the potential at which the double-

layer restructures itself due to a change in the electrode polarity. For instance, when the electrode 

polarity changes from (+) to (-), negatively charged ions in the IHP and OHP (Section 2.3.1) are 

repelled electrostatically by the (-) charge on the electrode, while positively charged ions are 

attracted. In the limiting case of Eλ  >> Ep, the idl can be approximated by difference between the 

baseline current ib and the ilim as defined by: 
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                                                   Cdl = idl

A ⋅ s
= | ib − ilim |

2A ⋅ s           (11)
 

As can be seen from Figure 9(b), the anodic and cathodic peak currents are considered 

with respect to the their respective baseline currents ib - which results from charge migration 

from the bulk solution to the surface of the electrode, causing ions to stack preferentially near the 

surface of the electrode based on the electrode polarity through the double layer (Section 2.3.1). 

The measured Cdl would then be dependent on the applied potential through ilim and the 

Helmholtz model would not strictly hold. Consequently, a diffusion capacitance (CD) based 

model may need to be used (Section 2.3.2). However, if the capacitance is large and the potential 

range under investigation is relatively small, Cdl could be approximated to be independent of 

voltage over the specific voltage range. The Faradaic capacitance (CF) associated with the 

anodic/cathodic peak currents can also be determined. Generally, the CF is not a capacitance in 

the typical sense, since it results from non-transient currents associated with charge transfer. The 

term is defined through: 

                                                                   
CF =

| ip |

s        (12)
 

The ip is graphically determined in CV plots as the difference between the measured current and 

the ib at the peak potential as indicated in Figure 9(b). A linear fit of ib represents the limiting 

case of no change in the diffusion layer current near the peak potential and is comprised of idl 

and ilim, the accurate estimation of which is crucial. It must be ensured that the O ↔R conversion 

is complete for obtaining the true and relevant capacitance values. Further details on the curve 

fitting and quantity estimation have been previously elucidated[125].  

            Generally, the shape of the CV plot (with reference to Figure 9 (b),) may either be 
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constituted mainly from (i) rectangular – indicative of a purely double layer contribution: see 

Figure 10, also see Figure 46(ii) a Faradaic peak – indicative of a specific redox contribution, as 

in Figure 9 (b) or , Figure 56 (B), (iii) a sloping ellipsoid, see for example, Figure 56 (A)– which 

occurs due to a parasitic resistive background or for kinetic reasons [127], where the cycling time 

is shorter than the ions’ relaxation time, or even (d) sigmoidal – when nanoscale electrodes may 

be involved. While peaks in CV correspond to specific redox/Faradaic reactions, the possibility 

of multiple states of adsorption of metals/radical species due to a distribution in the binding 

configurations and energies is well recognized. Such a distribution is manifested in CV through 

multiple peaks over a voltage range (e.g., of ~ 0.2 V in the case of H adsorption on Pt 

surfaces)[123] - also see Section 5.1 and text as related to Figure 46 and Figure 48. The CV plot 

of a typical battery-like material is indicated in Figure 52. 

               CV has also been used to understand the mechanisms involved in the 

electrode-reactant coupling[128], as to whether the coupling is weak (a non-adiabatic  

limit) or strong (the adiabatic  limit). It was noted that while two alternate 

methodologies, i.e., (i) based on the calculation of the potential energy curves (and use 

of the Marcus transition state theory, as discussed later with reference to Figure 23, and 

a (ii) density of states (DOS) based model – based on a Gerischer diagram based 

approach (see Figure 30), where the transition probability for an electrode to/from a 

reactant is calculated, give identical values for the rate constant in the non-adiabatic 

limit, the results differ for the case of strong coupling/adiabatic limit[129]. Notably, a 

splitting of the voltammetric peak was predicted by the DOS based methodology for 

large coupling strength as well as the reorganization energy, and may be evident for 

adsorbed redox systems/those exhibiting pseudocapacitive behavior (Section 5.1). In 
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contrast, with a potential energy based understanding no such peak splitting was evident 

and the consequence of large coupling strength was only that the peak current would be 

diminished with a concomitant broadening of the peak width 

 

3.1.2 Reversibility, 

irreversibility, and quasi- reversibility 

              The peak current ratio ip,c/ip.a  as well as the potential peak separation ∆Ep ( = Ep,c - Ep.a ) 

in the voltammogram can be used to determine the degree of reversibility of a particular 

oxidation-reduction reaction (Eqn. 2). The relevant charge transfer characteristics are typically 

indicated through determining the solutions to the flux equations, where the experimental time 

scales are shorter than the times needed to obtain steady state. Furthermore, charge transfer 

kinetics are such that they follow Nernstian behavior, i.e.,  

                                                 E = Eo

' +RT

zF
ln

IO (0,t)
IR(0,t)           (13)

 

with E = Ei - νt, with Ei being the initial voltage R as the universal gas constant (=8.31 J/mole 

K), Io (0,t) and IR (0,t) being the concentration of O/R at the electrode surface (x=0). Assuming 

semi-infinite diffusion, Fick’s law and the boundary conditions for the forward reaction of O to R 

(with respective diffusion coefficients: Do and DR) it can be shown [79,130]that the current, I, at 

any point in the CV curve is defined by:         

                   

i = zFAIo πDo χ (ςt),  with ςt = zF

RT
E − Eo

' − RT

nF
ln

Do

DR











          (14)
 

While ς t is a dimensionless parameter, the function χ�ς t) – which has been shown to be 
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related to a Fermi-Dirac function[131] must be solved numerically and a maximum current; ip 

may be obtained: 

                   i
p

= 0.4463
F 3

RT
z

3
2AD

o

1
2I

o
s

1
2 = 2.69 ⋅105 z

3
2AD

o

1
2I

o
s

1
2(at 298 K)       

(15)
 

The above relation has been cited as the Randles[132]- Ševčík[133]equation. Assuming 

Nernstian charge transfer behavior, the potential for which the current reaches a peak value 

would be: 

                                  Ep = Eo

' + RT

zF
ln

DR

DO








γ













−1.109 ⋅γ














          

(16)

 

γ = ± 1 for the anodic/cathodic sweep. If it is assumed that DO = DR (= D, say), then the anodic-

cathodic peak separation (∆Ep,r) is:  

 

∆Ep, r ≈ 2.3RT

zF
= 59

z
 mV (at 298 K)

          (17)
 

  

Generally, reversible charge/electron transfer considering Eqns. (15) and (16), is therefore 

defined by three important relationships:  

(1) The ip  (from Eqn. 15) is proportional to IO or IR as well as s  

(2) ip,c/ip.a ~ 1,  

(3) ∆Ep (from Eqn. 17) is not a function of scan rate or concentration. 

  

               For systems exhibiting irreversible charge transfer, e.g., due to adsorption of the redox 

couple onto the electrode or due to the coupling of homogeneous reactions, which prevent the 
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reverse reaction from occurring, the currents diminish with successive voltage sweeps is shown 

in Figure 10. In this case, only the forward (/backward) reaction needs to be considered, e.g., for 

a predominant forward reaction, we get: 

                                                         O + ze
− k f → R             (2’) 

Using methods similar to those used for obtaining Eqn. 15, we get for the peak current in the 

irreversible case (ip,irr) and the Ep,
  

                                          
ip,irr = 2.99 ⋅105α

1
2ADo

1
2Ios

1
2 (at 298 K)

       (18a) 

                                      
   

Ep = E − RT

nF
0.78 + ln

Do

1
2

ko
+ ln

α Fν
RT











       (18b)

 

While the ip,irr is once again proportional to CO and s , the ∆Ep is now dependent on the scan 

rate as well as the chemical rate constants, unlike in reversible systems (see Eqn. 17).   

Knowledge of the ∆Ep enables the determination of standard rate constant ko (which is related to 

the ratio of the forward and the backward reaction rate constants, kf and kb , understood through 

an Arrhenius activation energy based form, through:  

      

k f = k0 exp −α F

RT
(E − Eo

' )





, kb = k0 exp (1−α )
F

RT
(E − Eo

' )





 
          (19)

 

where α� is a charge transfer coefficient and a measure of the symmetry of the energy barrier 

for reduction or oxidation reactions to occur. Typically a value for α� = 0.5 is considered a 

reasonable approximation[79].   The above equations may be rearranged to yield a direct relation 

between the ∆Ep and the ko
 (= kf/kb) may be defined.  

            The reaction rate constants in turn are fundamental to the Butler-Volmer equations for the 
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net current in a redox reaction, where the net current is considered through the difference 

between the forward (f) and the backward (b) currents, as typical to equilibrium through: 

                                               i = FA[k f IO (0,t) − kbIR (0,t)]             (20) 

Putting in the forms of Eqn. (18) into Eqn. (19), we may also obtain a more recognized form for 

the Butler-Volmer equation, as: 

                                   

i = io exp −α F

RT
∆Ep

'





− exp − (1−α )F
RT

∆Ep

'













        (21) 

The io is defined as an exchange current (also see Section 4.3 and discussion related to Figure 24) 

and is formally the cathodic current (or the negative of the anodic current) at equilibrium and 

∆Ep

' is the peak separation voltage in excess of the ∆Ep,r – from Eqn. (17) – akin to an 

overpotential[80]. An alternative formulation of the Butler-Volmer expression is given later in 

Section 4.3, as Eqn. (36). 

              For quasi-reversible systems, which may be considered to be intermediate between 

reversible and irreversible systems, electron transfer kinetics of the forward (/reverse) reaction 

are not sufficiently facile and the opposing reverse (/forward) reaction must be taken into 

account. For a one-step, one-electron transfer the reaction can then be defined through a 

modification of the basic Butler-Volmer relations (Eqn. 20). The current flux is then given 

through: 

                             iquasi = k
0 exp

−α F

RT
(E−Eo

' )
Io(0,t) − IR (0,t)exp

F

RT
(E−Eo

' )




         (22)
 

The resulting equations for the peak currents (ip, quasi) and the peak separation: ∆Ep, quasi are given 

by[79,134]:  
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                                                      ip, quasi = FA
DoFs

RT
IoΨ(E)

        (23a) 

                                     
Ep, quasi = Eo

' + RT

F

1
z

ln
DR

DO




















− Ξ Λ,α( )












      (23b)    

                                                      

Λ = ko

RT

DFs
= ko

RTt

DF(E − Ei )           (23c)
 

It should be noted that the symbols Ψ E( )and Ξ Λ,α( )  are relatively complex, dimensionless, 

functions of the potential (E), and the Λ (the Matsuda-Ayabe parameter) and are depicted in 

Figure 11. Consequently, it can be shown that ip, quasi is not directly proportional to s , due to the 

additional dependence of the scan rate of the Ψ E( ) . The peak separation: ∆Ep, quasi is inversely 

proportional to the s . 

           The variation of the cathodic and the anodic peak potentials with the logarithm of the s 

may also be used to determine the electron rate constant as well as the transfer coefficient 

(α��in the Butler-Volmer equation – see Eqn. 20) in diffusionless systems[135]. The basis is 

from an extrapolation at very large s� corresponding to complete irreversibility to an s where the 

equilibrium redox potential is obtained. If the intercepts from the anodic and the cathodic sides 

meet at the same point, this would correspond to α = 0.5 [135]: Figure 13. The deviation is a 

measure of α from which the rate constant (ko) can be calculated (see Eqn. 19). The initial 

horizontal part of the curve represents the range of s where close to equilibrium conditions are 

present. At larger scan rates (s�>so, a critical scan rate), deviations from equilibrium/quasi-

equilibrium[136] are manifested in a Tafel-like[137] region, where the forward/backward 

(anodic or cathodic) reactions are preferred. 
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The limiting scan rate (s�) is implied from the exchange current density, i.e., from io = 

Cs�. It was proposed that [138] s� could be considered a surface area independent reversibility 

parameter, with a relationship between the separation of the irreversible peak (Vp, irrev) and the 

reversible peak (Vp, rev) voltages of the form:  ∆Ep = (Vp, irrev – Vp, rev) = h [ln (s) – ln (s�)], where 

h = RT

zα F
and α���s the transfer coefficient for a reaction involving  z  electron transfer. When 

irreversibility sets in, the exchange current density (io) is very small implying a large charge 

transfer resistance, Rct: 

                                                                    Rct = RT

Fio

                     (24) 

An alternate discussion with respect to a s/k ratio is considered for pseudocapacitive processes 

(as in Figure 48 in Section 5.1), a critical value beyond which beyond which irreversibility sets 

in. For adsorbates undergoing redox reactions, this would result in a displacement of the cathodic 

and anodic peaks in proportion to the increase of s above s�.  

 

3.2 Chronopotentiometry 

                 When a constant input current (applied for a certain time) drives reactions at the 

electrode surface and the potential of the system is measured, such a measurement scheme is 

referred to as Chronopotentiometry, and provides complementary information to CV. The 

principles of this technique are indicated in Figure 14. When a current (isource = io) is put in: Figure 

13 (a), electrons flow into the solution and the O species is reduced at a constant rate at the 

working electrode surface. Once the surface concentration of O is exhausted, the magnitude of 
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the measured potential increases rapidly until another reduction potential is reached, resulting in 

a step-like function for the measured potential. Since ideally polarizable electrodes do not exhibit 

redox reactions, the transitions between different redox events should be observed. The voltage 

response should only exhibit linear behavior as shown in Figure 14 (b). 

               The time associated with the reaction can be termed a transition time (τ) and is a 

function of the diffusion coefficients and surface concentrations (IS) of the O and R, and may be 

estimated through the Sand equation:  

                                                   τ =
zFAIO/R

S πDO/R

2isource











2

         (25)

 

Analogous to ip and the instantaneous current in CV, τ and the measured voltage can be derived 

analytically by using the semi-infinite linear diffusion boundary conditions and the flux 

equations. The capacitance can be derived from the slope of the Voltage-time plot, as indicated 

in the caption to Figure 14 (b), where it is seen that the voltage window (∆V) and time associated 

with charging (∆t) both play critical roles in influencing the electrode capacitance. For purely 

double-layer capacitors, ∆V is determined and characteristically related to the value at which the 

solvent undergoes electrolysis, i.e., for aqueous solutions ∆V is ~ 1 V, while organic solvents, 

such as acetonitrile, typically have much larger breakdown voltages of ~ 2.7 V[68]. When a 

redox couple is added to the solvent-solute system, the current supplied drives Faradaic reactions 

at the electrode surface until the surface concentration of the redox couple is depleted. The 

voltage at which this occurs is dependent on the reversibility of the system[125]. Assuming that 
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∆V is fixed for a given solvent, the Faradaic capacitance: CF can be defined for 

chronopotentiometric systems as: 

                                                        CF = isourceτ
∆V

~
IO/R

S

∆Visource          (26)
 

with τ being the time associated with the Faradaic reactions. Furthermore, from Eqn. 26, a 

maximum CF can be obtained with small source currents and when the surface concentrations are 

maximal. Additionally, an equivalent series resistance (ESR) may be calculated experimentally 

through RESR= ∆V/2io as indicated in Figure 14 (b).  In electrolytic capacitors, RESR is a 

combination of the current collector resistance, Rs, Rct and the contact resistances of the terminal 

leads. A low value of RESR is critical for high power applications, since large resistances can lead 

to heating and expansion of the electrolyte, causing capacitor failure. 

 

3.3  Electrochemical 

Impedance Spectroscopy (EIS) 

                  An alternate technique that is used to monitor the thermodynamics and kinetics of 

charge transfer through considering the net impedance in an electrochemical process in the 

frequency domain, is the EIS[139]. The frequency range may probe and span diffusion processes 

(in the milli-Hz: mHz range, corresponding to mass transfer occurring over time scales of 

seconds to hours) to electron transfer kinetics (in the Mega-Hz: MHz, range, corresponding to 

much faster time scales related to charge transfer) occurring in electrochemical process. As the 

EIS technique has been extensively discussed in specialized books[139,140] as well as in 
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standard electrochemistry textbooks[79,80,141], we delineate only the salient aspects relevant to 

nanoscale charge transfer. EIS records such frequency variable response (e.g., through a 

measured electrical current – which may include contributions from both electrons and ions) of 

an electrochemical system to an applied stimulus (e.g., through an applied potential 

difference/voltage). 

                Generally, a constant DC potential Edc is applied to the system (to set the surface 

concentrations of the O and R) in addition to small amplitude AC signal (EAC) of a given 

frequency, to induce small perturbations to the equilibrium. The EAC and the resulting current IAC 

would be out of phase with each other, due to capacitances such as Cdl and CF, yielding a 

complex impedance Z (= ratio of EAC to IAC) – constituted from real (Z’) and imaginary (Z”) 

components, representing the passive (resistive) and reactive (capacitive and/or inductive) 

contributions, respectively. Two representations are then favored for EIS: (1) The Bode plot, 

which considers the variation of the amplitude, |Z| and the phase, φ [= Tan-1 (Z”/Z’)] with 

frequency, or (2) The Nyquist plot, which plots (by convention [64]) - Z” (on the vertical axis) 

vs. Z’ (on the horizontal axis).  

                The obtained Z is fitted to integrated resistor-capacitor models with an aim to 

understand the relevant electrical and electrochemical processes.  One popular model is the 

Randles circuit, indicated in Figure 15. The Warburg impedance: Zw indicated in Figure 15 

represents the frequency (f =ω/2π) dependent diffusional processes and is constituted from both 

capacitive and resistive attributes. It can be derived that [79,141]: 

                  
Zw = σ

ω
(1− j); where σ  = 

RT

z
2
F

2
A 2

1

IO DO

+ 1

IR DR











        (27)
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The net impedance (Znet, R) of the Randles circuit may be obtained through the addition of the 

resistive and capacitive impedances, with real  (Zreal, R) and imaginary (Zimag,R) components, i.e.,  

                                                   Znet = Zreal, R + Zimag,R          (28a)      

                                 Zreal ,R = Rs +
Rct + σ

ω
(Cdlσ ω +1)2 +ω2Cdl

2 (Rct + σ
ω

)2

      (28b) 

                                    

Zimag,R =
ωCdl Rct + σ

ω






2

+ σ
ω

Cdlσ ω +1( )
(Cdlσ ω +1)2 +ω2

Cdl

2 (Rct + σ
ω

)2

      (28c)

 

The figure represents yet a simplified model in that possible contributions from 

pseudocapacitance (see Section 5.1) and quantum capacitance (see Section 4.11) have not yet 

been included. Additionally, the electrolyte capacitances as well as additional parasitic 

capacitances and resistances have also been ignored. For Faradaic processes with quasi-

reversible/irreversible systems (see Section 3.1.2), a Rct (= RT/Fio) is defined (where io is an 

exchange current – as in Eqn. 24) and is dependent on the relative concentration ratio: IO / IR
, 

through the applied DC offset voltage. For instance, when IO (/IR ) is larger than IR(/IO ), the 

diffusion of R (/O) to the electrode can be hindered. It is also apparent that analytical 

formulations would quickly get relatively unwieldy with additional capacitances or resistances. 

However, the high frequency (ω → ∞) and low frequency (ω → 0) examination of Eqns. 28 are 

often used for insight. For example, in the former limit, the Zw (see Eqn. 27) may be neglected 

and hence:  
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                                       Zreal ,R(ω → ∞) ~ Rs + Rct

1+(ωCdl Rct )
2

        (29a)  

                                         
Zimag,R (ω → ∞) ~  

ωCdl Rct

2

1+(ωCdl Rct )
2

        (29b) 

The above relations could be combined into a form, that is akin to the equation of a circle in the 

complex plane, with a center coordinate: Rs + Rct/2, and radius: Rct    

                                         Zreal ,R − (Rs +Rct

2
)





2

+Zimag,R
2 = Rct

2






2

          (30)
 

Consequently, a plot of the real and measured parts of the complex impedance, as a function of 

the frequency can be made, as indicated in Figure 16 (a). However, at low frequency (ω → 0) 

regime, the Zw is dominant as the electrochemical response is diffusion controlled. Consequently,  

                                                  
Zreal ,R(ω → 0) ~ Rs + Rct + σ

ω                    (31a) 

                                                   
Zimag,R(ω → 0) ~

σ
ω

+ 2σ 2
Cdl

                   (31b) 
 

             Generally, at sufficiently low frequencies, Zreal,R is dominated by diffusion processes 

(given by the σ  in Eqn. 26) and the phase (φ) = 45o. The transition between the kinetic and 

diffusion dominated regimes is termed the knee frequency fknee,  - see Figure 17(a), which also 

represents a change from resistance dominated to capacitance dominated behavior. The time 

constant (T.C.) for the charging and discharging cycles is related to 1/fknee. A smaller T.C. is 

desirable for larger power density devices. If φ continues to increase from 45o to 90o below fknee, 
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as with purely double-layer capacitors, the equivalent circuit model shown in Figure 14 is no 

longer valid. Note that a 900 phase angle is representative of an ideally polarizable capacitor and 

the Zw can therefore be replaced with a CF. element. A purely capacitive frequency response at 

low frequencies is indicated in Figure 17(b). 

            We will first discuss an immediate and important application of EIS, with respect to its 

usage in characterizing the performance of ECs in terms of representing the device as a 

distributed resistor-capacitor based equivalent circuit. 

 

3.3.1 An EIS application: 

Self-discharge in electrochemical capacitors  

Another irreversible characteristic that plagues capacitive characteristics in particular and 

energy storage in general is the aspect of self-discharge. EIS based experimentation may be 

useful to understand the involved processes. The basic idea of self-discharge is that there would 

be a driving force for the transformation of a high energy charged state to a lower energy 

discharged state[142] – see Figure 18. As overpotentials are typically required for redox 

processes (see Eqns. (16) and (23) in Section 3.1.2 and Eqn. (36) in Section 4.3) the self-

discharge process may also be concomitant with the decay of such potentials to the 

thermodynamic values. The self-discharge process may be modeled in this case through the 

parallel addition of a charge transfer resistance, Rct from Eqn. (24), to the nominal capacitance. 

Additionally, any Faradic charge transfer reaction that occurs within the potential window of an 

EC would yield non-polarizable electrodes with charge transfer across the double layer and/or 

through a redox shuttle, whereby the ions diffuse between the electrode pairs.  Gases, such as 
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oxygen or hydrogen, which may be generated in aqueous electrolytes, may also diffuse from an 

electrode where they are generated to the electrode of the opposite polarity. 

The self-discharge for the decay in the overpotential has been typically modeled through 

the equivalence of the Tafel current (valid for a particular electrode polarization [137]) of the 

form: i = io exp
αV (t)F

RT







 to the loss in the capacitor discharge current: i = − d

dt
[C(t)V (t)]. It 

has then been shown [142]  that for non-diffusional processes, the V (t) decays as (i) ln (t) for the 

case of self-discharge of the overpotential with a decay coefficient proportional to (RT/αF), and 

as (ii) exp (-t/RC), for a discharge dominated by Ohmic leakage resistance. Where diffusional 

processes may be involved, i.e., involving a concentration gradient driven impurity susceptible to 

Faradaic reactions within the allowed voltage window, a Randles- Ševčík type current, where 

I ~ t
−1

2  - see Eqn. (15), must be invoked which then implies a V (t) increase as t1/2 for this case. 

The mechanisms of self-discharge can then be relatively easily understood through concomitant 

plots of the voltage decay with time. A consolidated model for the self-discharge in an 

electrochemical capacitor is indicated in Figure 19. Considering that the self-discharge is an 

activated process, from Figure 18, an Arrhenius-type relation for the discharge current 

proportional to exp (-Eq/kBT) can be written, where the discharge increases with temperature. 

Typical activation energies (Ea) for Faradaically controlled processes are of the order of 0.4 eV 

to 0.8 eV, while lower for diffusional processes at around 0.2 eV[142] . This implies that for Ea = 

0.4 eV, that the discharge current would increase by more than a factor of three for a temperature 

rise (of 25 K) from 298 K (room temperature) to 323 K. Consequently, there is a large incentive 

to prevent thermal runaway, which has been considered to be one of the pernicious problems in 

energy storage management involving capacitors and batteries. Aspects related to self-discharge 
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are inevitable whenever Faradic processes are involved, as will be discussed later in Sections 5.1 

and 5.2. 

 

3.3.2 Components of the 

impedance 

        As discussed earlier, both electrical (i.e., charge transfer) as well as mass transfer oriented 

processes (e.g., species diffusion) may be modeled through EIS. One may assign a capacitance 

to each of these processes via the ratio of the magnitude of accompanying charge transfer to the 

applied potential, as well as a resistance to account for the dissipation concomitant to each 

process. By way of preliminary introduction, such assignment accounts for terms such as 

diffusion resistance/capacitance, reaction resistance/chemical capacitance (see Section 4.10), 

etc. From a broader perspective, thermodynamic considerations related to the fluctuation-

dissipation theorem[143] are apparent.  

             Complex Nyquist diagrams, enabling analytical expressions, may be composed from 

simpler components and principles, e.g., ranging in scale from considering the sum of individual 

specific resistor or capacitor components to elaborate transmission line models[144,145][146] – 

first used in describing the propagation of electromagnetic waves[147]. The aggregation of all 

such resistances and capacitances typical to a given representative volume element may be 

depicted by way of a transmission line model. It is then obvious that the choice of the volume 

element would be the most difficult in that it should simultaneously (a) be sufficiently simple, 

with a few representative resistor/capacitor elements, so as to allow insight, while (b) being 

reasonably comprehensive so as to capture the important and relevant electrochemical processes. 



Page 86 of 317

86 
 

86 

 

As an example, for probing charge transfer in an electrochemical device, constituted of two 

porous electrodes and an electrolyte, the following components each with their own specific 

resistance and capacitance could be assumed, i.e., (1) macroscopic electrodes separated by an 

electrolyte, (2) porous electrodes along with the interpenetrating electrolyte, (3) porosity on the 

pores (akin to micro-or meso-pores on a macroporous system), etc. Such models were developed 

by de Levie[145,148,149], and a particular equivalent circuit is shown in Figure 20.  

       Consequently, by utilizing EIS at different DC voltages and frequency ranges, the relative 

importance of CF, Cdl, Rct, and Rs can be determined. Each of these values is also affected by the 

electrode, electrode-electrolyte interface, electrode-redox couple interactions, etc. and can thus 

be used to characterize a range of electrochemical performance. While the amplitude, |Z| and the 

phase can be experimentally measured over a wide range of frequency for a given practical 

electrochemical system, the general difficulty is in the interpretation of the data in terms of an 

equivalent circuit/model, where (a) the values of the resistance/capacitance for individual 

processes may not be clear (see, e.g., the discussion related to charge transfer in a dye sensitized 

solar cell – Section 4.10), or (b) many equivalent impedance assignments can be made as the 

constraining parameters are only the |Z| and the phase. For example, a more comprehensive 

model – see Figure 21, for the case of nanostructures – may include the additional effects of a 

redox/Faradaic reaction induced pseudocapacitance (see Section 5.1), space charge capacitance: 

Csc (see Section 2.3.2) and a quantum capacitance:  CQ (see Section 4.11) as well as omnipresent 

shunt resistances:  Rsh, which arise due to defects and provide leakage paths for the stored charge 

in the capacitances. 

3.3.3 Capacitive dispersion  
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            From a thermodynamic point of view, it has been discussed previously that the charge 

distribution (and hence the capacitance) at an electrode-electrolyte interface should be a function 

of the electrical potential (See Section 2.3.2). However, there is often frequency dispersion to the 

capacitance, i.e., C(ω), which may need to be considered for realistic modeling of the 

experimental characteristics. Generally, the frequency dependent complex permittivity, ε(ω), is 

related to the real (εr´) and imaginary (εr´´) components through: 

                                   ε (ω) = εo εr(ω) = εo [εr´(ω)– jεr´´(ω)]                    (32) 

 where εo is the permittivity of free space (=8.854·10–12 C2/Nm2) and j = 1− . The electrical 

impedance, say as Z(ω) = Z´(ω)+ j Z´´(ω), may be then calculated from the complex capacitance 

)(* ωSC with εr (ω) = C(ω)
Co

= 1
jωZ(ω)Co

and Co = 
L

Aoε
, with A  as the electrode area and L the 

distance between the electrodes. Consequently,  

                                             Z’(ω)=
ε

r

"(ω)

ωCo ε r

' (ω)2 + εr

"(ω)2( )                    (33a) 

                                             Z´´(ω)= − ε r

' (ω)

ωCo εr

' (ω)2 +ε r

"(ω)2( ) .                    (33b) 

Plots for the frequency dispersion of εr´(ω) and εr´´(ω) may then be tabulated. 

       One may then compare electrical circuit models to characterize the Z(ω) variation in a 

typical electrochemical system, using, e.g., (i) an equivalent series resistance (ESR) model (see 

Section 3.3), (ii) a two-dimensional random network of resistors and capacitors (2D RC) 

model[150,151], and a derivative (iii) constant phase element (CPE) model[140,146,152]. The 
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idea behind such various representations was to investigate whether the net impedance, in terms 

of the resistance and capacitance of an electrochemical system could be considered in terms of 

lumped or distributed elements, and estimate the minimum number of needed fitting parameters. 

In the represented ESR model, of Figure 22(a), RESR��ω��embodies the frequency dependent 

dielectric polarization losses and Rp accounts for the leakage current in the capacitor. Then, 

Z��ω �=RESR��ω����j�ωC = (tan (δ)��j) �ωC, where "

'

)tan(
Z

Z−=δ
'

''

r

r

ε
ε=  is a 

frequency-dependent loss-tangent defined in terms of the real and imaginary components of the 

impedance/dielectric permittivity. 

           Alternately, the 2D RC model of Figure 22(b), may consider the electrode-electrolyte 

interface in terms of a distributed electrical network of resistors and capacitors. To describe the 

net electrical conductivity σnet consisting of an admixture of electrolyte (with a conductivity: 

σelec) along with a metallic electrode (with a conductivity: σM) we may invoke a mixing rule, 

with the consideration that the measured resistance would be some combination of the electrode 

and electrolyte resistances in parallel or in series. Assuming equivalent geometries, for the case 

of parallel addition: σnet,S= p(σ elec ) + m(σ M ), while for series addition: 

σ net , P( )−1
= p(σ elec )−1 + m(σ M )−1where p and m are the relative contributions from the electrolyte 

and the electrode, respectively. Nominally, the sum of p and m would be expected to be equal to 

unity.  We may then write that (σnet)
ϑ  = p(σ elec )ϑ + m(σ M )ϑ  (adopting the Lichtnecker mixing 

rule[153]) with �1 ≤ ϑ  ≤ 1, where the upper and lower bounds relate to the parallel and series 

combinations discussed above. Consequently, forϑ � 0 (assuming an equal number of series 

and parallel connections), it can be derived that[154] inter* = (σ elec

* )p (σ M

* )m . From considering the 
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electrolyte with electrical conductivity of: σelec (= jωεoεr´) and assuming that σM for the metallic 

electrode is purely real, the complex conductance of such a network can be derived to 

beσ 2 D  RC =
jωC( )Θ

R
1−Θ Z(ω) = LR

1−Θ

A( jωC)Θ = LR

A(ωRC)Θ cos
Θπ
2







− j sin
Θπ
2















, 

whereΘ = 2
π

cot−1(tanδ ). It has been previously shown that a three dimensional dispersion may 

adequately be represented through a two-dimensional network model[151]. The complex 

impedance can then be derived to be:  

                     Z(ω) = LR1−Θ

A( jωC)Θ = LR

A(ωRC)Θ cos
Θπ
2







− j sin
Θπ
2















          (34) 

While the ESR model considered a frequency dependent resistance, the CPE based 

representation invokes a distribution/dispersion of relaxation times, )(ωτ . Such representations 

have been extensively used to parameterize the frequency response of solid electrolytes [155]and 

solid-solid interfaces[140]. From a physical point of view, the influences of non-uniform 

potential and current distribution, roughness (see Section 4.8.4), composition variations, etc., are 

some of the parameters that could be described through such a model. The underlying idea of the 

CPE is to fit the impedance data, say that obtained through the distributed RC type model, over a 

defined frequency range. The constraint of a frequency range then implies that the electrical 

impedance, Z(ω) = 1
(Qω)Θ cos

Θπ
2







− j sin
Θπ
2















with Q as the only fitting parameter, and 

which can be reduced to resistive ( Θ����), inductive ( Θ������), or capacitive 

( Θ����) behaviors. The CPE aspect is manifested through the 
'

"

Z

Z
ratio, from which the 
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magnitude of the phase Θπ/2, is independent of frequency. Concomitant to the data fitting, 

further detailed statistical analysis may be used to indicate that the coefficient of determination 

[156] (i.e., the r2 value) for the distributed models (2D RC and CPE) compared to the lumped 

(ESR based) model. Another important metric to describe the goodness of fit between competing 

models uses the Akaike Information Criterion (AIC)[157]. The underlying idea behind the AIC 

is that it incorporates a penalty for increasing the number of fitting parameters and consequently, 

a model with the minimum number of fitting parameters is preferred and given a low AIC 

number.  

          Having considered the basic methodologies for the measurement of charge transfer, the 

review will now proceed to a discussion of the specific electrochemical processes that lay the 

basis for charge storage and transfer. While metallic electrodes will constitute the first topic of 

discussion, later we will discuss semiconductor materials with respect to the tunability of energy 

levels and concomitant carrier passage from the electrode to the electrolyte. 

 

4 Influence of the 

electrodes in charge transfer 

Charge transfer is manifested in the electrodes, electrolytes, and the electrode-electrolyte 

interface. In this section we focus on the electrode, with respect to the involved 

thermodynamics, the nature of the electrode surface, and influence of non-idealities. The 

material character, in terms of the charge carrier concentration, i.e., metallic or semiconductor 

materials, as well as the associated capacitances will be probed. This section would then serve 
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as a prelude to understanding hybrid surface-bulk processes that form the basis for 

pseudocapacitance behavior (Section 5). 

 

 

4.1 Charge carrier 

concentration in the electrode 

We consider the nature of the electrode from the atomic scale upwards from the viewpoint 

of the carrier concentration in the electrodes. The gamut runs from a material with infinite 

conductivity (e.g., a perfect metal, which is defined as a material that does not support an 

electric field) to a semiconductor/ insulator.  For a perfectly metallic electrode, the transfer of 

charges (electrons or holes) to an electrolyte would be accompanied by a surface charge layer - 

a form of a space charge layer – see Section 4.6.1, the thickness of which is inversely 

proportional to the carrier concentration and hence effectively tends to zero for metals). 

Consequently, the carriers would ideally respond instantaneously to any change of applied 

potential on the electrodes. However, the charge in less perfectly conducting electrodes (as in 

practical metallic electrodes) is dissipated over a period referred to as the dielectric relaxation 

time (�d = ε/σ), where ε�is the dielectric permittivity and σ is the electrical conductivity. For 

example, with a Si electrode of σ�� 106 Ω��m-1 – corresponding to carrier doping of ~ 

1021/cm3 [19], and an εr (see Eqn. 2) of ~ 18[158]), the �d is of the order of 0.1 ms. Such time 

scales would set the response of the double-layer (see Sections 2.3.1 and 2.3.2), with respect to 
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its formation and dispersal, and account for the large power density of electrochemical 

capacitors.  

It can be derived, from Maxwell relations and neglecting diffusional effects[159], that the 

spatial charge density, ρ decays as a function of time, following the relation: 

ρ(r, t) ~ ρ(r,t = 0)exp
− t

td and implies that in a uniform electrical conductor, any 

uncompensated charge must accumulate at points of discontinuity such as impurities or 

surfaces. The screening of the electric fields/potential gradients by such charge rearrangement 

also occurs over an approximate length scale characterized by the Debye length, LD (see Eqn. 

7). While the LD is the usual parameter considered in determining the length scale of carrier 

interactions, it is important to note that the derivation from the Poisson equation: ρ
ε

φ 12 =∇ , 

where ρ (= Tk

o
Be

φ

ρ
−

) is described through the Boltzmann approximation to the Fermi-Dirac 

distribution, and assumes that the potential, φ�<< kBT (~ 26 meV at room temperature of 300 

K), which may not always be true. Larger�φ values demand that the full Fermi-Dirac 

distribution be taken into account, yielding the Thomas-Fermi screening length, where kBT is 

replaced by the EF[160]. However, LD continues to be used widely and is quite appropriate for 

non-degenerate semiconductors with smaller values of the ρ. Generally, larger values of LD 

imply larger length scales where carrier interactions ought to be considered along with larger 

time scales of charging/discharging the formed EC. While the LD construes the screening of the 

charge on the electrode to take place in a continuum, the discreteness of the electrolyte in terms 

of the cations, anions, and the electrons is better understood through another overlapping length 

scale, i.e., the thickness of the diffuse double layer (Section 2.3.2). Other length scales have also 
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been invoked to describe the various species and mechanisms involved in charge transfer. For 

example, a distinction between free, bound, and adsorbed ions could be made on the basis of the 

LD as well as the Bjerrum length (LB) [161]. At distances less than that of the LB the ions can be 

considered bound as the relevant electrostatic energies are less than kBT and 

randomizing/Brownian motion could be reduced. On the other hand, at length scales > LD, the 

ions can be considered free as this length scale governs the radius of the oppositely charged, 

screening, atmosphere that surrounds a particular ion. 

 

4.2 The thermodynamics 

of charge transfer in a redox couple 

          The screening and the formation of the double layer (Section 2.3.1) affect and 

mediate the charge transfer at the electrode-electrolyte interface. For a metallic 

electrode, the carrier (electron/hole) transfer between the energy levels in the solid and 

the redox levels in the electrolyte proceeds through quantum mechanical tunneling 

processes, as discussed in the next section. The exponential correlation of the 

electrochemical reaction rate constant with the applied potential (see Eqn. 19) lends 

credence to such a mechanism. The Franck-Condon principle, whereby the electron 

movement corresponding to the redox reaction occurs at time scales much shorter 

compared to the atomic/ionic movement, is invoked in the charge transfer in the redox 

couple which may be present in the electrolyte. The energy scales and relative 

separations of the oxidized (O) and reduced (R) species can be understood qualitatively 

through the energy-reaction coordinate (q) diagrams as in Figure 23, where the Gibbs 
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free energies (G) are indicated and q refers to the average spatial separation between 

the moieties. The fundamental tenet of electron charge transfer may be interpreted in 

terms of a single electron oxidation/reduction reaction of the form: O + e
-
 � R (as in 

Eqn. (2) with n = 1).  Considering qox and qred as the equilibrium (and minimum) values 

relevant to the O and R species, the energy curves are represented in parabolic form 

(implying a Hooke’s law formalism for the constituent forces). Two important features 

in such diagrams are: (i) the relative displacement of the O and R energy curves (i.e., 

qred > qox), which may be understood through a corresponding greater equivalent 

volume (due to the addition of the electron) for the R, and (ii) that the free energy curve 

for R is lower than that for the O, implying that the redox conversion from O to R is 

energetically allowed and thermodynamically feasible.  

              Generally, a larger displacement (= |qred - qox|) would imply a greater barrier to inter-

conversion and in the language of reaction kinetics – a higher energy for the transition state in 

between the product and the reactant. The implication of such a shift is manifested in the case of 

an electron addition to O at qox through the electron affinity (E.A.) energy. Due to the R energy 

curve displacement, excess energy corresponding to the energy difference to the minimum of the 

curve (i.e., Gred

0 ) is dissipated and relates to reorganization energy  (λred). Similarly, the removal 

of an electron from R at qred (which yields O) implies an ionization energy (I.E.), with the 

corresponding energy difference to the O energy curve minimum (i.e., Gox

0 ) being dissipated and 

relating to the re-organization energy  (λox) of the O species. The difference: Gox

0 − Gred

0  

corresponds to the Fermi energy (EF), as the energy involved in filling the O species or as the 

energy related to the electron in the system. It is noted that the one-electron approximation for 
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the solid as typical to solid state physics[160] is being employed. Multiple electron transfers are 

considered as a succession of one-electron events, or reduced to a simplified form, where the rate 

determining one-electron transfer is dominant[124] see Eqn. 2’ in Section 3.1.2. 

           The physical significance of the λ is then further understood in terms of the energy 

difference between the R and the O energy levels at equilibrium, i.e., as related to the 

reorganization in the moiety involved in removing/adding one electron to the respective 

moieties. Thus far, the equilibrium situation considering the energy minimum has been 

discussed. In the more general case of far from equilibrium, with values of q away from their 

minimum values, the difference of the O and R energy curves (say, Gox and Gred) yields the 

energy (or equivalently the electrode potential) of the redox system. Considering thermally 

activated population of the higher energy levels, the probability of occupation (W) would be 

proportional to exp(− ∆G

kBT
)where the ∆�G is the free energy difference between the equilibrium 

level and the pertinent energy level. As the energy curves were assumed to be parabolic, e.g., Gox 

~ (q-qox)
2; assuming a correspondence of the q values to the relevant energies, i.e.,  q-qox  

equivalent to an energy difference, ∆�Eox  and scaling by λ , we get ∆Gox ~
∆Eox

2

λ
. Similarly, 

∆Gred ~
∆Ered

2

λ
. The W, which would correspond to a probability distribution function, are written 

as: Wox ~ exp(− ∆Eox

2

λkBT
) and Wred ~ exp(− ∆Ered

2

λkBT
), for the O and R species and signifies the number 

distribution of allowed states in the redox couple with the O and the R. The bell-shaped curves 

for Wred and Wox  - see the shape of W(E) in the middle of Figure 24 follow from such a 

description, with the centers at Eo
red and Eo

ox, respectively and half-width corresponding to the 
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respective λ values. The Fermi level of the redox couple ( EF , redox

0 ) is considered to be 

intermediate between the energy levels of the R and the O species, i.e.,   

                          
EF , redox

0 = Ered

0 +Eox

0

2
with Ered

0 = EF , redox

0 +λ red ,  and Eox

0 = EF , redox

0 −λox       (35) 

A more formal derivation of the above can be seen, for example, in Section VIII.A of 

Reference[81]. An alternate theoretical methodology - the Marcus theory of electron transfer, as 

briefly described in Ref. [124], has also been invoked to describe the O <-> R conversion taking 

a chemical kinetics point of view of a reactant to product conversion, involving an intermediate 

transition state. The Marcus theory does not consider then the energy resonances involved in 

electron transfer (i.e., no interaction between energy levels) and predicts for example, a charge 

transfer coefficient (e.g., α)  - see Eqn. (19) and related discussion (Section 3.1.2), that varies as 

0.5(1+ ∆G�λ��� i.e., that α = 0.5 at equilibrium when ∆G = 0, and that α  � 1/0 for 

cathodic/anodic biases, where |∆G| ~ ��. However, such a classical transition state theory is not 

accurate in the presence of strong coupling (an adiabatic limit) where energy quantization and 

resonances do have to be considered. Indeed the interaction between the energy levels of the 

electrode with those of the electrolyte may give rise to an energy spread (∆) that can be much 

greater than 1 meV and a non-adiabatic/interacting approximations may be invalid.  Moreover, 

the Gerischer diagram based formulation (as in Figure 24) of electrode-electrolyte interaction 

assumes a Lorentzian DOS while the Marcus transition state based theory has a sharper cut-off 

for the O and R species through the use of a Gaussian DOS.  While most experiments to-date do 

not clearly distinguish between the Marcus and the Gerischer models they are also not adequate 

to probe the differences arising from the electron transfer rate, which needs very large scan rates 
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(s) and relative neglect of diffusion based processes, in cyclic voltammetry (see Section 3.1). The 

classical foundation of the Marcus transition state based theory also implies a thermally activated 

process, while the Gerischer model assumes tunneling for the charge transfer– an inherently 

temperature independent process. An excellent first introduction to the electrode-electrolyte 

interface, from such a point of view, as well as the relevant principles of electrochemistry has 

been given in Gerischer’s monograph[81]  While the Gerischer model looks appealing, it 

predicts a rate constant for charge transfer that increases exponentially with distance – contrary 

to present experimental observations[162]. While additional polarization sensitivity could be 

invoked, experiments to probe kinetics in the absence of possible reorganization of the reacting 

species may be necessary. 

            The notion of electrode-electrolyte coupling and the subsequent agility of the redox 

reaction may also be classified through the nature of the electrolyte. When the interaction between 

the O and the R species (or alternatively between the donor or acceptor) is weak, the coupling is 

termed non-adiabatic and the O ↔R conversion is driven by the free energy of reaction as given 

in the introductory expositions of Marcus[163,164]. Termed as an outer sphere electron transfer, 

such a classical approach of calculating the energies was adequate as the activation barrier for the 

electron transfer was posited to occur due to the differences in the nuclear configurations of the 

reactants and products[165]. The intuitive basis for such an assertion the relative response times 

of the contributors to the overall electrical polarization, i.e., electronic (of the order of 10-15 s), 

atomic (~10-13 s), and the orientational (~10-11 s), whereby the electron transfer can by itself be 

considered adiabatic and the overall rate constant was determined by the slower polarization 

mechanisms[163]. As the electron transfer in such mechanisms does not involve a change in the 

bonding configuration and is outwardly equivalent to the addition of an electron to a moiety, the 
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term outer sphere electron transfer is used. It is noted that such non-bond induced electron 

transfer depends on the reorganization energy (λ) of the R and the O species, which strive to reach 

their lowest energy configurations, see for example Figure 23, through nuclear rearrangements, 

bond length adjustment, etc. Such a mechanism is dominant in the redox reactions between 

species whose inner coordination spheres (e.g., constituted from solvated ions) remain intact 

during electron transfer, such as the reaction: 

            Fe (CN6)
3- 

 (aq) + Fe (CN6)
4- 

 (aq)  ⇌Fe (CN6)
4- 

 (aq) + Fe (CN6)
3- 

 (aq) 

Typically, the presence of bulky surrounding ligands promotes such a charge transfer and the 

outer Helmholtz plane (Section 2.3.1) determines the locus of the reacting centers. Reactions in 

nature, which demand specific and relatively rapid reaction times, offer further examples of outer 

sphere transfer. Alternatively, inner sphere/bonded electron transfer involves electron sharing, 

e.g., through a common ligand between the R and the O species. The involvement of an 

intermediate ligand results in slower charge transfer kinetics. 

 

4.3 The electrical current 

between the electrode and the electrolyte 

          Superposing energy level diagrams (with the vertical axis in terms of the energy 

and the horizontal axis akin to a density of states) the charge transfer between the metal 

electrode and the electrolyte can be visualized, as in Figure 24. At equilibrium, the 

Fermi level of the metal ( EF ,metal

0 ) coincides with the energy of the redox couple ( EF , redox

0 ) 

after the energy involved in the dipole formation (i.e., constituted from the negatively 
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charged electrons in the metal and the positively charged ions in the electrolyte) is 

taken into account. If the dipole lowers the energy for the ionization by eϕ  then, 

EF , metal

0 − eϕ = EF , redox

0

. The figure also indicates that under such a condition of 

equilibrium, the cathodic current: ic/i+(due to electron transfer to the electrolyte from 

the electrode) is the same as the anodic current:  ia /i- (due to electron transfer from the 

electrolyte to the electrode) and termed as the exchange current (io – see Section 3.1.2 

and Eqn. 21). Aspects related to cathodic (/anodic) polarization whereby the applied 

voltage is negative (/positive) and the Fermi level shifts up (/down) are abundantly 

clear from such “Gerischer diagrams”. The excess voltage over the equilibrium is 

termed the overpotential (��. The probability of electron transfer between the 

electrodes and the electrolyte is augmented, in either the cathodic or the anodic cases, 

by the η  and results in an enhancement of the exchange current (as indicated in the 

rightmost diagram of Figure 21.  

The enhancement is indicated through the Butler-Volmer expression for the total current, as:  

                              
  

i = ic − ia = io exp −α F

RT
η





− exp − (1−α )F
RT

η













                  (36) 

This expression is to be compared to the one previously stated as Eqn. (21) – in Section 3.1.2. 

The α�and the (1-α) are referred as the anodic and the cathodic charge transfer coefficients for 

a one-electron transfer reaction. It is also assumed that the coupling between the electronic states 

in the metal and states in the electrolyte are sufficiently strong and predominate over mutual 

rearrangement of charge in the respective electrode or electrolyte. Further details concern taking 

into account the interaction strength between the electronic states of the electrode as well as 
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those of the electrolyte, considering the appropriate perturbation theory and where the transition 

rate (and the reaction constant) can be estimated through the Fermi-golden rule[129]. While the 

supply of species to the metal electrode is not considered to be a rate-determining factor, 

diffusion based limitations are taken into account through modifications to the Butler-Volmer 

equation, e.g., through the ratio of the actual number of species (Nred or Nox) to those at 

equilibrium/when such diffusion limitations are absent (Nred,0 or Nox,0) as follows: 

i = ic − ia = io

Nred , 0

Nred , 0

exp −α F

RT
η





−
Nox , 0

Nox , 0

exp − (1−α )F
RT

η











         (37) 

The ratio Nred/Nred,0  or Nox/Nox,0  provide a further measure of the concentration 

polarization (see Section 2.2 and Figure 2). The physical mechanisms underlying the charge 

transfer are related to the quantum mechanical tunneling (see Figure 25) between levels at the 

same energy (charge moving from an occupied state to an empty state) separated by an energy 

barrier (corresponding to the sum total of the energies involved in the dipole formation, species 

reorganization, thermal activation, etc.). Consequently the potential drop (related to the 

electrochemical potential difference) occurs over the tunneling distance of ~ 1 nm or less. The 

typical use of a high concentration (> 0.1 M) supporting electrolyte ensures the efficiency of 

such electrode kinetics.  

 

4.4 Surface processes vs.  

Drift-Diffusion based processes 
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           The essential elements underlying charge storage and transfer involve the interaction of 

ions in the electrolyte with the electrode through either diffusion to the surface and subsequent 

electrochemical reaction or the latter alone (as in the thin layer electrochemistry case: see Section 

5.2). The forces [166] driving such a reaction arise due to a concentration gradient or electric 

field, respectively. While the double layer capacitance, Cdl is independent of time and voltage (at 

sufficiently large positive or negative voltages – see Sections 2.3.1 and 2.3.2), the additional 

measured capacitance (which would be a function of time over which the potential changes by 

dV) and the associated charge transfer would be proportional to dq/dV (also see Section 5.1). 

From elementary considerations[79], the measured current is linearly proportional to the scan 

rate, s, i.e.,  

                                                          ip = dq

dt
= dq

dV
s           

(38)
 

However, a charge concentration gradient can give rise to an electrical current as well and the 

consequent diffusion current is manifested through the Randles[132]- Ševčík[133]equation[79], 

as related to Eqn. (15) in Section 3.1.2 and reproduced below: 

                  
ip = 0.4463

F
3

RT
z

3
2ADo

1
2Ios

1
2 = 2.69 ⋅105

z
3

2ADo

1
2Ios

1
2 (at 298 K) 

       (15)
 

 The proportionality of the current to s
 

distinguishes the contribution of diffusion-based 

processes from surface oriented redox processes, which contribute to the pseudocapacitance 

(where the current is proportional to s). However, as diffusion must be accompanied by an 

oppositely directed drift [167], the concurrent process must also yield a s
 
dependence. It can 

be shown that such drift currents would dominate the diffusion currents, and further enhance the 
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electrical current densities that may be obtained from an electrochemical device. We consider an 

electrode with a net charge density (charge/per unit volume) of Qm in contact with an electrolyte 

of total charge density, Qion, as in Figure 26 (a).  

          While the formation of an electrical double layer[79] on the surface of an electrode, due to 

charge compensation or screening from the electrolyte is reasonably well understood (see 

Section 2.3.1), the spatial distribution of the ions may be quite complex. We examine a 

simplified version where the ions do not perfectly screen the electrode charge (i.e., Qion < Qm) 

and a one-dimensional charge variation. We assign the spacing between the electrodes to be L, 

and that between the edges of the double layers to be L’, implying that the thickness of the 

double layer (tdl) on an electrode would be on the average, equal to (L – L’)/2, with 2tdl << L.  

         The electric field (ξξξξ) variation in the device (0 < x < L) in both the double layer (Edl) and 

the electrolyte (Eel), as in Figure 26(b) can be obtained from: ξ = ρ
ε0

x

∫ dx , with ρ as the 

respective charge density (= Qm or Qion) with ε being the equivalent and uniform dielectric 

permittivity[167]. When Qion is only slightly smaller than Qm, the ξξξξdl would be significantly 

larger than the ξξξξel. Further spatial integration leads to the potential distribution, V (x) = − ξ dx
L

x

∫ , 

with the potential of the counter electrode set to a reference value of zero, as in Figure 26 (c). 

Consistent with ξξξξdl > ξξξξel, the voltage across the double layer, Vdl would be significantly larger 

than that across the electrolyte, Vel.  It is to be noted that an applied voltage across the 

electrodes/device, Vapp = 2Vdl + Vel.  As the charge distribution in the double layer is related to 

the electrolyte ion radius and to thermal fluctuations and occurs over spatial scales typically 

several orders of magnitude smaller than the device length, there is no appreciable difference 
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between representing the double layer to be of a finite width vs. that of a sharply peaked 

distribution, for the purposes of partitioning the Vapp. However, the shape of Qion in Figure 26 (a) 

reflects the fixed electrical double layer closer to the electrode – reckoned with respect to the 

outer Helmholtz plane (Section 2.3.1), and the adjacent diffuse double layer with an exponential 

decay in the ion concentration[79]. We define γ as a measure of the screening strength[160] of 

the electrode charge through:      

                                                       γ = Vel

Vapp  
         (39)

      
 

Considering that Vapp ≈  2tdlEdl + L’ξξξξel, Vel ≈  L’ξξξξel, ξξξξdl = Qm/ε, and ξξξξel = (Qm - Qion)/ ε, then:
     

                                                  

Qion

Qm

=1− 2tdl

L '
γ

1−γ                         
(40)  

In this form, with γ   = 0 we get Qion/Qm = 1, implying that the double layer holds exactly as 

much charge as the electrode and we have perfect screening; there would no driving force for an 

electrochemical redox (reduction-oxidation) reaction in this case. With  γ = L’/L, Qion/Qm = 0, 

meaning that there is no screening whatsoever of the electric field from the double-layer to the 

bulk electrolyte.  Note that γ cannot be equal to 1 in this formulation. We now study the behavior 

of ions in the electrolyte under the influence of ξξξξel, which induces a drift velocity, 
 
ɺx = µξel , with 

µ being the ion mobility. The electrical current density (in units of current/area) J 
 
= q(I ⋅ NA ) ɺx , 

with q=ze (z is the charge per ion, e is the elementary electronic charge), I is the bulk electrolyte 

concentration in moles/liter, and NA is the Avogadro number. We regard a typical experiment in 

electrochemistry, e.g., CV (as described in Section 3.1) which can determine the complete 

electrochemical behavior of a system[79] and is often used to monitor the nature and reversibility 
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of the cathodic and anodic reactions in an electrolyte[124,169]. CV involves a linear sweep of 

the Vapp and recording the net electrical current through the electrodes. The rate of change of the 

voltage, the scan rate, ν = dVapp/dt can be related to ξξξξel using Eqn. (38) by:   

                                         
ξel = dVel

dx
=

d γVapp( )
dx

= γ
dVapp dt

dx dt
= γ s

ɺx
                      (41)  

It is assumed that the γ is spatially independent, since neither Vel nor Vdl are spatially dependent.  

Then, 
 

ɺx = µξ el = µ γν
ɺx

, so that γµν=xɺ .  When substituted into 
 
J = q(CNA ) ɺx and through use 

of the Einstein relation µ�= (ze)D/kBT and the equality F/RT = e/kBT (D is the diffusion 

coefficient) yields:  

                                                    
J = γ ⋅ I F

3 Ds

RT
z

3
2                 (42) 

Such a form for the current density has been previously established through invoking elaborate 

semi-infinite diffusion based techniques and cited in literature[79,80,141] as the Randles- Se
⌢
vcik  

equation:
 
J = a ⋅ I F

3 Ds

RT
z

3
2 , with a being a numerical constant – see Eqn. (15). Such a relation 

was defined by mapping the redox reaction current to a diffusion current anchored to the 

electrode surface. The device operates in a closed circuit, so the currents thus defined at one 

surface are related to the currents at the opposing surface. It is possible to find an analytical 

integral equation for device current as a function of time, i(t). The normalized peak current[79] 

incorporates an a = 0.4463 – see Eqn. (15) in Section 3.1.2; the corresponding peak current 

density is hereby defined as Jpeak. Therefore, there is no empirical parameter involved in a. It has 

now been shown that electric field induced drift in the bulk electrolyte could yield a similar form 
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for J, reinforcing the deep connection between drift and diffusion. Assuming an equivalence of 

our derived relation – Eqn. (42), with the Randles- Se
⌢
vcik  equation, we can now assign a 

physical significance for the constant, a: 

γ  (proposed drift model) = a (R-S equation)        (43) 

For example, a match of the R-S equation’s a coefficient in the Jpeak of 0.4463 with γ  leads to a   

γ  ~ 0.2. In general, a larger value of γ  corresponds to a larger value of Vel, although it is limited 

by the Vapp as depicted in Figure 27. 

Equivalently, J increases if screening can be weakened without affecting the other factors 

in Eqn. (42). The imperfect screening of Qm by Qion causes Vel to be a fraction of Vapp. At larger 

�� the screening is further reduced since the ions cannot respond to the quicker change in Vapp, 

resulting in a larger Eel and a larger ionic current density.  Generally, the electric field induced 

drift current density (Jdrift) could be assumed to be dominant over the diffusion current density 

(Jdiff) from the bulk electrolyte, i.e., outside the double layer. This can be understood by taking 

the ratio of Jdrift = q(I ⋅ NA )µ dVel

dx
≈ q(I ⋅ NA )µ

γVapp

L '
to Jdiff = qD

d(I ⋅ NA )
dx

≈ q
kBT

q
µ I ⋅ NA

L '
 which 

is equal to γ
Vapp

kBT q
. At T = 300 K, (with kBT/q ~ 26/z mV) and assuming a Vapp = 1V and z =1, 

we get Jdrift/Jdiff  = 40γ /z. For electrolytes as K3Fe(CN)6, with z = 1 for the positive ions and 3 for 

the negative ions. If γ ��~ 0.25, as indicated and also justified later in the paper, then Jdrift/Jdiff = 

10/z >> 1. As a result, for the assumed bias conditions, basing the total current on drift current is 

appropriate. The above formulations and conclusions apply to both positive and negative ions, 

albeit with different µ and z. 
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Comparison of the developed drift model to experimental current densities was used for 

additional insight into the nature and variation of γ. J vs. I s  was plotted from experimental 

data for both flat Pt electrodes and for nanostructured CNT electrodes (constituted of CNTs with 

average length, diameter, and separation of 25 ± 4 µm, 20 ± 5 nm and 150 ± 50 nm 

electrode[170] ) in Figure 28. Empirically, J = 0.674 I s  for Pt and J = 0.786 I s  for CNT. 

Assuming the same diffusion coefficient D = 6.8 × 10-6 cm2/s for both positive and negative 

ions[79] at T = 300 K, from Eqn. (42) we have 
RT

D
F

3  = 1.56 












sVmM

cmmA 2

. Therefore, J = 

γ 1.56 I s  for both Pt and CNT. For Pt, γ ~ 0.4327 and thus γ    ~ 0.2, in close accord to 

the theoretical value of a = 0.4463 as in Eqn. (42). However, for CNT, γ ~ 0.5045 and thus γ  ~ 

0.25. The experimental procedures as well as the relevant parameters[171] and data for the fitting 

were taken from the papers by Hoefer, et al[170,172].  

A greater value of γ  ~ 0.25 for the CNT electrodes compared to γ  ~ 0.2 for Pt electrodes 

indicates that the screening of the electrode has been weakened, allowing a larger electric field in 

the electrolyte. The consequent larger magnitude of the Eel and the Jdrift could account for the 

larger current densities of Figure 28, for the nanostructured electrodes. The close spacing of the 

CNTs could result in a relative starvation of the screening ions from the electrolyte yielding a 

greater γ, and suggests design methodologies to further increase electrical current densities.  

In summary, such a treatment seems to indicate the principles through which the net 

current density of electrochemical devices could be enhanced by harnessing additional ionic 

current from the bulk electrolyte. A metric (γ�), related to the ratio of the potential drop in the 

electrolyte to that of the applied voltage, has been introduced through which the current density 
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increase (in terms of γ ) may be parameterized. Further optimization of the nanostructured 

electrode electrochemical capacitors, based on the fact that the theoretical upper limit for γ  

approaches unity, would be worthy of continued study. 

        The relation of the current (i) to the (s), through the exponent, b, in i = as
b  has been 

considered as the basis for relating the extent to which diffusion based (b=0.5) or surface based 

(b=1) processes dominate in a particular electrochemical process. For example, an intermediate 

value of b�~ 0.7 was ascribed to Ohmic losses[173], whereby if the diffusion limitations were 

removed would have yielded a b=0.5. Such interpolations may not be valid as they imply that 

there is somewhat a smooth gradation between diffusion-limited processes and surface limited 

processes. As we have shown earlier, either drift or diffusion could give identical results and 

stand distinct from say, surface limited processes. Generally, when i=Cs, it is implicitly assumed 

that the capacitance is not time independent or that close to equilibrium conditions are present, 

i.e., that at a given s, all the species that could contribute to the capacitance at a given time are 

present. When there are limitations due to diffusion, i = Cs +V
dC

dt
at a given potential, say for 

the redox reaction and the second term yields a fluctuating capacitance value. Further, there 

would be a capacitance gradient as can be surmised from: 
 

i = Cs +V
dC

dx
x
�

, where the species 

velocity (= x
�

) and mobility could play a role. It can then be reasonably concluded that the 

surface processes could be described through a linear relationship between i and ν, with the ν =0 

intercept indicating the departure from equilibrium conditions. 
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4.5  The practical surface 

state of an electrode,  e.g., the SEI (Solid Electrolyte Interface) 

The difference in the electrochemical potentials of the electrode (anode/cathode) with 

respect to the electrolyte was previously discussed (in Section 2.2 and Figure 1) and could 

promote the adsorption of a minor phase onto an electrode. The rapid formation of a surface 

layer, which has been termed as a Solid Electrolyte Interface (SEI) [174] affects the charge 

transfer kinetics in practical electrochemical systems, as the adsorbed product may not always be 

electrochemically active. When the SEI thickness becomes larger than the electron tunneling 

distance, of the order of 1-2 nm, the electrode performance as related to the charge transfer (see 

Section 4.3) would be severely compromised. The SEI could be modeled through a phase field 

method[175,176], which considers a diffuse interface, typical of the SEI, between the electrode 

and the electrolyte, and is based on analogies of the interface to a solid-melt interface. The 

charge in the SEI interface is assumed to be confined/localized to a smooth interface, the 

distribution of which can be dynamically altered through the passage of an electrical current. 

Generally, during oxidation (e.g., during discharge of the battery) the attraction and the in-

diffusion of the anions in the electrolyte to the positive anode enhances the SEI thickness. On the 

negative cathode (which in the case of Li ion batteries, is typically composed of Li – transition 

metal based oxides) the inward diffusion of the H+ ions and the consequent ion exchange 

induced may lead to anodic shifts in the delithiation processes[177] 

Such SEI related issues are particularly deleterious for Lithium ion batteries, where with 

the presence of complex electrolyte systems (Section 2.2.3) the formation of intermediate 

metastable compounds on both the anode and the cathode (Section 2.2.2) would be expected. 
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While the tendency for SEI formation would be reduced if the electrochemical potentials of the 

electrodes were situated within the electrolyte LUMO-HOMO window – see Figure 1, this would 

occur at the expense of a reduction in the operating voltage as well as the energy density. 

Alternately, the interface has the practical effect of increasing the electrical resistance (reported 

to be in the range of 10-100 Ωcm2 and sometimes as high as 108 Ω−cm2) as well as the mass 

transfer resistance (Section 3.3) and results in reduced electronic and ionic conductivity [178]. 

The effects on kinetic parameters (e.g., the diminished/unequal reduction-oxidation transfer 

coefficients in the Butler-Volmer equation[79] – see Eqns. (20), (21), and (36)) as well as the 

lifetime of the electrochemical device (e.g., due to the loss of Lithium capacity due to 

agglomeration in the anode, the formation of dendrites, reduced capacitance, etc.) have all been 

implicated to the SEI. Similar interface formation has been noted in other electrode systems as 

well, e.g., in noble metal systems and in nanostructured electrodes (such as CNTs) - where the 

SEI constitutes a larger fraction of the electrode size.   

The mechanisms associated with SEI formation can be studied in situ through 

electrochemical impedance spectroscopy (EIS) [139] using Nyquist plots (Section 3.3), where 

the various time constants associated with voltage independent surface film formation, voltage 

dependent charge transfer, ion diffusion through the SEI, and Li accumulation may all be 

mapped out. In this context, many possible electrode-electrolyte solution interactions which may 

influence the device performance through SEI formation has been previously reviewed[179]. 

Additionally, ex situ x-ray photoelectron spectroscopy (XPS), atomic force microscopy (AFM), 

and Fourier transform infrared spectroscopy (FTIR) observations indicated the: (a) formation of 

a porous structure through reaction and replacement of the surface films, and (b) an oxygen 

content/oxidation state increasing outwards from the anode. While some of the 
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intermediate/metastable Li based compounds may serve as Li ion conductors, it is feasible that 

the inability of such compounds to reorganize through electrochemical processes coupled with 

porosity may lead to the formation of Li dendrites. 

As the SEI formation seems inevitable, methodologies to provide a stable SEI layer have 

been advocated through the use of additives, such as ethylene carbonate which has been shown 

to form a stable passivating film on a graphite anode surface. Such stability or the ability to 

rapidly heal a disrupted SEI is necessary to avoid Li plating and dendrite formation. Further 

dendrite elongation would be driven through a concentration gradient between the electrode and 

the electrolyte, leading to non-uniform current distribution and ultimately device failure when 

the dendrites electrically short to the other electrode[180] and lead to catastrophic failure of the 

battery. Generally, such problems are exacerbated at lower temperatures and slower discharge.  

Indeed, it has been considered that the rate of healing of the SEI layer is another 

determinant of the safe rate of charging of a graphite anode. Alternatively, the use of intrinsically 

disordered graphitic carbons, which may be relatively insensitive to volume changes, would be 

attractive. Additionally, the unintended storage of Li in the SEI would also contribute to a 

diminished energy density. It has been estimated that with graphite anode, up to 20% of the Li 

may be consumed to form the SEI, implying a corresponding rise in the deadweight of the 

anode[181] and a decrease in the energy storage capacity. Interesting methodologies to 

compensate for the Li loss to the SEI have been proposed, involving pre-lithiation of the 

anode[182] as well as the use of sacrificial salts[181]. In the latter approach, a Li salt with an 

oxidizable anion, e.g., LiN3, is intermixed into the graphite anode. In the initial charging process, 

the anion is converted to a gas (through loss of electrons), e.g., the N3
- is converted to N2, which 
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may be removed while the Li stays behind. It was also proposed that the gas conversion would 

have the beneficial effect of introducing porosity into the electrode (Section 4.9), which in 

addition to increasing the effective rate of charge transfer could also serve for electrolyte storage. 

The sacrificial salts are chosen so as to decompose in a potential range corresponding to the 

voltage capacity of the anode, e.g., at ~ 4 V, for LiMn2O4 or LiCoO2.   

Purposeful deactivation or coating of the electrode/electrolyte interface with an SEI layer 

is also being actively pursued. To this end, coatings of inert materials such as Al2O3 or ZnO have 

been deployed, and may also have the desirable effect of reducing the loss of oxygen and lithium 

ion vacancies mitigating the irreversible capacity loss. However, maintaining good electronic 

contact of the electrode material with the current collector would be necessary. Alternately, use 

of less electroactive species, e.g., involving species such as Fe3+, Cr3+ or Ga3+ on the surface of 

the cathodes, have been shown to improve the chemical stability, as well as suppress the 

SEI[183]. It has also been indicated that chemical treatment of the carbon anodes with n-butyl 

lithium may have the effect of aiding SEI formation while eliminating the sources of 

irreversibility associated with oxide or carbonyl groups [184]. However, the resultant larger 

thickness of the SEI and brittleness diminishes such gains. As the porosity coupled with relative 

mechanical rigidity of the SEI could be deleterious, it was suggested that suitable stabilization 

could be achieved through the formation of flexible, elastomeric films, which could 

accommodate the volume changes due to Li, compound formation and associated 

electrochemical processes. For example, the use of diblock or triblock polymers, e.g., of the form 

poly(styrene-block-ethylene oxide) (SEO) was advocated[185] whereby the ethylene oxide 

domain allows for higher ionic conductivity while the more mechanically stiff styrene-based 

domains allow for structural stability as well as disrupting the SEI and dendrite formation, as in 
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Li ion batteries. As another example of such usage on Si anodes, where the SEI is even more 

tenuous compared to that on graphite, is the use of at least a 50 nm thick Lipon (lithium 

Phosphorus oxynitride) film coating for an artificial SEI[186]. The Lipon coating works as a 

physical barrier to electrode-electrolyte contact as well as to transport the Li ions through while 

blocking the electrons. The respective electronic and the ionic conductivity were measured to be 

~ 10-13 Ω��cm-1 and ~ 10-6 Ω��cm-1, respectively, addressing the need of the coating as an 

excellent ionic conductor while serving as a poor electronic insulator.  

 

4.6 Charge transfer in 

semiconductors 

           While metallic electrodes with very large carrier concentrations and electrical 

conductivity may constitute an ideal for understanding the electrode-electrolyte interface, many 

more interesting phenomena can be observed through the use of materials where the carrier 

concentration can be manipulated through external or internal electric fields. Semiconductors 

offer a prime example of such tunability. Generally, semiconductor materials (see Figure 29) are 

defined in terms of having an energy gap (between the filled/valence states and the 

empty/conduction states) for electronic conduction to occur, and are classified either as (i) 

intrinsic, or (ii) extrinsic, depending on the extent of doping. For solids, the valence and the 

conduction states form energy bands and the energy gap (Eg) may vary, at room temperature 

(300 K), from ~ 26 meV (=kBT) to as large as 14 eV (for LiF[187]). The most commonly used 

semiconductors, such as Si, GaAs, or ZnO have Eg values of ~1.1 eV, 1.4 eV, and 3.2 eV, 

respectively. In the intrinsic/undoped case, the number of electrons equals the number of holes 
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and the Fermi level, which is defined as the position where the probability of electronic 

occupancy is 0.5, is mid-gap between the valence band (VB) and the conduction band (CB). 

Alternately, extrinsic semiconductors are doped with elements designed to yield an excess of 

either the electrons or holes in the CB or the VB, respectively. Extrinsic semiconductors are then 

comprised of majority and minority carriers (e.g., in an n- (\p-) type semiconductor, where the 

majority (/minority) carriers are electrons (/holes[19]). In such materials, there is a greater 

relative change in the chemical potential for a given change in the minority carrier concentration, 

which then can drive the chemical/electrochemical reactions. Such a situation is analogous to the 

currents in a p-n junction[159]. The aspect that either the electron or the hole dominates a 

particular electrochemical process is pertinent to understanding charge transfer in 

semiconductors. Electron controlled processes proceed through the conduction band while hole 

controlled processes are mediated through the valence band, e.g., as in electrolyte reduction or 

oxidation, respectively.  

The tendency towards the dominance of a particular carrier density (i.e., either due to the 

electrons- n, or the holes - p) is exacerbated as the Eg increases, with a concomitant decrease in 

the intrinsic carrier concentration, ni. This can be seen from the law of mass action, where 

ni = n ⋅ p = NcNv exp(−
Eg

2k
B
T

), and Nc and Nv refer to the conduction band and valence band 

density of states, respectively[188]. For example, in the case of n-type ZnO (Eg ~ 3.2 eV), 

electronic conduction is dominant and electron-hole interactions mediated through the electrolyte 

are unlikely (leading to efficient charge transfer), as redox potentials of the order of 3.2 V would 

be necessary, e.g., due to the paucity of energy states in proximity to the valence band. The 

larger electron mobility could also result from the trapping of the holes (at the oxygen ions), 
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under an anodic polarization, leading to oxygen evolution, i.e., through the successive oxidation 

of the O2- ion to O- and subsequently O or through peroxide formation by the association of two 

O- ions as (O-O)2-. It is also interesting to consider that open-circuit conditions would result in a 

concomitant accumulation of electrons (due to charge conservation) at the surface, and a steady 

state could be reached only through cathodic reactions, which consume the electrons. Generally, 

conditions corresponding to anodic polarization accentuate the efficiency of the hole trapping 

process (resulting in oxygen evolution) while the converse process, related to cathodic 

polarization yields hydrogen gas at the electrodes. Such issues also lead to the issue of photon-

induced decomposition, where holes (which are really broken bonds) accumulating at the surface 

weaken the rigidity of the crystal. 

As the majority and the minority carriers populate different bands the interaction of the 

electrode with the electrolyte must also consider such multiple energy levels. However, when the 

number of carriers is sufficiently large, the energy level spacing decreases and the semiconductor 

characteristics may adequately be described using metal electrode-like attributes. Such a 

description is referred to as the degeneracy approximation and the Fermi level is within one of 

the CB or the VB. The electrode-electrolyte interface may again be treated as that corresponding 

to metallic/conducting electrodes for intrinsic semiconductors as well, albeit with very small 

values of the conductivity as all the carriers populate only band, i.e., the lower energy VB. 

 

4.6.1 Charge configuration at 

a semiconductor interface 
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             For a passive semiconductor interacting with an external current collector (i.e., a metal 

or an electrolyte - without any surface chemical reactions), there would still be expected to be an 

interfacial charge rearrangement or transfer due to the presence of the surface, defects on the 

surface, as well as the metal/electrolyte. One may understand such a thermodynamic state, 

through the schematic diagram of Figure 29, based on a typical n-type semiconductor (left side) 

metal (right side) interface indicating the relevant parameters that may need to be considered, for 

the former. While such an arrangement of energy level/band diagram is characteristic of the bulk, 

it could be pertinent to nanoscale materials as well, when quantum confinement causes energy 

level separation (Section 1.2). Figure 29 is drawn for the case where the work function of the 

semiconductor (φsemi) is less than that of the contacting material (φ m, which is usually referred to 

that of a metal), i.e., φ m > φ semi. The equivalent energy for removal of an electron is termed the 

electron affinity (χ). A Fermi energy level (EF) is also defined considering the highest energy 

level of electron occupancy with a position relative to the CB dictated by the level of carrier 

doping. Electron passage from the semiconductor to the contact surface induces an upward 

energy band bending of the CB by VBO (due to the equivalent reduction of electrons in the 

material) and presents an energy barrier (∆φBn�) for motion of the electrons to/fro the material. 

The barrier is further reduced by ∆φn��through the inducement of a positive image charge[189] 

in the material formed subsequent to electron transfer from the material to the electrode contact. 

The voltage drop across the consequent double-layer (see also Section 2.3.1) is indicated by ∆o.  

              Typically, the requirement for the constancy of the electrochemical potential[190] as 

well as the vacuum[191] energies in equilibrium, throughout a connected system, enables the 

construction of such diagrams which may be considered to be generally well representative of 
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bulk materials systems as well as chains of atoms[192]- the latter being characteristic of 

nanoscale materials. Additionally, as Figure 29 represents electron transfer from the 

semiconductor to the electrode contact, the deficit of electrical carriers in the former are now 

reckoned as holes, and populate the top of the VB. Alternate conditions, say with φm < φsemi 

would yield electron carriers in the semiconductor (with compensating hole states in the 

contacts), which now populate the bottom of the CB.  The band bending in the material would be 

of the opposite curvature- such diagrams both in equilibrium as well as with externally applied 

voltage are ubiquitous in solid-state electronics textbooks[19,159,193], and are fundamental to 

the understanding of the semiconductor interface. 

It is then pertinent to note that electrical current from (/to) the contact to (/from) the 

material can only occur through carriers surmounting the intrinsic barrier at the contact/material 

interface. These in turn need (i) classical perturbing forces[166] or fluctuations[194], i.e., 

temperature induced excitation of the carriers (e.g., thermionic emission of carriers from/into the 

contact), (ii) the additional influence of applied electrical fields, or (iii) decreased barrier width 

aiding the quantum mechanical tunneling of carriers through the barrier (often considered 

through field emission). The current then increases exponentially with increased temperature or 

applied electric field. Consequently, in addition to the height of the barrier, the width of the 

barrier (approximately the length over which the band bending occurs) is also relevant and may 

be termed as a carrier depletion width (W). A relationship of the 

form:W ~ ε s (VBO − ∆φn ) / eNd
with parameters indicated in Figure 29 and Nd being the carrier 

concentration in the region, is very well known[19]. The W is often used as a measure of the 

distance through which the electrical carriers have to traverse to reach the interface and is 
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directly related to the resistance experienced by the carriers. Tunneling, for example, is aided 

through a narrow W, which is obtained through increasing the Nd, i.e., heavy doping (>1020 /cm3) 

- approaching a “metallic” condition and is the most desirable for obtaining the lowest resistance 

Ohmic contacts. The surface of the semiconductor is composed of states (surface states) distinct 

from the bulk states, due to a different environment, e.g., in terms of number of chemical bonds 

or due to the presence of foreign atoms from adsorbates, etc. As the surface area to volume ratio 

increases as the size of the material decreases (as is the case for nanomaterials: Section 1.1) 

surface states assume an even greater importance. It is then typically found that the interactions 

between the surface and bulk energy levels results in the formation of hybrid states, in the spirit 

of the Debye-Huckel model[17], distinct from either levels. For example, in a semiconductor-

metal contact, the hybrid states (referred to as Tamm states) are found in the bandgap region 

(between the VB and the CB of Figure 29), at around one-third of the Eg reckoned from the 

valence band edge[18]. The extent of state filling is considered through an energy φo measured 

from the VB edge, specifying the energy below which all the surface states are filled so as to 

ensure charge neutrality at the semiconductor surface. The remaining difference – between the 

Fermi level and φo�, represents the net surface state charge density (QSS) which together with the 

charge in the depletion layer of the semiconductor (QSC) forms the total charge present in the 

material. An equal and opposite charge, of magnitude Qm (= - [QSS + QSC]), would now be 

induced in the metal in a very small interfacial layer of thickness: δ.  The Qm stored in the δ as 

well as the relative dielectric permittivity (εi) of the interfacial layer could be used to infer the 

potential drop (∆o) through the application of Gauss Law[159]. The consequent movement of 

electrons from the EF to such surface states, within the semiconductor, could be expected to 

reduce the transfer efficiency of electrons from the contact to the semiconductor and lead to the 
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necessity of applying higher voltages necessitating an overpotential - see Section 4.3 and 

discussion related to Eqn. (36). The surface states may thus screen the electrode charge and may 

confer metallic characteristics to the semiconductor surfaces- this would result in a voltage drop 

across the Helmholtz double layer (Section 2.3.1) causing a relative shift in the CB and the VB 

edges. 

                 The charge redistribution results in the formation of an electron depletion/space 

charge layer; (of thickness, W) in the semiconductor (with dopant concentration: Nd and 

dielectric constant: εs�), analogous to a dielectric layer in a capacitor, bounded by two “plates” 

constituted from the semiconductor bulk and the contact. The equivalent space charge 

capacitance (CSC), due to such a capacitor can be estimated from standard semiconductor 

theory[159] and was previously stated in the form of Eqn. 9 (in Section 2.3.2). The frequency 

dependence of the CSC is revealing of the details of both microscopic processes, such as dielectric 

relaxation as well as material dependent characteristics such as extraneous energy levels and 

roughness of the electrode surface (Section 4.8.4). For example, on illumination of the 

semiconductor-contact interface (see Section 4.7) the band bending in the semiconductor may be 

reduced to zero and provides a measure of the relative defect density.  

              Indeed, the relevance of such phenomena to the fabrication of the first solid-state 

transistor by Bardeen and Brattain is well known[195]. It was realized that if electrons are 

present in the surface states there would be a proximal positive space charge region in the bulk, 

and the consequent formation of the thin double layer and voltage drop across the same could be 

more critical than the work function differences. The possibility of pinning of the EF to the defect 

states, where successive carrier addition negligibly affects the EF – until all the defect states are 
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saturated, would be pertinent and results in band-bending and concomitant enhanced energy 

barrier for carrier transfer from the contact to the material. Consequently, the charge injection 

energy barrier: ∆φBn����|Eg- φo|. It may be surmised in almost all cases of practical 

importance, that there would exist such an unsymmetrical energy barrier (Schottky barrier) 

between the semiconductor and the metal/electrolyte. It has been observed, that for nanostructure 

length scales < 1 µm, that the electrical transport to the surface would be limited by such 

barriers. However, for greater lengths and in lower dimensionality, there may also be a stronger 

influence of the defects/impurities which may induce resonant backscattering and reduce carrier 

mobility[20]. A more detailed discussion on the varieties of possible defects will be considered 

later in Section 4.8.2. 

 

 

 

4.6.2 Charge transfer through 

the Semiconductor-Electrolyte interface 

We will now consider a non-degenerate semiconductor (where the Fermi level lies in the 

band gap between the CB and the VB) – electrolyte interface. Application of positive (/negative) 

voltages to the semiconductor increases (/decreases) the number of electrons and pushes up 

(/down) the EF. However, the positions of the CB and the VB would not be affected as the band 

edges interfacing with the electrolyte are pinned due to the formation of a double layer with a 

fixed amount of charge, i.e., it is assumed that a changing voltage does not affect the double 

layer charge, as would be expected for adsorbed ions in the Helmholtz layer (Section 2.3.1). 
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However, if a sufficiently strong voltage bias is applied to the electrode this would no longer be 

true and the band edges would shift. We will first consider, the situation where most of the 

applied voltage on the electrode only influences the Fermi levels in the semiconductor and the 

electrolyte bulk.  

The semiconductor-electrolyte interface in the presence of charge transfer is then 

distinguished, from the interfacial situation considered in the previous section, in that electron 

exchange can occur to/from the electrolyte through both the VB and the CB as indicated in 

Figure 30, considering an n-type semiconductor. In case (a), when the electrolyte redox potential, 

i.e., the EF , redox

0 is closer to the CB, equilibrium of the electrochemical potentials dictates an 

equivalent energy for the EF in the electrode. The electronic current from the electrode to the 

electrolyte (cathodic current) results in a depletion of electrons from the CB near the 

semiconductor surface (which results in an upwards band bending and a lowering of the EF in the 

solid). However, the electron injection (anodic current) from the electrolyte to the electrode is 

relatively more difficult due to the paucity of equivalent energy levels. In case (b), when the 

EF , redox

0 is closer to the VB a greater transfer of electrons results from the VB and a larger carrier 

depletion layer in the semiconductor. The loss of electrons at the surface, in either case, may be 

interpreted as an accumulation of holes. It can also be understood, from the difficulty of 

achieving equal amounts of cathodic and the anodic currents, as to why the exchange current 

densities (Sections 3.1.2 and 4.3 as well as the text related to Eqn. (36)) are smaller in 

semiconductors. Such smaller currents, on the other hand, may offer advantages in terms of 

enhanced sensitivities.   
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While the above discussion has mainly focused on n-type semiconductors, the charge 

transfer occurs via holes in p-type semiconductors and contributes to the easier dissolution of 

these materials in comparison to n-type semiconductors. Anodic dissolution involving the 

application of negative bias on the electrode promotes hole accumulation at the semiconductor 

surface, breaking surface bonds and promoting such breakdown. In comparison, the difficulty of 

generating holes in n-type semiconductors, except through relatively high electrode biases that 

induces hole formation through electron tunneling from the VB to the CB, contributes to their 

relative stability. Related to a further understanding of the details of electron transfer, say from 

an n-type semiconductor to an electrolyte redox level, a simple mechanism could involve the 

following two steps[196]: (1) donation of an electron from the semiconductor to a surface state,  

SS, through the process: SS
0  + e

- 
 � SS

-, where the electron is temporarily localized, and 

subsequently (2) the oxidation of  SS
- through interaction with the oxidizer levels (Ox) in the 

electrolyte through:  SS
-  + Ox

 
 � SS

0 + Red. The electron injection/capture may alternately be 

viewed as hole capture/emission, with analogy to the well known Shockley-Read-Hall (SRH) 

processes[159]. Such processes are electrochemically considered through cathodic or anodic 

polarizations and currents respectively. Whether electron or hole movement occurs is determined 

by the respective overlaps of the redox level-conduction band vis-à-vis that of the redox level-

valence band energy. Generally, the fluctuations in the solvent (considered through a solvent 

reorganization energy [197]) have an effect of broadening the energy levels and promoting 

charge transfer through surface states. While the exact representation of such processes has been 

subject to much debate, the inherent phenomenology can be appreciated through the introduction 

of an inductive element as well. The motivation could arise from several sources, i.e., the 

interaction of the surface states with the conduction and the valence bands and the current loops 



Page 122 of 317

122 
 

122 

 

that could be formed through such processes. Additionally, charge localization would also imply 

a redistribution of the electrical potential over the surface and the occurrence of localized 

electrical fields.  

The injection of minority carriers (i.e., holes for an n-type semiconductor) was postulated 

to add to a recombination impedance, corresponding to the interaction of injected holes with the 

majority carriers- which was manifested as output radiation, as in the case of the cathodic 

reduction of Ce4+
 ions at n-GaAs electrodes. Viewed in terms of the formation of surface 

intermediates, the resistance and the capacitance would be related to the potential distribution 

and the rate constants of electron and hole capture. In some cases, both electrons and holes may 

both be involved, e.g., the well known anodic dissolution of p-type Si in aqueous HF solutions.  

One particular mechanism involves the successive (a) trapping of a hole in a surface bond, to 

form Si
+, (b) thermal excitation of an electron from Si

+ to the conduction band yielding Si
2+, and 

(c) the chemical oxidation of Si
2+, by HF, to give Si

4+, which corresponds to the Si dissolution.  

The modeling of electron transfer through surface states, by way of equivalent circuit 

models, admits to extensive study of the dynamics of charge transfer through impedance 

spectroscopy[198] – see Section 3.3, as well as Raman spectroscopy[199]. For example, Raman 

peak shift data may indicate that that peak positions were increased in energy (a blue shift) under 

anodic potentials[91]. Such a shift was sought to be rationalized through a “contraction and 

stiffening” of the bonds, presumably due to electron extraction/hole doping. For metallic 

materials as well as metallic nanostructures, such as multiwalled nanotubes, graphene, etc., an 

energy shift to a larger value can also be observed for both electron and hole doping[200]. It 

should be generally noted that the peak shifts, in Raman spectroscopy, are a function of both the 
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electronic energies as well as the lattice vibrations/phonons. Accompanied by loss /gain of 

electrons, the bonds become more (/less) stiff with a concomitant blue (/red) shift, indicating 

phonons of higher (/lower) energy. Typically, an adiabatic Born-Oppenheimer (ABO) 

approximation is employed to understand such electron-phonon interactions, and has been 

extensively used when electronic energy level separations are much larger than the phonon 

energies. Here, electrons adiabatically relax to their ground state configuration aided by phonons 

of lower energies and faster relaxation times. However, in metallic structures the band gap 

energies are comparable to the phonon excitation energies, and would lead to non-adiabaticity 

and deviations from the ABO[24].  

The modulation of charge transfer through the use of semiconductor materials may be 

further exemplified through considering the excitation of charge carriers, e.g., through external 

illumination. The energy bandgap (Eg) of the semiconductor is a convenient reference for 

perturbing carriers in semiconductors – only those photons (with energy > Eg) capable of 

exciting electrons from the valence baby to the conduction band can cause an effective carrier 

density variation.  

 

4.7 Charge transfer 

induced by photons: photoelectrochemical cells 

           A practical application of charge transfer for energy transduction at the 

semiconductor-electrolyte interface is induced through light and is manifested through 

photoelectrochemical cells. Generally, the electrochemical response of a material (i.e., 

metal or semiconductor) to illumination, could be interpreted both in terms the charge 
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re-distribution as well as the change in the reaction kinetics[201]. The (i) massive, 

intensity dependent, change in the minority carrier (electrons for p-type semiconductors 

and holes for n-type semiconductors) concentration on illumination, as well as (ii) the 

electron-hole recombination processes in semiconductors distinguishes their response 

from that of metals. As the carrier mobility (and the diffusion coefficients) of the 

majority and minority carriers are different, it is plausible that a potential difference be 

set up due to the differential migration – the Dember effect. The Dember potential 

ensures, for example, that an equilibrium electrical current passing through a specific 

region, e.g., the space charge layer is constant. However, when the relative change in 

the minority carrier concentration is smaller than the majority carrier concentration, 

such effects can be ignored. The coupling of electromagnetic waves with a redox 

system [201] could be used for generating electrical power through the photo-

electrochemical processes, and is of relevance in creating new types of photovoltaic 

cells[202]. . The key driver is again the difference in the electrochemical potential 

between a solid electrode (as defined, through the EF) and the electrolyte (the cell redox 

potential: Eredox; see Figure 24) through the individual oxidation and the reduction 

potentials. It should be noted again that the oxidation (/reduction) may be taken as the 

loss (/gain) of electrons (/holes) or the gain (/loss) of holes, by the electrolyte. The 

relative energy levels of the material (semiconductor) and the electrolyte may further be 

understood through reference to Figure 24 and Figure 30. With reference to a n-type 

semiconductor, Figure 31(a) from [203], indicates the excitation of electron-hole pairs 

by external illumination of energy greater than that of the bandgap. The difference in 

the electrochemical potentials of the electrons and the holes with respect to the 
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electrolyte, may contribute to individual redox reactions in the electrolyte. The 

consequent electron/hole state energy difference is then responsible for the carrier 

transfer from a higher energy level to a lower energy level, which is equivalent to an 

alternative redox process and the generation of a voltage.  This figure indicates that 

while the electrons are put out to the external circuit, the holes react with the electrolyte 

and the electrons coming in from the external circuit compensate the resident excess 

positive charges in the electrolyte. Alternately, Figure 31 (b) indicates one practical 

application of the above process to the electrolysis of water, creating O2 and H2 gas 

through oxidation and reduction of aqueous electrolytes.  

The basic principle, with relevance to charge transfer, is then that photon illumination 

also causes (i) the photo-excited minority (/majority) carriers move to the surface (/ bulk), and 

(ii) that the differential charge separation causes the formation of a space charge layer and a 

space charge capacitance: CSC (see Section 2.3.2). The width of the space charge layer is then 

correspondingly reduced, whenever there is charge (electrons/holes) introduced in the layer, 

yielding an enhanced capacitance, with a larger increase due to the minority carriers.  

Consequently, a change in the carrier concentration (∆N) relative to the original carrier 

concentration (No), facilitated through photon illumination enhances the layer capacitance, Csc to 

a larger value of Csc, ill through the relation[201]:  

                                                

C
SC , ill

CSC , o

= 1+ ∆N

No      (44)
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Indeed, intensity modulated photocurrent spectroscopy (IMPS) may be used to yield 

quantitatively similar information to electrochemical impedance spectroscopy (see Section 3.3) 

and measure the relevant capacitances[204]. With respect to practical EC operation, photon 

induced processes should be considered in concert with the time scales for electrostatic discharge 

of the double layer (see Section 3.3 and Figure 17) on the electrode, i.e., the time for the latter 

should ideally be smaller than that required for steady state conditions in the space charge layer 

to be reached.  Additionally, since the photo-induced voltage is of opposite sign relative to the 

intrinsic band bending, the electrode potential of a semiconductor with an anodic (/cathodic) 

process is shifted oppositely in the cathodic (/anodic) direction, at a given current, which may 

impact charge capacity. In addition to the reduction of the obtainable voltage, multiple or 

competing processes, such as hydrogen discharge at the anode could complicate the analyses. A 

further detailed discussion of photon excited charge transfer in nanostructured ensembles is 

given in Section 4.10, where we consider chemical capacitance issues related to a dye-sensitized 

solar cell. 

4.8 Specific 

characteristics of nanostructured electrodes 

              A major imperative for continuing research in charge storage is the exploration of new 

storage mechanisms as well as alternate materials systems where such mechanisms could be 

harnessed.  We have seen, for example, that carbon based materials are ubiquitous, i.e., as 

graphite based anodes in battery systems – Section 2.2.2, and as activated carbon electrodes in 

ECs – Section 2.3. The advantages of an intrinsic layered nanostructure in the former and large 

surface area in the latter are the relevant nanoscale features. In this section, we aim to explore the 
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features of nanocarbon constituted electrodes with respect to their constitution and non-idealities. 

Subsequently, the manifestation of nanoscale features on a larger scale, with respect to the 

inducement of roughness and wetting of the electrodes with the electrolyte will be considered.  

 

4.8.1 Nanostructured carbons 

For a good understanding of whether nanostructures are more efficacious with respect to 

charge storage, much care has to be taken to understand the material specific characteristics. For 

instance, it is interesting to ponder why the surface of a single layer graphene (SLG) sheet would 

have a comparatively higher capacity or energy density[205–207], as frequently posited. Indeed, 

earlier work [208][75] reported the Cdl of a clean graphite surface as ~ 20 µF/cm2, typical to any 

other thin film (Section 2.3.1) providing a benchmark for what may be experimentally observed. 

Additionally, multiple graphene sheets/few layer graphenes (FLGs), which may be considered to 

have a limiting case of bulk structures, have been shown to have relatively higher capacitance 

[209,210]. Consideration of intermolecular forces between the atomic-scale sheets [211] may 

need to be considered for charge storage. A fundamental basis for adsorption-induced 

enhancement of the capacitance may arise from van der Waals forces induced through the π-

orbitals. Indeed, the larger currents at a given scan rate in FLG compared to the SLG samples 

may be accounted for through such considerations. Alternately, examining the pore structure of 

activated carbons (as discussed later in Section 4.9), the ratio of the pore wall thickness to the 

Debye length (Section 2.3.1) in the electrolyte would be relevant. Through comparison with a 

variety of activated carbons, it was deduced that enhanced capacitance, i.e., to a limit of up to ~ 

80 F/g (see Section 2.4) may be obtained through a decreasing ratio only up to a limit. 
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Physically, this would correspond to an overlapping of the screening lengths. These results may 

then be extrapolated to a single graphene sheet, where the potential is not constant and to realize 

the ability of graphene to function as a proper electrode, multiple layers, up to four, may be 

necessary[210]. Alternatively, it may also be concluded that multiwalled CNTs[76], where the 

electric potential is constant beyond a certain number of walls, with the added advantage of a 

large surface area and the ability to enhance the density of states over a larger area (Section 4.11) 

may be better electrodes compared to single layer graphene. 

Useful nanoscale prototypes for understanding such influences are for example, the basal 

planes and the edge planes of graphite surfaces. It has been widely reported that the former are 

chemically inert, while the latter are considered to be sites of electrochemical reactivity[212–

215]. The in-plane sp
2
 bonding on each constituent graphene sheet of the graphite involves the 

pendant π-groups, which may be indirectly involved in charge transfer through weak bonding 

and adsorption processes[216]. The enhancement in the surface density of states due to the 

formation of localized states[217] may also be correlated with an increased capacitance. While 

passivation of the surface states, say through a C-H bond, may occur, it has been posited that the 

σ�bond would not interact with the π-orbitals and disrupt electronic structure. Additional energy 

states may be introduced through curvature-induced modification of single/multiple graphene 

sheets as would be involved in the formation of single-/multi-walled CNTs, respectively. For 

example, several varieties of graphite based on the HOPG (highly oriented pyrolytic graphite) 

motif, may broadly be classified into (i) the EPPG – edge plane pyrolytic graphite, and (ii) the 

BPPG- basal plane pyrolytic graphite, forms.  The latter variety constitute a significant fraction 

of HOPG (typical distances between edge steps can be of the order of 1-10 µm[124]) and are 
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characterized by an average lateral grain size [212]– which may be correlated to the Tuinstra-

Koenig correlation length (La), - a parameter widely used in Raman spectroscopy. In other forms 

of carbon, such as glassy carbon (prepared through the high temperature and pressure treatment 

of polymeric resins), a larger extent of sp
2
 bonding coupled with disorder yields CV 

characteristics intermediate to EPPG and BPPG. It was seen[124] from cyclic voltammetry, that 

in BPPG samples, (i) a large overpotential is needed for electrochemical reactions to occur as 

manifested through a larger ∆Ep between the anodic and the cathodic reactions (Section 3.1.1), 

and (ii) the current variation deviates from a linear diffusion based theory (Section 3.1.2), and 

indicative of the concurrent presence of closely spaced diffusion layers (as discussed later in 

Section 5.2 and with reference to Figure 53).   

The extent to which the above studies indicate the relative absence of electrochemical 

reactions on basal planes, compared to edge planes, is difficult to gauge vis-à-vis the inevitable 

presence of atomic scale/nanoscale defects. It has also been found, through treating and 

simulating[212] each pristine/defect free BPPG constituted region surrounded by a EPPG, as an 

individual domain of diffusion that the magnitude of ∆Ep with a chemical reaction rate constant 

(kbasal) is inversely proportional to the defect density. Correlation of the relevant diffusion 

domains in terms of the La and the equivalent grain size would be appropriate, but does not seem 

to have been much considered in literature. While an upper limit value of kbasal = 10-9 cm/s was 

used for modeling the basal plane electrokinetics (with kedge seven orders of magnitude larger at 

0.02 cm s-1), these numbers are yet estimates. It was interesting to note that in an alternate 

analysis comparing the reduction of quinone on basal planes and edge planes[214], the electron 

transfer rate (now expressed in units of s-1 [218]) of the rate constants of the latter were only 2-3 
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orders of magnitude larger. It has also been observed, through scanning tunneling microscopy 

studies[219], that adsorption tracks the defect area (given that the proportion of the defect area to 

the total projected area has been estimated to be of the order of 0.01 to 0.1) only qualitatively but 

may be orders of magnitude higher than expected. There may also exist electrostatic interactions 

between the adsorbates and partial charges on the surface (also see Section 5.1), which may 

extend over a larger area than a charged defect. Moreover, functional groups as well as the 

polarity of the surface[220] may enhance the sticking coefficient of adsorbates at the monolayer 

level. It has also been speculated that adsorption could occur concurrently with intercalation (as 

with anodes in battery systems – Section 2.2.2), where the latter is more probable at the edge 

planes.  

In summary, the electrochemical characteristics of nanostructured carbons in particular, 

and electrodes generally still remain to be both qualitatively and understood, with reference to 

the role of defects and disorder. Such an understanding is necessary in light of the wide usage of 

nanostructured electrodes either for reasons related to a large surface area/unit mass (Section 1.1) 

or the invoking of quantum mechanical phenomena (Section 1.2). The fundamental aspects of 

defects will be explored next. 

 

4.8.2 Non-ideality: Charges at 

defects 

Analytical or computational research has almost always initially focused on modeling 

defect free nanomaterials (e.g., constituting the electrodes) to typically postulate impressive 
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theoretical thermal, electrical and structural properties. However, deviations from ideality, e.g., 

through defects, considerably modulate practical electrochemical kinetics and charge transfer. 

The presence of defects, in any given structure, is entropically inevitable in that the addition of 

any impurity in any amount would necessarily increase the entropy: S [221], in accordance with 

the third law of thermodynamics. Generally, the lower dimensional defects, e.g., point/zero-

dimensional defects, such as vacancies, interstitial or substitutional defects are more favorable 

compared to one- or two-dimensional defects such as dislocations or boundaries which impose a 

free energy penalty, due to the energy required for their formation (Ef), to the overall structure. It 

can be derived[60] that the concentration of point defects (nd), relative to the total number of 

atoms in the sites in the structure (N) is given by: 

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However, defects do not necessarily hinder the performance of nanostructures, and in some 

applications, defects may even be necessary, e.g., defects in CNT chemical sensors act as 

binding locations for sensing functional groups as they are more energetic and subsequently 

more chemically reactive compared to pristine sites. Typically, functionalization is used to 

incorporate charged moieties such as - carboxyl, - amine, and -hydroxyl groups, to increase 

sensitivity and add specificity to sensing for the appropriate target molecules. Charged moieties 

could perhaps also achieve similar results. It would then be interesting to probe if 

functionalization is necessary to increase the electrocatalytic activity of a nanostructured 

electrode or if this can be achieved solely through charged defect introduction. We discuss then 

the influence of defects with respect to their natural and sometimes artificial appearance in model 

nanostructures such as one-dimensional carbon nanotubes and two-dimensional graphenes. 
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Practically, such defect structures may be manifest in battery anodes (see Section 2.2.2) or 

carbon based electrochemical capacitors (Sections 2.3 and 4.9). 

           Much effort has been expended in calculating the formation energies of the defects though 

computing the difference in the energies between a defect free cell and a cell with a defect[222]. 

Such calculations are fraught with issues of correctly estimating the ground state energy and the 

aspect of obtaining the defect energy through subtracting two large numbers. While the accuracy 

of the individual methods and the involved approximations are beyond the scope of the present 

review, the interested reader is referred to relevant papers[222,223] and textbooks[224]. Aspects 

related to the formation energies and the energetics have also been discussed extensively for 

various materials in other texts[60,225], reviews[223,226–230], and associated papers 

[22,222,227,231–241].  Typically, the Ef are greater than 1 eV and may be as large as 14 eV (for 

an adsorbed atom – single vacancy pair[223]). Many such defects are evident as a function of 

specific synthesis conditions and contribute to variable electrochemical characteristics. For 

example, a two-dimensional graphene sheet would be mainly comprised of basal plane 

constituted carbon, with edge sites at the periphery. A similar basal to edge site ratio may be 

extended to multi-layer graphene. However, in graphene synthesized through the microwave 

exfoliation of graphene oxide (MEGO)[113], the fraction of edge, as well as the hydrogen 

content, has been shown to be considerably small through electron paramagnetic resonance 

(EPR) based measurements and a sp
2 bonding character of 98% was ascribed through diffraction 

studies. Consequently, intrinsic or extrinsic defects in CNTs or graphenes can be defined at any 

location where the periodic hexagonal arrangement of sp
2 bonded carbon atoms (in a crystalline 

lattice) native to the constituent single-layer graphene sheet is perturbed. Intrinsic defects result 

from structural changes in the lattice without the introduction of impurity atoms, while the 
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extrinsic defects may involve impurity atoms. In addition to structural effects, defects may also 

produce unique changes in the electronic properties. Moreover, impurity electronegativity and 

atomic or ionic size can affect the lattice interactions. 

 

 

4.8.2.1 Point Defects 

              In the simplest case, when the lattice is missing an atom a vacancy may form. 

Additional lower dimensional defects such as vacancy clusters, interstitial adatoms, or lattice 

impurities are widely manifest in graphene-based nanostructures. Such defects induce changes in 

the bonding structure and can cause re-hybridization of the carbon atoms in addition to inducing 

local bond strain. The energy of formation for single vacancies, Ef,SV is ~ 5-9 eV. The variation in 

the formation energy of ~ 4 eV, could be a function of the sample size, i.e., as in the diameter of 

a CNT[223] arising from differences in curvature. If a single vacancy is created, carbon atoms 

surrounding the vacancy are at a relatively higher energy state since they are not fully 

coordinated and have dangling bonds. Such higher energy carbon atoms may undergo Jahn-

Teller distortions (geometrical distortion of non-linear molecules to reach a lower energy 

state[242]) to minimize the local energy, forming a pentagon and a nonagon with one dangling 

bond remaining, as seen in  Figure 32. With respect to the graphitic motif, the presence of non-

hexagonal rings has been considered to induce local Gaussian curvature, e.g., with pentagons 

leading to positive (spherical) and heptagons leading to negative (saddle like) curvature[223]. 

Consequently, it can be deduced through elementary electrostatics that this would increase the 

local charge density for any deviation from a planar configuration. 
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           Note that the Jahn-Teller effect in graphene and CNTs with low curvature, the Ef,SV is ~ 7 

eV, which is relatively large. Vacancies can be mobile if enough energy is provided to overcome 

a geometry dependent migration barrier Emb,SV of ~ 0.5 - 2 eV[243]. Subsequently, if two 

vacancies join, a double vacancy is formed with an energy of formation Ef,DV of ~ 4-5.5 eV[243]. 

In a double vacancy, there are no dangling bonds since two pentagons and a heptagon form 

which are relatively immobile with a migration barrier Emb,DV of ~ 5 eV[243]. Yet another type of 

defect, the Stone-Wales (S-W) defect, occurs when a C-C bond rotates and forms non-hexagonal 

rings while maintaining sp
2
 hybridization and is unique to graphitic systems: Figure 33(a). The 

most energetically favorable rotation of the C-C bond was calculated to be 90o (in Figure 33 (b)) 

with an activation energy (Ef,SW) increase from ~ 5 eV to ~ 10 eV[222][244]. The non-hexagonal 

pairings may cause bends or kinks along the CNT axis as externally manifested in Figure 33(c).  

         Extrinsic point defects may also arise from the addition of adatoms on the surface of the 

nanostructures. If the adatoms are smaller than the inter-graphitic spacing of ~ 0.35 nm, they can 

reside interstitially[245] facilitating the formation of two new covalent bonds (with a binding 

energy associated with the bond formation of ~ 2 eV [246]) to the surrounding carbons and an 

sp
3
 character. In the case of carbon adatoms, the migration barrier is 0.4 eV, implying high 

adatom mobility along the graphitic surfaces. Generally, if a carbon adatom moves into a 

vacancy location, it may undergo rehybridization and covalently bond with the surrounding 

carbon atoms, e.g., if only a single vacancy is encountered, rehybridization would establish the 

symmetric hexagonal pairing typical of pristine graphene/CNT. Local bending can also occur if 

two carbon adatoms meet to form a dimer, which then interacts with the surrounding delocalized 

sp
2 network to form an inverse Stone-Wales defect, with a higher energy of formation (~ 7 eV), 

and less thermodynamically favorable compared to a S-W defect. 
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            For non-carbon adsorbed atoms or adsorbed particles, the electronic interaction 

energies would vary with the state and size of the adatom and its size (e.g., 

physisorption through van der Waals forces or chemisorption through bonding to the 

CNT surface). Covalently binding transition metals to the surface of CNTs using 

electrochemical techniques has been used[223,245,247] to identify the location of 

defects along the surface of a CNT, e.g., as shown in Figure 34. Given a typical metal 

reduction potential of ~2.5 V (with respect to the standard hydrogen electrode), adatom 

bonding to defects would occur if the defect energies are larger. Additionally, covalent 

bonding may also occur between organic molecules and the graphitic surface/s guided 

through similar rationale[248]. 

         When foreign atoms add as substitutional impurities into the graphitic lattice, say, for the 

purpose of doping, they may also be considered to be point defects. Thermodynamically stable 

substitutional impurities tend to be similar in atomic size and have a close number of valence 

electrons, e.g., boron or nitrogen. However, when coupled with vacancies, a broader variety of 

substitutions can occur. Transition metals may also form strong covalent bonds (with bonding 

energies ~ 2- 8 eV) at vacancy sites by coordinating with dangling bonds[223,249,250]. 

 

4.8.2.2 One-dimensional defects 

              A commonly observed defect in graphitic structures is an edge plane, where defects can 

induce different bond orderings and bond configurations. If bond reordering occurs without the 

addition of vacancies or other atoms, the armchair (Figure 35 (a)) and zigzag (Figure 35 (c)) 

configurations are formed. These configurations are the most stable of the four depicted in 
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Figure 35, since they have the fewest dangling bonds, which represent centers of charge 

concentration. If vacancies are present on the edge plane, then variations of these configurations 

can occur as illustrated in Figure 35 (b) and (d). 

      The dangling bonds present at the edge plane can be passivated by various atoms or 

compounds giving rise to different bond strains and hybridization that each have varying effects 

on delocalized π- bonding and local geometry. An example is hydrogen passivation, where the 

hydrogen bonds to a lone pair and adds local sp
3 character. Many experiments have also been 

reported success in creating edge planes, e.g., through opening the endcaps of CNTs [251–253] 

through involving strong oxidizers, form carboxyl functional groups to which additional moieties 

can be attached. Such zero- and one-dimensional defects may also affect graphitic geometry by 

causing bending and varied edge plane stacking (two-dimensional defects). At a critical 

concentration of defects, the macroscopic graphitic structure will be unique and define the 

morphology. Figure 36 illustrates some of the different CNT morphologies, which are typically 

considered defect-induced structures. These include multiwalled CNTs, bamboo CNTs (with 

successive multiple walls stacked in a cup-/cone-like configurations), herringbone CNTs (where 

the graphitic planes are at an angle to the main axis of the CNT), or even multiple layer graphene 

sheets are some of the many manifestations. By way of other examples, in the Y-junction CNT 

shown in Figure 36(b) and the coiled CNT in in Figure 36(c), the defect carbons maintain 

strained sp
2 hybridization through Stone-Wales type rotations. Consequently, complementary 

pentagon and heptagon rings are formed and in turn induce a local contraction in the tube radius 

at the center of the defect forming a Y-junction. If the charge defect density is more extensive, 

complementary pairing of pentagon-hexagon rings can lead to a twisting or coiling of the CNT, 
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where coil radius and the pitch may be dependent on the defect density induced through 

appropriate synthesis conditions[254,255].  

 

 

4.8.3 Influence of defects on 

bandstructure and charge capacity  

Extrinsic defects and associated charges may also be purposefully induced in graphitic 

structures through ad-atoms/-particles, vacancies, substitutional impurities, etc. The methods for 

their introduction may, for example, be through: (1) irradiation with electrons or 

ions[232,237,259], and (2) chemical treatments, e.g., through oxidation induced wet chemistry. 

Generally, the methodology through which defects are introduced and the type of atoms or ions 

involved play a crucial role in how the defects interact with the electronic structure of the host 

lattice. For instance, the electronegativity and ionization potential of an adatom can determine, to 

a first-order, whether the adatom has a propensity for drawing electrons away or donating 

electrons to the surrounding bonds. The injection or withdrawal of electrons into π- bonds may 

be termed doping. Since π- bond electrons are extensively delocalized in graphene and CNTs, 

the π� and π*- orbitals may constitute the valence and conduction bands, respectively. 

When electron deficient moieties are added to graphitic structures either through bonding, 

adatom introduction, or substitutional impurity addition, energy levels in proximity to the regular 

bands may be created. For example, when B or N (of approximately the same size as carbon) 

with one less/more electron than carbon is added to graphitic structure, the carbon atoms are 

replaced as shown in Figure 37(b) and (c). The charge density shifts creating a partial 



Page 138 of 317

138 
 

138 

 

positive/negative charge on the surrounding carbons and new defect energy levels are created 

near the valence/conduction band, as shown in Figure 38. Instances of electron withdrawal and 

donation with respect to the graphitic structures may then occur when B and N are added 

substitutionally. Such downward or upward variations in the Fermi energy modulate the voltage 

and the consequent current in charge transfer from a given nanostructured electrode to the 

electrolyte (as discussed previously in Sections 4.3 and 4.6.2). 

Adatoms/adparticles can also cause shifts in the electronic DOS: Figure 38, where due to 

the higher reactivity of defect sites, they could be trapped at the sites. Depending on the 

electronegativity of the adatom or the dipole moment of the adparticle, electron density can be 

shifted to or away from the π�bonds in graphitic structures. An example of electrostatic doping 

arises when exposing CNTs to oxygen, which adds on as an adparticle on the CNT. Since the 

oxygen electronegativity (3.44) is greater than that of carbon (2.55) on the Pauling scale, the 

introduction of oxygen shifts electron density away from the CNT, creating local positive charge. 

Inducing local charged regions along the CNT surface through defect manipulation and doping 

can be used to inherently change the bonding in CNTs through a variation in the Fermi energy. 

Changes in the net electrochemical potential would then dictate the reactivity of the constituent 

bonds and can increase electrocatalytic activity or charge transfer from the electrode (see 

Sections 4.3 and 4.6.2). 

 

4.8.4 Wetting and roughness 

of the electrodes 
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Integral to evaluating the performance of nanostructured electrodes is whether the 

electrolyte is fully in contact with the constituent area, for charge transfer interactions to occur. 

Such issues may be discussed with respect to whether the electrolyte wets the electrode and is a 

function of the respective surface energies of as well as physical characteristics such as the 

roughness of the electrode, etc. Classical monographs [260] describe such interactions 

fundamentally by considering a wetting/spreading parameter (Sp) of the form: Sp = γs-a – (γs-e + 

γe-a), where the subscripts refer to the relative surface energies of the solid electrode-air, solid 

electrode-electrolyte, and the electrolyte-air interfaces, respectively. Generally, when Sp  > 0, the 

electrode prefers to be wetted by the electrolyte and good contact would be ensured. It was 

postulated that idealized interactions between the individual constituents could make it possible 

to relate the Sp to the individual polarizabilities (surface energies being related to the square of 

the polarizability[211]) . Consequently, an electrolyte would spread on/wet completely the 

electrode, if it is less polarizable than the solid electrode. Concomitantly, it can be adduced that 

enhancing the polarization of the electrode, e.g., as in metallic materials or through the edge 

planes in graphite, or defects (see Section 4.8.2.2) would favor greater contact between the 

electrode and electrolyte. Such fundamental criteria may also be used for the design as well as 

intuitively understanding the relative performance of conducting polymer electrodes (see Section 

6.2) where enhanced polarizabilities at the nanoscale may be obtained through (i) larger sizes of 

atoms/molecules or attached electrophilic/nucleophilic substituents[261] with large dipole 

moments, (ii) unsaturated bonds, or (iii) at lower temperatures.  

The relative dielectric constants (ε) of the electrolyte (εe) and the material constituting the 

electrode (εel) should also be considered, especially when porous media (say, in the form of 
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activated carbon; also see Section 4.9) are used as electrodes. While van der Waals attractive 

forces are often assumed initially, the mutual forces may turn repulsive (and hence reduce 

electrode wetting) if the εe < εel – the electrostatic energy (proportional to εξ 2[189] – see Eqn. 

(1)) would be reduced if the electrolyte was not interacting with the electrode. For aqueous 

electrolytes, one should also consider the relative hydrophobic and hydrophilic character of the 

surfaces, e.g., the latter may be enhanced through the presence of polar moieties. On the other 

hand, hydrophobic surfaces may be stochastically wetted/de-wetted by water for pore sizes of the 

order of 0.7 – 0.8 nm[262] – see Section 4.8.1. 

The scale of roughness may also determine the efficiency of charge storage, i.e., in 

addition to its influence on wetting another obvious aspect would be related to the actual surface 

area available for charge accumulation and/or charge transfer. A ratio of the actual area to the 

apparent projected area that has been used to describe the wetting characteristics, and may also 

be extrapolated to estimate the enhanced charge density of a rough surface (also see Section 4.9). 

Alternatively, another quantitative methodology involves the use of the current-potential curves 

obtained from surface adsorption based pseudocapacitance (see Section 5.1) [263], e.g., the ratio 

of the theoretical maximum capacitance to the measured capacitance would yield a measure of 

the roughness to within ±40-50%[263]. A roughness factor has also been used in estimating the 

capacitance of nanostructured electrodes, e.g., in dye-sensitized solar cells (DSSCs) – see 

Section 4.10. Here it was assumed that as the Helmholtz capacitance (CH – see Section 2.3.1) 

would be similar for any two surfaces, and the roughness factor is used to multiply the 

capacitance of a smooth surface to obtain the capacitance of the rough surface[264]. 
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Additionally, corrugations and the local curvature of the surface could simulate pore like 

behavior and influence the observed characteristics and be modeled per the discussion in Section 

3.3.1 and discussion as related to Figure 20. Given the complexity of the problem and the general 

irreproducibility across samples, the tendency naturally has been to ignore such complications. In 

summary, monitoring the roughness of a real surface is a very difficult problem, akin to the 

problem of “How long is the coast of Britain?”– the answer would depend on the length scale 

used[265].  A prototypical example of roughness at the nano-, meso-, and macro-scale is 

practically manifested is through porous carbon based electrodes used in ECs (Section 2.3) and 

will be discussed next. 

 

4.9 Porosity in 

Electrodes: A metric for high capacitance density 

               While the overall charge capacity would generally be proportional to the volume, the 

double layer capacitance (Section 2.3.1) is a surface oriented process and is directly related to the 

available area over which the charge may be stored. The latter enables a quick charge and 

discharge, as only the surface is involved and accounts for the large power density as well as the 

low energy density. Consequently, porous carbon synthesized through pyrolysis of organic 

compounds, with a large effective area of ~ 1200 m2/g[115], has been extensively used for 

electrochemical capacitors (ECs). Per an IUPAC (International Union of Pure and Applied 

Chemistry) report from 1982[266], the pores formed have been classified as either (1) 

micropores,  with pore widths < 2 nm, (2)  macropores, with pore widths > 50 nm, and (3) 

mesopores, with intermediate pore widths. The report also considers the type of physisorption 
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isotherms (relating the amount of gas adsorbed to the relative applied pressure) typical to each 

pore classification. The experimentally observed isotherms are then deconvoluted, through 

numerical methods, to yield the pore size distributions[118]. The presence of primary or 

secondary porosity (i.e., porous pores) can also be indicated through electrochemical impedance 

measurements (see Section 3.3.1 and discussion as related to Figure 20). The specific pore 

structure would be responsible for both the capacity as well as the kinetics of charging and 

discharge.  

             Typical pore sizes in commercial activated carbons, used for ECs, are in the range of 0.5 

nm to 10 nm[75]. As the contribution of the macropores has been considered negligible (< 2 

m2/g) to the overall adsorption[75], the focus has been to understand and optimize the micro- and 

meso-pore distribution in a given material. The adsorption in the latter, for example, involves 

both mono- and multilayer adsorption as well as capillary condensation, and the hysteresis in the 

adsorbed amount as a function of the applied pressure makes it difficult to understand the 

processes in detail. On the other hand, analyzing the effects of micropores requires the 

consideration of atomistic level interactions between the adsorbing species and the substrate. It 

was also thought that while structural influences, such as binding functional groups and 

roughness could be reduced in the micropores, electrical space charge effects, say due to the 

overlapping of the double layers, could be more significant.  It seems possible to develop 

suitable synthesis or activation procedures to achieve desired pore distributions, e.g., to 

drastically reduce the formation of mesopores[127] or to achieve a specific tailored size 

distribution[267].  
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            The aspect of slit-like pore morphology, used in many analytical and computational 

studies, was inferred from the observations that, for a given volume, flat molecules, e.g., 

benzene, seemed to be more easily adsorbed compared to globular moieties. Such molecular 

sieve-like characteristics, which manifest through both thermodynamic and kinetic 

perspectives[127], were further understood through calculations which predicted a lower 

potential energy for adsorption in slit like pores compared to adsorption on flat surfaces[268]. It 

was then inferred that for porous carbons, say derived from polymers, that the pores could be 

described, given the precision of the gas adsorption data, either through (i) a slit-pore like model 

with slit widths in the range of 0.43 nm – 0.57 nm (with an average at ~ 0.53 nm), or (ii) a 

cylindrical pore model with pore diameters between 0.78 nm to 0.86 nm. The underlying 

assumptions include a Lennard-Jones type interaction between the harmonically oscillating 

adsorbate and the pore surface/underlying volume. Such optimized slit widths also consider the 

effective radius of the carbon atom at ~ 0.17 nm. 

           A good fit of the total measured capacitance (Cmeas) – also see Section 2.3.2, in porous 

carbons was obtained through the relation: Cmeas = Cdl

ext Aext + Cdl

microAmicro
, through partitioning the 

contributions from the external surface area (Aext) as well as the micropore surface area (Amicro) 

and indicates differential adsorption characteristics. It was also interesting to note from this 

study[75] that the double layer contribution from the former ( Cdl

ext ) of ~ 74 µF/cm2 was more 

than three times greater than Cdl

micro at ~ 20 µF/cm2 for activated carbon microbeads while for 

activated carbon fibers, the Cdl

ext ( ~ 8 µF/cm2 ) was smaller compared to Cdl

micro (at ~ 15 µF/cm2 ). 

As it was remarked earlier that the effect of surface functional groups is relatively minor in 

micropores, the Cdl

micro in the range of 15 µF/cm2 may be considered typical of a basal plane 
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graphite layer. However, the Cmeas would yet involve series contributions from the space-charge 

(Section 2.3.2) and the quantum capacitance (Section 4.11) and be smaller.    

 

4.9.1 Anomalous variation of 

capacitance 

              In porous carbon based ECs, there would be expected to be a correspondence between 

the capacitance and the relative sizes of the pores with respect to the ion sizes. Generally, 

maximal adsorbate – pore wall area interaction could occur if the sizes were equal, i.e., while a 

large pore size would result in mutual adsorbate interactions at the expense of adsorbate-wall 

coupling, a decreasing pore size would imply a gradual overlapping of the depletion layers 

between adjacent pore walls and a consequent diminished capacitance. However, at smaller pore 

sizes it was thought, based on experimental observations, that the breakdown of the solvation 

shell around the ions[127] in an aqueous electrolyte would be promoted by large applied 

potentials/electric fields. Consequently, the ions squeeze into the pores implying a closer 

distance of separation between the bare ions and the pore walls. From a simplistic parallel plate 

capacitor model (e.g., the Helmholtz model of Section 2.3.1) a greater or unexpectedly large 

anomalous capacitance would be expected – anomalous in the sense that it was hitherto believed 

that solvated ions with respect to pores smaller than 1 nm would be ineffective for charge storage 

[269]. Indeed, an uptick in the capacitance/unit area was observed: see Figure 39, in studies 

based on carbide-derived carbons, synthesized through the high temperature chlorination of 

carbides where porous carbon (with specific surface area up to 2000 m2/g, and pore volume up to 

1 cm3/g) remains after the metals have been removed through reaction with chlorine[267].   



Page 145 of 317

145 
 

145 

 

        However, the capacitance increase should be weighed considering a reduction of the 

dielectric constant (εr) is expected in confined volumes - from the rationale of a limited electric 

displacement for a given electric field (ξ ).  Pertinently, the reduction of the εr� to as low as 4.7 

(in aqueous solutions, where the bulk value for water is ~ 78) for ion-electrode distances of the 

order of 0.1 nm and to 7.8 for 0.2 nm was noted a few decades ago[77]. Other equivalent ways of 

understanding the reduced permittivity incorporate the effects of electrostriction – which is 

related to the dipole moments of the ions in the pores and results in an equivalent increase in the 

density, as well as dielectric saturation – where the molecular dipoles would be effectively all 

aligned in a confined space due to the electric fields[262]. The enhanced ξ  could arise from an 

ionic concentration gradient and also from osmotic forces. In the latter case, by the contact value 

theorem[211], a pressure (P) = kBT [ρs], (T is the temperature and [ρs] is the charge density at the 

surface) is built which may exert an entropic force for the ions to squeeze into the pores. A 

depolarizing field would counter the ξ  forcing the ion into the pore. The sum total of such 

effects would be manifested through effective ε values much smaller than the bulk values. For an 

estimated electric field of the order of 1 Volt/0.1 nm, the ε  was effectively evaluated to be of the 

order of 12-14 [262] in aqueous electrolytes. However, the underlying assumptions, where a 

macroscopic parameter such as the ε is used, involve an unchanging/homogeneous ξ  over a 

range corresponding to an ion-pair correlation function, and the exact numerical value of ε is 

difficult to estimate[270].    

             Consequently, given a permittivity decrease, for the capacitance to increase by a factor 

of three, as indicated in Figure 39, the spacing (assuming a parallel plate capacitor model) would 

have to decrease at least by a factor greater than 3. As the bare cation/anion diameters, say TEA 
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(tetra-ethyl ammonium) /BF4 (and tetrafluoroborate) are of the order of 0.68 nm/0.33 nm in 

diameter (see inset to Figure 39), with solvated ions of 10% larger diameter[211], it is difficult to 

see how even the removal of solvation shells could accomplish such a large capacitance 

enhancement. However, if electrostriction was involved, accompanied by an increased density of 

the corresponding ions in the pore, a larger number of ions contributing to the charge transfer 

could account for the capacity increase. Such an issue is easy to understand, for example, where 

in the case of a pore of volume 1 nm3, multiple TEA/BF4 ions (of volumes ~ 0.3 nm3/0.03 nm3, 

respectively) could be accommodated, yielding an increased radial density.  

             However, it was indicated[262] that the free energies of the ions in the pores would be 

comprised of contributions from both the lowered configurational entropy (due to the lower 

accessible area) as well as a reduced solvation free energy (since the hydration number would be 

reduced). The determined consequence was that a stronger tendency to solvation in smaller ions, 

(e.g., Na+/Ca2+ have a greater tendency to solvate compared to K+ and hence migrate less in 

nanopores[271]) would imply a greater barrier for the solvation shell stripped ion to be confined.  

In summary, it is probable that multiple mechanisms may be operative in the observed increase 

in the capacitance – related to both the solvated shell removal[127] as well as phenomena 

associated with electrostriction[262]. The aspect of a minimum critical radius, related to the 

configurational entropy (which diverges as the area available to the ion in the pore tends to zero) 

would impose a lower limit on the pore size. 

             Porous networks may also be considered assemblages of nanoparticle-based networks 

with specific characteristics. While this section has considered their use in area based energy 
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storage we will next discuss the relevant scientific principles and utility as a bulk charge to 

energy transduction medium. 

 

4.10  Chemical 

capacitance in nanostructures: Dye sensitized solar cells 

              As the electrochemical potential is considered to be due to the sum of the electrostatic 

potential (due to the potential of a particular charge) and the chemical potential (due to the 

additional energy from a certain number of charges), the former gives rise to an electrostatic 

capacitance, while the latter yields a chemical capacitance. The inter-conversion of electrostatic 

to chemical potential forms is of course possible, as occurs for example in the measurement of an 

external potential/voltage difference between macroscopic electrodes in a photoelectrochemical 

cell (Section 4.7), as a consequence of internal excitations/charging of the chemical capacitances. 

A subtle distinction between an electrostatic capacitance and chemical capacitance is then that in 

the former, the electric field change at a particular point is associated with a carrier density 

change at the point, while in the latter, the carrier density change is distributed and occurs over a 

representative volume element.  

             Consider a macroscopic capacitor constituted of nanoscopic units arranged in a meso-

scale architecture, e.g., TiO2 nanoparticles on the electrode of a dye sensitized solar cell: 

DSSC[272]. The potential difference between the electrodes of the capacitor would be mostly 

concentrated on the nanoparticles due to their large number as well as the interfaces. The 

consideration of a particular nanostructured entity is done through the change of the number of 

charge states: Ni, (for the i
th nanoparticle) corresponding to both the free electrons (of 
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concentration, nc) and localized/trapped electrons (of concentration, nT for a given change in the 

chemical potential, µi. A chemical capacitance (Cchem) specific to such mesoscopic architecture 

has been postulated,)[273] and defined through:   

                                                 Cchem = dq

dV
= e∂Ni

1
e

∂µi

= e2 ∂Ni

∂µi           (45)
   

From the thermodynamic expression: µi = µi

o + kBT ln(Ni ) and the definition of Cchem, we may 

derive that Cchem = e
2 N i

kBT
. Similarly, for nc electrons in the CB of a semiconductor (see Section 

4.6.1), with ]
)(

exp[
Tk

EE
Nn

B

Fc

cC

−
−=  - where Nc as the effective density of the conduction 

band states, and assuming that the Fermi energy (EF) is well below the energy level, EC of the 

bottom of the CB, i.e., the Boltzmann approximation to the Fermi-Dirac distribution[188], the 

equivalent conduction band capacitance, Cchem

CB = e
2 nc

kBT
. As an applied voltage on the DSSC 

electrode (typically of transparent indium tin oxide, so as to allow illumination to pass through) 

would be expected to change the EF, such a capacitance can be distinguished through the 

exponential dependence of the nC on the voltage. Additionally considering electrons in trap states 

(say, nT), the net charge capacity: Cchem

T = Cchem

CB +Cchem

trap , where the latter can be estimated from 

Cchem

trap = e2 ∂NT (µ)
∂µ

when the trap number distribution, NT (µ) is known. However, in most 

nanostructure configurations, the form of NT (µ) is unknown or disputed, i.e., whether the surface 

states are localized or exponentially distributed as well as lack of knowledge of their precise 

location within the bandgap (see Section 4.6.1).  
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               More generally, any local process that involves N carriers (e.g., due to photon 

excitation in a semiconductor, which may be thought as the conversion of photon energy to an 

electrochemical energy) may be associated with the charging (/discharging) of an equivalent 

Cchem and be represented as an element in a distributed equivalent circuit (see Section 3.3.1). The 

sum of the voltages across each Cchem element would constitute the net voltage drop that can be 

obtained from the ensemble. As the Cchem is defined for one nanoparticle – from Eqn. (45), in an 

ensemble as well as at high carrier concentrations, several such Cchem are in parallel, and the 

Cchem should be considered in addition to the other electrostatic as well as quantum capacitances 

(as discussed later in Section 4.11) in the system. The analogy of the Cchem to a diffusion 

capacitance has been noted in terms of the charge difference between adjacent 

nanoparticles[273]. The concept of chemical capacitance then provides a link to understand 

charge transfer between separable volume elements, due to electric field screening/local potential 

drops, as may occur in nanostructured ensembles. Different sizes or shapes of nanoparticles may 

be classified through specific values of Cchem.  

                 As previously discussed, the DSSC can be considered to be a prototype in which such 

charge transfer mechanisms could be understood from the macroscale to the nanoscale. In 

addition to such devices being relatively cheap, reasonable solar energy conversion efficiencies 

of the order of 13% [274] have been achieved. The macroscopic details of the working of such 

cells have been considered[202,203,275] and the principles reviewed[276] extensively in 

literature. Briefly, with reference to Figure 40 the basic DSSC cell consists of a photosensitive 

dye, adjacent to TiO2 nanoparticles (for increased collection area) placed on a transparent 

electrode (cathode, e.g., Indium Tin Oxide: ITO) in addition to an electrolyte and a counter 
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electrode (say, Pt). On photoexcitation of the dye, the created electrons are transferred to the 

conduction band of the TiO2 and then onto the ITO and the external circuit. The oxidized dye is 

then replenished of electrons from the electrolyte, which in turn receives electrons through the 

external circuit. A typical reduction mechanism operative in the electrolyte uses the I-/I3
- couple 

and proceeds via the reaction: I3
- + 2e

- ↔3 I-. The multitude and complexity of charge transfer 

may be modeled through a sequence of capacitors. For example, several charge transfer and 

charge separation mechanisms, each associated with a potential difference and hence 

capacitance are apparent, e.g.,  (1) electron excitation in the dye, (2) transfer of electrons to 

TiO2, (3) subsequent transfer to the ITO, (4) movement of charge carriers in the external circuit, 

(5) transfer from external circuit to the anode, (6) anode to electrolyte, and finally (7) electrolyte 

to photoexcited dye. Associated with charge transfer is also the possibility of auxiliary processes, 

e.g., electron screening at the electrode or particle interfaces may induce Helmholtz and Gouy-

Chapman related double layer mechanisms (Section 2.3.1), across which there would inevitably 

be a potential drop, and associated capacitance. Figure 41 (from Reference [276]) indicates the 

correspondence of the capacitance (/or resistance) as a function of the intrinsic electrode/TiO2 

potential as measured through EIS (see Section 3.3) to the interfaces at which the charge transfer 

occurs. Additional inhomogeneities incorporating non-uniform charge transfer (say, from the 

TiO2 to the electrode) as well as heterogeneous charge transfer (due to transport of electrons as 

well as ions) in a disordered geometry, local variation in electrolyte concentration, surface 

roughness as well as surface states, and coverage dependent recombination are factors that make 

accurate modeling in terms of a definitive electrical circuit elements quite difficult. The nature of 

charge transport through nanoparticle interfaces is also not well understood. While we have been 

focusing much on complete transfer, the movement of the accompanying hole/positive ion with 
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different charge mobility may also have to be considered for photoelectrochemical cells[276]. 

Indeed, it was considered that the operating principle of a DSSC was based on “differential 

electrode kinetics”[277]. Many treatments then model charge transfer processes through the 

assignment of a capacitance (through the ratio of the relevant charge to the assumed potential 

drop) to each identified mechanism and determine (a) the magnitude of the capacitance as well 

as (b) whether the relevant capacitances are in series or parallel.  It was found for example, that 

in the presence of injected electrons in the TiO2 electrode conduction band (which would also 

contribute to a CB capacitance[278]), that the capacitance due to surface states (Section 4.6.1) 

was smaller compared to the Helmholtz capacitance (CH) [264] – Section 2.3.1. A carrier lifetime 

that may be inversely dependent on the illumination intensity [278], together with the ratio of the 

lifetime to the transit time across the device, are other factors that need to be taken into account 

for modeling and understanding the time response of a particular nanostructured device and 

should be considered in concert with the overall R-C associated time constants. EIS based 

measurements could be used to gauge the time responses and their variations, in addition to 

helping probe the validity of a given circuit model.  

               While the above discussion mainly considers capacitive elements, there would also be 

required from the principles of detailed balance, opposing charge transfer processes, e.g., say, 

those within the excited dye, from the photoexcited dye to the anode instead of the cathode, etc. 

Such dissipation of charge is typically considered under the umbrella of recombination 

processes, and modeled through equivalent resistances. Typically, the rates of charge 

recombination are a function of their relative concentrations, e.g., when the ion concentration in 

the electrolyte is sufficiently small the regeneration of the excited dye, due to redox reactions in 
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the former, is considerably slowed. The presence of electron accepting surface states – 

pernicious in nanostructures, along with their location within the bandgap, can enhance or 

diminish the recombination rates as well. When such surface states couple with the energy levels 

in the bulk electrolyte, additional charge transfer and dissipation would occur.  

             An optimization of DSSC functioning would need to consider all such charge transfer 

processes/capacitances in addition to the resistances. Only then can an equivalent electrical 

circuit, offering insight into the overall efficiency of the charge transfer and energy conversion, 

be constructed and be useful.  Given the complexity of the charge transfer processes, very simple 

lower-dimensional modeling, where the control volume is large enough such that an effective 

averaging is performed over the disorder and various nanoscale charge transfer mechanisms has 

been attempted to date.  Continuum equations incorporating electroneutrality and macroscopic 

constitutive equations (for flux balance, etc.) have been employed. Consequently, a single carrier 

(e.g., electron) diffusion model has been invoked[277], for reasons of simplicity yielding a 

diode-like equation (where the net charge current is the sum of the photocurrent and the 

dark/recombination currents). However, it has been discussed that such an equation does not 

describe practical DSSC cells[276], as a simple superposition of the photo- and the dark currents 

does not normally hold and details of electron transfer as a function of the specific barriers needs 

to be considered. 

                While electron transfer kinetics can be resolved in the frequency domain through EIS, 

the physical rationale for such processes in terms of electron motion has been considered 

through, e.g., (a) a continuous time random walk (CTRW) model, within the bulk of the 

electrode or the nanoparticle, or through the (b) multiple trapping (MT) model – constituted from 
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diffusive transport through extended states modulated by specific (e.g., surface state dependent) 

trapping events. For instance, in the case of transport through nanoporous TiO2, the DOS has 

been modeled through exponential band tailing with a mobility edge (see for example, Figure 

38), corresponding to an energy above which excitations could occur. The electron diffusion 

coefficient (Dn), as well as the electron lifetime, in the MT model is effectively modified to an 

extent that depends on the trapping and detrapping events and may be quantified, e.g., 

to Dn = Do 1/ 1+ ∂nT

∂nc
( )





, where Do is the diffusion coefficient in a trap-free system and 

∂nT

∂nc

parameterizes the variation of the ratio of trapped electrons (nT) to the number of 

electrons in the conduction band (nc). The lifetime (τn), on the other hand, is inversely related to 

∂nT

∂nc

with the concomitant conclusion that the diffusion length ~ Dnτ n
 is relatively constant 

with increased incident photon intensity. While electron hopping is a possibility and must also be 

included, such models set the stage for a Fermi-energy dependent diffusion coefficient.  

                  For example, when small particles at the nanometer scale are used, e.g., in molecular 

photovoltaics [275] where 20 nm TiO2 particles were used in dye sensitized solar cells (DSSCs), 

it has been noted that a single electron may result in a carrier concentration of the order of 1017 

cm-3[202]. However, such a concentration may not be transduced to an equivalent conductivity 

and resistance, as (a) the diffusion constant and carrier mobility may not be easy to deduce, and 

more importantly, (b) due to the presence of carrier traps. Additionally, the injected electronic 

charge may be screened by the surrounding cations in the electrolyte reducing carrier drift.  This 

has the interesting consequence, with implications for reduced efficiency, that electron motion 

must be accompanied by cationic motion. Such electron transfer to the anode has been 
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considered in terms of a transmission line model[144] – also see Section 3.3.1, where each 

particle is considered to be a resistor with pendant charge transfer resistance and capacitance to 

the surrounding electrolyte.  

                Additionally, there are issues with respect to the mechanisms as well as the efficiency 

of charge transfer from the sensitizer dye to the electrode, related to (a) the metal to ligand 

charge transfer, (b) the specific paths of electron transfer, with regard to the occurrence of 

percolation related phenomena. On excitation of the sensitizer, it was considered that the electron 

density shifts from the metal (typically, Ru) to the ligands which inject electrons into the 

semiconductor[202]. The ligands themselves are bound through carboxylate groups to the 

semiconductor surface. It was discussed that such a short binding group enables charge transfer 

to occur in time scales of the order of 10 fs[279] with orders of magnitude increase in transfer 

time (to ps) with a change of length to even 1 nm. While the nanostructure is mostly surface, 

related to the aspect of a large collection efficiency, there is a concomitant presence of a large 

number of surface states/defect levels which trap electrons and reduce carrier collection 

efficiency[278].  Since charge transfer in general is accompanied by/due to a potential difference 

the related bridging parameter is the capacitance – which appears in several guises. We will next 

consider the manifestation of the capacitance in a quantum-mechanical context, where 

confinement and discrete energy levels play a major role. 

 

 

4.11 Quantum capacitance 
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              The term quantum capacitance was initially invoked to model electron gases and 

transport in lower dimensional nanostructures[280]. The essential idea, e.g., was that a 2-

dimensional electron gas (2-DEG)[11,16], when placed between two metallic electrodes at 

different potentials would not be completely screen the intrinsic electric field between the 

electrodes. Consequently, and also due to the limited density of states (DOS), a finite capacitance 

– termed as a quantum capacitance (CQ) could be ascribed to the 2-DEG. The CQ would be in 

series with the electrostatic capacitance (say, Cdl) (see Section 2.3.1) between the macroscopic 

metal electrodes, implying that the smaller of CQ or Cdl would determine the overall capacitance. 

Note that for perfectly metallic electrodes (Section 4.1) the CQ would be effectively infinite due 

to their ability to completely screen the electric field. Consequently, for the observation of a 

maximum capacitance, the CQ needs to be as large as possible. 

Since CQ is essentially a property of incompletely filled/limited DOS, it would be quite 

important to consider in nanostructures and associated device modeling[281]. We model 

quantum capacitance (CQ), which is relevant with nanostructures such as graphene or CNTs, with 

a finite DOS (E), as depicted in Figure 42(a). The increase (/decrease) of the Fermi energy (EF) 

of the CNTs could be significant, relative to the bulk electrolyte, when charge carriers of a single 

type, e.g., electrons of magnitude dQ (= e·dN), are added (/removed) due to an applied voltage 

change (∆V)[11].  

An effective capacitance could therefore be defined for a given electrode, considering the 

DOS at the EF, as follows:   
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CQ = dQ

dV
= edN

1
e

dEF

= e
2
DOS(EF )

 

         (46)  

While there seems to be a close correspondence of such a DOS based quantum capacitance to 

Cchem - as in Eqn. (45), the latter is (a) local to a small volume element, i.e., due to electrostatic 

potential accommodation over a small volume element, and hence (b) better defined from a 

classical/thermodynamic point of view. We model the net device capacitance in Figure 43, as a 

series combination of Cdl and CQ.  

              Correlating such capacitance contributions from prototypical nanostructures, where 

electrochemical data is available, will now be discussed. In work, e.g., on graphene sheets, [282], 

[283], the CQ of a single graphene sheet has been derived analytically, with an aim of application 

towards MOSFET (metal oxide semiconductor field effect transistor)-like devices. It was 

experimentally seen that a higher CQ was obtained the smaller the number of graphene layers, 

i.e., SLG (single layer graphene) had a greater CQ compared to FLG (few layer graphene) [207]. 

Correlations between the adsorbed ions in the Helmholtz layer with the π- electrons were also 

invoked as yet another mechanism to narrow the width of the double layer (Section 2.3.1). An 

enhancement, by ~ - 0.15 V, of the point of zero charge (PZC), with increasing number of layers 

indicated a positive charging of the surface. However, as adsorption was ruled out, this may 

imply a positive surface doping due to space charge effects extending from the outer to the inner 

graphene layers in a FLG sample. While a reduced electrostatic screening was invoked, it is 

unclear what this implies in the context of the mutual interaction of the graphene layers in FLG. 

It may be thought that the DOS at the Dirac point would increase proportionally to the number of 

layers implying a larger CQ for the FLG. Typically, the carrier concentration (N) studied was less 
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than 2·1012/cm2 with concomitant CQ values of the order of 10 µF/cm2 (see Section 2.3.2 for a 

perspective on the magnitude of these values)[283]. Additional contributions from the induced 

charges (through an applied bias) from charged impurities due to “local potential fluctuations 

and electron/hole puddles” were also considered. While the comparison was then between the 

series addition of the gate oxide capacitance and the CQ, it is then aimed to consider, as 

previously discussed, the series addition of the Cdl with the CQ, as appropriate for an 

electrochemical capacitor (EC). Multi-walled CNTs (with concentric nanotubes of gradually 

decreasing perimeters) are ideal for this purpose – see Figure 43, as they have the attributes of 

being metallic while avoiding band gap related space-charge capacitance (Section 4.6.1). The CQ 

variation was estimated from a more fundamental perspective through considering the gradual 

population of successive bands. Such population/carrier concentration increase would increase 

the density of states at the EF and enhance CQ as indicated through Eqn. (46).  

              We first seek to understand the CQ characteristics of MWCNT ensembles (with average 

individual MWCNT diameter of 20 nm and spacing 200 nm on Si substrates) as 

electrodes[169,172]. The DOS of a constituent wall in a MWCNT, following previous 

methodology[11], can be modeled as a rolled graphene sheet (infinite in the y-direction and both 

periodic and finite in the orthogonal x-direction). It was assumed that the walls are independent 

of each other[284], with the implication that the total DSS can be obtained as the sum of the 

DOS for each constituent wall. We considered zigzag (Section 4.8.1.2) CNTs (involving rolling 

of the graphene sheet in the x- direction), as this category encompasses both semiconducting and 

metallic CNTs[285].  As we consider relatively large diameter CNTs, the details as to how 

graphene is rolled to yield CNTs, i.e., whether zigzag or armchair or chiral[286] – also see 
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Section 4.8.1.2, will not influence the CQ. The exact dispersion relation for a graphene sheet, 

through the tight-binding approximation[11,287] is: 

( ) 




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In Eqn. (47),  a = 3 a0 where a0 (= 0.142 nm) is the C- C bond length and the overlap 

integral γ1 = 2.9 eV[284]. The 20 nm MWCNT with 15 walls can be approximately indexed 

through [N, 0] (with N = 250 for the outermost wall, and decreasing by 10 for each successive 

inner wall), and was effectively one dimensional since 
Na

q
k nx

π2
, =  (q: sub-band index), while 

ky is continuous. The DOS for a single sub-band is then 
dE

dk y

π2
4

 with kxn held constant, and the 

4 in the numerator accounted for the electron spin degeneracy and the positive/negative 

ky.[110]. Since CQ is a function of EF - Eqn. (46), we needed to estimate an appropriate value 

for EF. In a graphene sheet with no impurities, each carbon atom provides one electron to the pz 

orbital, yielding semi-metallic behavior and implying19 an EF = 0 eV, and zero carrier density 

(N) at T = 0 K. However, N could range around 4.6 · 1012 cm-2, corresponding to the two-

dimensional carrier density interpolated from the experimental value for bulk graphite[288] of 

1019 cm-3, i.e., through (1019)2/3. With such variability in N, e.g., due to defects, [283], etc., 

attempting an exact EF would yield imprecise values, and it could then be appropriate to 

estimate the N by approximating the CNTs as sheets of graphene and calculating the DOS, as 

was done here. The N of 4.6·1012/cm2 is then only posited as a representative number for the 

purpose of illustrating the concepts. The actual N in any particular sample could either be 

below or above[289] this number with a corresponding decrease/increase in the CQ.  From the 
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total carrier concentration at the Fermi energy, ( ) ( ) ( )dEEfEDEn F ∫
∞

=
0

. The fF-D(E) is the 

Fermi-Dirac function and was approximated as a step function in the calculations, as the 

difference between the value of fF-D(E) with a finite temperature  (T=300 K)  and with T = 0 K 

was at most 5 %. The EF values were found to range around 278 meV (with n = 4.6 · 1012 cm-

2). Computing EF (kx,n, ky) from Eqn. (47), and then CQ(kx,n, ky) from Eqn. (46), pairs of EF and 

CQ for all sub-bands kx,n over the Brillouin zone for ky are plotted in Figure 42 (b). CQ (EF) is 

constant initially due to the metallic CNTs, up to ~ EF = 50 meV, due to the constituent 

metallic NTs with finite and constant DOS, where CQ does not increase as there is no sub-band 

contribution from the NTs. The staircase like structure in the variation results from the 

contribution of successive sub-bands to the DOS. At EF = 278 meV we estimate, in units of 

capacitance per NT length, CQ = 48 fF/�m. The linearity in the plot justifies starting with the 

graphene EF-k relation to estimate the EF of the CNT from N. We next consider the two major 

components, which add in series, of the Cdl: (i) a Helmholtz capacitance (CH) due to a 

Coulombic attraction, and (ii) a Gouy-Chapman (CGC) capacitance due to the diffusive 

distribution of ions in the electrolyte3 – Section 2.3.1. An area average CH can be computed 

from a spatial separation corresponding to the ionic radius11 (e.g., r ~ 0.278 nm for  K+ ions in 

K3Fe(CN)6) and is equal to ε�r. The CGC is estimated from the voltage drop (φ) across the 

diffusive region (which is of the order of the Debye length, LD and is equal to (ε�d) cosh 

(eφ��kBT) – see Eqn. (8) in Section 2.3.1. Consequently, the series addition of the 

capacitances yields:  
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At smaller φ��→��� the Cdl → CGC, at�φ������kBT) the CH and CG are comparable, 

and at a larger φ�������kBT), the Cdl → CH. With a range of φ from zero to 278 mV 

(corresponding to the EF), we estimate from Eqn. (48), a range of Cdl for an electrolyte 

concentration, I (in moles/m3), from ~ 7.3 I µF/cm2 to ~ 255 µF/cm2.  In order to compare to 

the one-dimensional quantum capacitance CQ estimated above, we convert the units of Cdl by 

multiplying by 2πr, where r = 10 nm is the outer MWCNT wall radius. The corresponding range 

is then from 4.6 I  fF/µm to 160 fF/µm. For a given I, say 3 mM as in the experiments (see 

Table V of Ref. [172]), the Cdl is calculated to be 7.9 fF/µm. With CQ = 48 fF/µm, this results in 

a Ctot ~6.8 fF/µm. Generally, the electrostatic interaction between surfaces of different 

geometries decays with a characteristic decay length equal to the LD
21. Equivalent capacitances 

are then obtained for the planar/cylindrical cases. 

The capacitance per projected electrode area is the product of the obtained Ctot, the average 

CNT length, L (= 100 µm), the estimated CNT density on the substrate, of ~ 2.5·109 cm-2, and 

the projected surface area of the electrode, Aproj (~ 0.25 cm2) yielding an expected capacitance 

value per projected area of ~ 1700 µF/cm2. Dividing this value by the weight of the CNTs (~ 40 

µg), the capacitance values, in F/g, were computed and are shown in comparison to the 

experimental values (details have been previously reported[169,172]) in Figure 44, which then 

indicates the relative magnitudes of CQ relevant to the measured capacitances and implies that 
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the CQ is more significant at lower electrolyte concentrations when the CNT is sufficiently 

isolated so that its DOS is small. It is generally observed from the figure that while higher 

electrolyte concentrations may be adequately modeled through the use of Cdl alone, lower 

concentrations need CQ as well. As I increases, charge transfer between CNT and electrolyte may 

be more likely, reducing isolation and increasing the CNT DOS effectively so that CQ increases 

and becomes insignificant, as per Eqn. (46). For example, the magnitudes of both CQ and Cdl are 

comparable and suggest an explanation for the considerable (up to 300 %) increase in Cmeas when 

the CNT constituted electrodes are subject to argon plasma processing8,11. Such exposure was 

hypothesized to introduce charged acceptor like defects into the NT’s carbon lattice, through 

argon abstracting electronic charge from the carbon bonds (Section 4.8.2). Much like surface 

states in semiconductors22, the fixed charges in the CNT lattice are immobile, and do not respond 

to applied voltage and would not contribute directly to the Cdl. However, the added charge 

density, e.g., through ion irradiation, affects the Fermi energy and enhances CQ. A higher CQ 

closer to Cdl enhances the maximum Cmeas that could be obtained from a given system. In 

summary, it can be concluded that the limits to the magnitude of the capacitance that can be 

obtained from CNT or nanostructure based electrochemical capacitors is a function of the series 

combination of both the Cdl as well as the CQ. In a situation where both are comparable, one 

would need to increase the CQ, say through varying the charge density and maximize the total 

capacitance. Indeed, it was hypothesized[169,172], that ion irradiation ( e.g., through plasma 

processing) would introduce fixed charges, and that the CQ increases significantly.   

An enhancement of the DOS of CNTs through nitrogen doping (up to 7.4 atom %, as 

determined through XPS : x-ray photoelectron spectroscopy)  and related disorder (due to edge 
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planes as well as structural effects) was deduced through studies on free standing CNT electrode 

mats[290] – also see Section 4.8.2. The study considered a roughness factor (in the range of one 

– five, through the ratio of the area determined through chronocoulometry to the geometrically 

projected area- see Sections 4.8.4 and 5.2) to estimate the capacitance density. A shift in the PZC 

by -0.6 V (indicating positive charges on the CNTs) was observed on N doping, in the 

capacitance vs. voltage profiles and attributed to pyridinium groups (through XPS analysis) at the 

edge plane sites – Section 4.8.1.2. A similar positive shift in the EF of ~ 0.4 eV was seen through 

the N incorporation, in UV photoelectron spectroscopy (UPS), which also indicated an increased 

work function, i.e., from 4.2 eV for undoped CNTs to 4.5 eV at 7.4 atom% N. The net 

capacitance comprised of a series combination of the CH and a CQ was deconvoluted to yield the 

DOS values of the order of 1020 - 1021 cm-3eV-1. The DOS seemed to increase with increasing N 

content and was inversely proportional to the Tuinstra-Koenig defect correlation length 

(La)[291,292], perhaps indicating that the disorder was also responsible. Interestingly, it was 

found that Fe impurities, which could arise in CNT growth, did not contribute to the DOS. While 

the number density of carriers (N), estimated through the relation: N(EF) = 0.693 DOS (EF) kBT, 

was shown to increase with N atom content, the carrier mobility (�) as deduced from electrical 

conductivity measurements on the CNT mats showed an order of magnitude decrease possibly 

outweighing the n increase, again indicative of the influence of disorder. The disruption of the π 

- bond network and an increased σ�� bonding due to the N akin to a conversion from an sp
2
 to 

sp
3 bonding (as has been discussed in Section 4.8.2) was posited as the underlying mechanism.  

5 Faradaic charge 

transfer processes 
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                        Faradaic reactions, corresponding to charge transfer/redox interactions, may also 

infuse charge into the surface or the near surface regions of a material. The consequent charge 

storage may be harnessed to improve the energy capacity and the power density (due to the 

relatively quick release of the energy). The consideration of such mechanisms has been the topic 

of extensive investigations recently, due to the seeming possibilities of bringing battery-like 

energy densities to ECs. In this section, the focus will be on the fundamentals behind such charge 

storage, one manifestation of which is the pseudocapacitance characteristic. 

  

5.1 Pseudocapacitance 

         An intermediate case of current-voltage behavior indicating a transition from a purely 

battery-like behavior to an capacitor has been termed pseudocapacitance (PC)[126,293] and 

refers to the attributes of those devices where while capacitor like behavior is observed (e.g., a 

linear decrease of voltage with removal of charge as well as a discharge current,  I = Cs, where s 

is the voltage scan rate) - such behavior is strongly dependent on the chemical composition and 

constitution of the surface. The study of PC has been considered quite important recently[294], 

as it seems to represent an opportunity to harness additional electrical charge and energy from 

the surface through sustained Faradaic/redox reactions (in addition to the double layer charge) 

and has been presented as a possible way to bridge the energy density of batteries to that of 

traditional capacitors, as represented through Figure 45. The parallel addition of the PC to the 

conventional capacitances enhances the overall charge and energy capacity. Considering a 

charged surface with Q = 100 µC/cm2 [211] – corresponding to a single charge in an area of 0.16 

nm2, or an average charge separation of 0.4 nm, the maximum CPC would be of the order of 1 
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mF/cm2, which is orders of magnitude larger than typically encountered double layer 

capacitances.  

The PC terminology itself is generally used to contrast such surface based adsorptive 

characteristics from the phenomena prevalent in conventional electrostatic capacitors with solid-

state dielectrics or double layer capacitors formed due to electrodes immersed in liquid/fluid 

electrolytes. It is to be noted that in such conventional devices, the differences between the 

electrical/electronic characteristics vis-à-vis the surface composition of the devices is neglected. 

This is done as (i) many surface Faradaic reactions typically occur over a small range of 

potentials (of the order of RT/F, ~ 26 mV at room temperature –as discussed later with reference 

to Figure 49) and (ii) that the surface is only a small part of the whole in bulk-like materials. 

However, there are some notable exceptions to (i), as subsequently discussed with reference to 

Figure 46, and (ii) may not always be appropriate at the nanoscale. As there is always expected to 

be some adsorbate on the electrodes at any voltage, the practical importance of the PC arises 

from the aspect that it would act in parallel to the conventional Cdl, which of course, results in a 

greater overall capacitance and higher energy density (see Figure 21). PC is also characterized 

substantially up to monolayer deposition of adsorbates, and subsequent deposition is classified 

under bulk electrolysis. 

Historically, the PC phenomenology originated through observations of under-potential 

deposition, where incipient electrode surface - electrolyte ion interactions induce surface dipoles 

– the strength of which is proportional to the difference in the chemical potentials. The kinetic 

barriers for adsorption may thus be reduced. The consequent surface-adsorbate interactions may 
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also facilitate ion reduction/oxidation and metal deposition at the monolayer level at relatively 

lower applied potentials[295]. 

Such dipole like interactions could contribute to PC, as exemplified through experimental 

observations on the surfaces of two-dimensional films. For example, noble metal films, e.g., Au, 

Ir, Pt, Pd, Rh, Ru, etc. are susceptible to oxidation which occurs over a range of potentials and is 

surface area dependent[297]. As evidenced in RuO2 films[296], the oxidation of the Ru ion 

species to different degrees of oxidation could be manifested as PC [296]. It is worthy to note 

that the observed CV plot (Section 3.1.1) – see Figure 46   (also see Section 3.1) is reminiscent of 

double layer characteristics with a rectangular current –potential curve shape (also see Figure 10 

in Section 3.1.1). The behavior observed in Figure 46 could be understood broadly in terms of 

the gradual oxidation (in the anodic scan) and reduction (in the cathodic scan) of the Ru surface 

over a range of potentials. From the ratio of the net area of the I-V curve to the scan rate, the 

analysis of the accumulated charge implied a change of the oxidation state of the Ru from 0 (in 

the elemental form) to 4 (as RuO2) over the scanned voltage range.  In aqueous solutions, the 

formation and dissolution of hydrogen would also need to be considered. Indeed, proton 

diffusion through the formed oxide has been cited as a contributing factor to the conductivity of 

the RuO2 [294].  However, on repeated cycling to voltages above ~ 1.4 V (with reference to the 

standard hydrogen electrode), a stable RuO2 layer is formed, which may then undergo a gradual 

surface area dependent reversible reduction and oxidation. Such behavior is manifested in the 

multiple curves of Figure 46, where a reverse voltage sweep immediately induces a current of the 

opposite polarity. The accompanying redox reaction was postulated to be[296]:  RuO2 + 2H++ 

2e- ⇔Ru2O3  + H2O. 
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The decay of the PC typically follows the overpotential decay curve (see Section 3.3.1) or 

diffusional characteristics. For example, thickness dependent voltage profiles were observed in 

the case of RuO2 through successive galvanostatic charge/ discharge cycles (Section 3.3.1). 

While thick films of RuO2  (formed by thermal oxidation of Ru) indicated a close to full recovery 

on charging after the discharge: Figure 47 (a), the recovery was reduced for thin films: Figure 47 

(b). Such behavior was ascribed to the initial discharge of the near-surface region of the RuO2 

followed on charging by the easier redistribution of the oxidation state (e.g., due to electron or 

proton hopping) in the thinner films. The maintenance of the higher oxidation state yields a 

successively smaller potential drop on continued cycling.  

             In the context of CV (see Section 3.1), redox capacitance may sometimes be manifested 

through sharp peaks, cf., Figure 9 (b), whenever there are phase changes in the adsorption 

process. The peaking of the capacitance over this range (as also discussed later in Figure 46, is 

due to two competing factors, i.e., the rising part of the curve is due to the exponential rate of 

reaction rate as the applied voltage is increased, while the falling part is due to the coverage of 

the adsorbate tending to a monolayer.  

         A discontinuous change of the chemical potential as a function of the extent of surface 

coverage (θ , where 0 < θ  < 1) - as discussed later with reference to Eqn. (50), may also give rise 

to sharp maxima/minima around the transition corresponding to the potential change. Even in 

this case the reversibility could be maintained, at scan rates (s) close enough to maintain 

equilibrium. However, the degree of irreversibility was considered to be a function of the 

s/k[298]. With increasing scan rate, the anodic and cathodic peaks shift in the direction of the 

scan and the peak separation increases. It can be derived that the peak voltage varies as ln (scan 
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rate) corresponding to a Tafel-like regime, where only the forward or backward reactions are 

significant[136]. It is instructive to compare the PC spectra as a function of the s/k ratio (see 

Figure 48) to observe the onset of irreversibility[299]. At a sufficiently large s, (say, >100 

V/s[136]) the duration of the voltage at which redox reactions can occur exceeds the time scale 

necessary for species from the bulk to make their way onto the electrode and subsequent 

reactions to occur, and only the influence of adsorbates that are already present on the 

electrode/substrate can be evaluated. It was then found that the s�k ratio should be 

approximately < 0.01 for reversible processes, while the ratio should be > 1 for irreversible 

process; Figure 48. Additionally, adsorbate interactions, variable surface coverage and other 

microscopic factors (see Section 5.1.2) may also contribute to irreversible behavior. It is 

interesting to note that the irreversibility in the anodic and cathodic sweep cycles in Figure 48 (d) 

corresponds to that of a battery-like behavior, as will also be discussed later with reference to 

Figure 52. 

Considering specific cases of surface processes contributing to the PC, surface oxidation 

is more reversible on Ru electrodes[296], compared to that on metals such as Au (reversible for 

�θ  ≤0.02), Pt (reversible for �θ  ≤0.15), etc. However, the degree of irreversibility again 

increases with increasingly anodic potentials, seemingly proportional to the oxidation state of the 

Ru (either in the Ru4+/Ru3+ states) culminating in a stable oxide. Plotting the CPC as a function of 

s�k would then give a measure of the maximum charge/discharge rate of the pseudocapacitance 

that could be harnessed from a given adsorbate reaction.  

5.1.1 Criteria for maximal 

pseudocapacitance  
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Fundamentally, PC based characteristics may be attributed to surface enhanced 

adsorbate-electrode interactions (exceeding mutual adsorbate-adsorbate interactions) and 

preferential charge transfer. Consider, for example the adsorption of an ion (A-) on a substrate 

(M), under constant current conditions, with θA (< 1) being the fractional degree of coverage of 

the adsorbate (MAads) interpreted through the extent to which electrochemical reactions could 

occur on a particular surface, and (1-�θA) being the coverage of the reacting A- species, of the 

form:   

                                     
−− +⇔+ eMAMA ads                    (49) 

The extent of coverage (θA) is parameterized, and can be experimentally quantified, as a function 

of time (t)/voltage (V) through: θA =
i dt

t1

t2

∫

Q
=

i dV
V1

V2

∫

Q ⋅ν
, where Q is the charge per monolayer of 

adsorbate at full coverage and s is the voltage scan rate. With
Q

q A

A =θ , where θA is the reacting 

charge as a fraction of the total charge on the surface (Q), a differential capacitance 

corresponding to the PC, can now be defined as: 

  
CPC = dqA

dV
= Q

dθA

dV      (50)
 

The CPC may then be considered unimportant at very low as well as at very high coverage of the 

adsorbate. An adsorption equilibrium [300] for the reaction of the form represented in Eqn. (49) 

would involve the equalities of the forward  flux of reaction [Qf = kf (1-θA) IA- exp(α VF

RT
) ] to a 
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backward  flux of reaction [Qb= kbθAI0 ))1(exp(
RT

VFα−− ], where the  I  refers to the respective 

species concentration. The spirit of the above forms follow from the activation complex 

mediated derivation of the Butler-Volmer equation[137] – see Sections 3.1.2 and 4.3, where 

α��is the transfer coefficient for a forward/oxidative reaction while (1-α��is the transfer 

coefficient for the backward/reductive reaction. At equilibrium, with QF = QB, and with an 

equilibrium constant, k (compounded from the ratio of the forward equilibrium constant (kf) and 

the backward equilibrium constant (kb)[138]), at a constant driving potential of magnitude V, 

results in an equation of the form: 

θA

1−θA







= kI

A
− exp

VF

RT







          (51) 

Inserting Eqn. (51) into Eqn. (50) and simplifying, this would yield a capacitance per unit area 

(with the units of F/cm2) [126] : 

                     
)1( AAPC

RT

QF
C θθ −=

                     (52)
 

From a mathematical standpoint, the CPC would be maximized for θA  =0.5, and equal to:  

                                               [CPC ]max = QF

4RT           (53)
 

The aspect that CPC is maximum at θA =0.5 is intriguing and merits further investigation of the 

basic mechanisms, in the context of attractive interaction of the electroactive species with the 

substrate. The )1( AA θθ −  term is also reminiscent of entropic interactions[301], where the 

highest entropy at θA  =0.5 may correspond to an optimized free energy configuration. For a 
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surface charge density, Q of the order of 1015/cm2, the maximum pseudocapacitance obtained 

would be of the order of 1.6 mF/cm2 at T = 300K, two orders of magnitude larger than the 

nominal double-layer capacitance (see Section 2.3.2). It is tempting to consider that if combined 

with large surface area nanostructures, such a large capacitance could yield battery-like 

capacities (also see Section 5.1.3). 

 

5.1.2 Underlying mechanisms 

of adsorption pseudocapacitance 

            It has been implied from Eqn. (51) is then that the driving energy (/mole), VF, for the 

surface coverage induced electrochemical reactions, is proportional to RT ln
θA

1−θA







. However, 

the mutual interaction between adsorbates, and the influence of the voltage scan rate (s) have 

both been ignored in such a formulation. It was also assumed that adsorption occurs due to the 

greater interaction (with lower free energy) of the reacting species with the substrate compared to 

mutual interactions. A plot of the coverage, θA
 as a function of the potential is depicted in Figure 

49. Identifying the discharge current CPCdV/dt with the Tafel current (iF) at a given potential (V) 

through iF, = i
o
exp(−V

kBT
) – which in turn is derived from the Butler-Volmer equation (Eqn. 

36) at large electrode overpotentials, η [80], the relevant capacitance is  iF/(dV/dt) and the 

integrated surface charge (∆q) between two potentials, V1  and V2 would be given by:  

                                       

∆q = qs∆θ =
io exp −eV

kBT( )
(dV / dt)

dV
V1

V2

∫  
        (54)
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The ∆q is a function of the change in the coverage (∆θ), with qs being the charge associated with 

a monolayer/cm2 (= unit charge per the ion/ionic projected area ~ 1.6 10-19 C/(0.3 nm)2 ~ 180 

µC/cm2 , for a K+ ion) may thus be deduced through such analysis of the current-potential and 

potential decay measurements.  

From a more fundamental point of view, adsorption causes the formation of a dipole – 

either due to polar Coulomb interactions or due to non-polar van der Waals interactions[302] 

both of which could change the surface work function/electron affinity and consequently the 

rates of chemisorption. The ambient/electrolyte determines the respective dipole orientation, e.g., 

whether the dipole is pointing (a) negative side, or (b) positive side away from the substrate, and 

influences the chemisorption. It has been discussed that case (a) holds in the case of hydrogen 

adsorption[303], whereby electron transfer from the adsorbate would be diminished and the 

magnitude of released energy on adsorption (/heat of adsorption), ∆� would decrease with 

increasing coverage. The physical rationale is the assumption that the process of adsorption is a 

consequence of attractive interaction and implies a negative heat of adsorption (∆�), the 

magnitude of which would be gradually reduced with increasing coverage (θ). Alternately, case 

(b) may hold for oxygen adsorption, where the work function is diminished by an amount 

proportional to the number of dipoles, the strength of the dipole moment, and the extent of 

coverage. Dipoles may also be formed, e.g., on metallic surfaces due to the kinetic energy of the 

electrons, and enable their influence to extend slightly above the surface inducing a natural 

negative charge. The issue of dipole orientation, say, in the case of aqueous solutions, on either 

side of the PZC, would be sensitive to the pH and determine intrinsic surface charge polarity 

(e.g., when the oxygen atom of the H2O is oriented towards the electrode surface, in acidic 



Page 172 of 317

172 
 

172 

 

environments, the surface would be predominantly H+ oriented and hence positively charged). It 

has been found, e.g., from surface electronic structure sensitive reflectance studies [123], that 

chemisorbed hydrogen can be either (a) quasi-ionic, through proton binding, or (b) covalently 

bound to the surface, or even (c) in various localized states (see Section 4.6.1) – each of which 

may correspond to different binding energies (distributed over a range of ~ 0.4 eV) and may be 

manifested as peaks in potentiodynamic/CV measurements. Such multiple states of adsorption – 

yielding a broad current-voltage profile in the CV (as in Figure 46), has been considered to be 

relatively common in atom/radical reactions with the substrate and are thought to originate from 

surface heterogeneity induced through (a) surface orbital hybridization and consequent 

adsorbate-surface reconstruction, (b) modulation of the substrate properties due to the 

adsorbates, (c) adsorbate orientation and coordination - due to dipole rearrangement, (d) long 

range interactions between the adsorbates, etc., being some of the reasons. Further extensive 

characterization, based on electrical measurements (i.e., surface polarization and dielectric 

constant measurements, surface conductivity, etc.), as well as magnetic measurements (i.e., 

surface paramagnetism) would yield greater specific understanding of the states of adsorption. 

Generally, ∆� would need to be added to the free energy (=VF) to obtain the net energy 

barrier [304]. The decreasing ∆� with increasing coverage may be manifested through a relation 

of the form: ∆� (θ) = ∆� (θ����) – r·θ, where ∆� (θ����) is the heat of adsorption of the 

pristine surface – at zero coverage, and r is a positive coefficient of decrease. Assuming that the 

entropy change on adsorption is negligible, the free energy/electrochemical potential would also 

be enhanced/diminished by an amount r·θ, hence modifying Eqn. (51) by a multiplicative term 

proportional to exp (-gθ), where g = r/RT, yielding an equation of the form: 
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θ
1−θ

= kI
A

− exp
VF

RT







exp(−gθ)
                    (55)

 

There may also be a variation in r due to (i) a distribution of active sites with a range of 

activation energies, e.g., different varieties and charges of the defects (see Section 4.8.2), (ii) 

dispersion forces – both attractive and repulsive between the adsorbate-substrate, between 

adsorbates at higher θ� etc. A greater variation of binding/adsorption could have the 

consequence of expanding the voltage range over which adsorption and electrochemical 

reactions occur[126]) with the undesirable attribute that CPC would be reduced: Figure 49. 

Additionally, they may lead to a nonlinear variation of ∆H, say, of the form: 

                                   ∆� (θ) = ∆� (θ����) – rθ 
n          (56) 

Such a form has to be considered at larger values of θ�when dipole repulsions are 

important (yielding n =1.5), when mutual ionic interactions in the adsorbed layer dominate (with 

n = 0.5), or through the agency of London dispersion forces[304] (with n =3). Such effects are 

manifested through an asymmetric capacitance-voltage profile[263] – also see Figure 51. There 

is also a concomitant nonlinear change of θ with increased r. For chemical heterogeneity at the 

surface, the θ�would need to be specific to the surface site, e.g., for edge planes and basal 

planes on graphite, θbasal vs. θedge must both be considered (see Section 4.8.2.2), each with their 

specific r coefficients. Taking into account the variation of the ∆� (θ�) to the free energy in 

addition to the coverage dependent change in the potential energy, the net free energy driving the 

adsorption (∆G) would be:  
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                                   ∆G = VF + RT ln
θ

1−θ






+r ⋅θ
                 (57)

 

Consequent to considering adsorption phenomena, the current flux would be proportional to exp 

(-∆G/RT), where the forward current flux (Qf, ads) and the backward current flux (Qb,ads) due to 

the adsorption (ads) would be (also see discussion related to Eqn. (51) and Sections 3.1.2): 

                         Qf, ads = kf (1-θA) IA- exp
αVF

RT







exp −
∆G − βrθ( )

RT







                  (58a) 

                        Qb, ads= kb θA I0 exp
−(1−α )VF

RT
exp

−∆G + (1− β)rθ
RT

       (58b) 

The α (/1−α)�and the β (/1−β)�are the respective transfer coefficients for a forward 

(/backward) bulk chemical reaction and for the forward (/backward) surface chemical reactions. 

Equating   Qf,ads = Qb,ads, the adsorption isotherm is then modified to a form of Eqn. (59). For 

reversible processes, the CPC = Q
dθA

dV
 (cf. Eqn. 52) is changed to[123]:  

                   )1(1

)1(

AA

AA

PC
gRT

QF
C

θθ
θθ
−+

−
=

          (59) 

       
 

From Eqn. (59), a g < 0 would yield a larger value for the CPC, for a given value of θ. 

While the conventional understanding of the CPC assumes that g (or r) > 0, it is also intriguing to 

consider whether the opposite case (g  < 0) is plausible, i.e., where the presence of adsorbate 

would be expected to enhance ∆�� with increasing θ���This would occur for example, when 

the adsorbates are mutually attracted, overcoming the interactions with the substrate/electrode. 
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However, the range of negative g values would also be limited, conferring limited benefits, i.e., 

when mutually attracted, the adsorbates could be described as a more continuous dielectric 

charge storage layer but the extent of continuity would be at most confined to one monatomic 

layer and hence limited. These aspects are revealed in the shape of the capacitance-voltage 

profiles (see Figure 50) where g <0 values result in sharper peaked curves at lower potentials 

(due to more concentrated electric fields), compared to the contrary g  > 0 case, where there is a 

displacement in the profile. A large negative g may then correspond to the formation of solid 

phases, instead of a monolayer[299]. The dipole induced change in the ∆�, which has been 

previously described through double layer kinetics, further decreases the stability of the adsorbed 

ions[305] due to mutual repulsion. 

                It was also seen that the PC is generally a function of the applied potential, as the θ 

varies exponentially with the applied voltage (V): as in Figure 46. From the proportionality of VF 

to RT ln
θ

1−θ






+r ⋅θ : Eqn. (57), and from the definition of CPC: Eqn. (50), we get two 

contributions to the CPC, i.e., (a) one proportional to 
F

RT
dθ / d(ln[θ 1−θ) - a coverage 

dependent Langmuir capacitance (CLang) – in close correspondence to [CPC]max – see Eqns. (52) 

and (53), and (b) another proportional to F/r – termed a Temkin capacitance (CTem)[263,304]) – 

which is potential independent (however, when r ≠1 for the ∆� (θ) variation, CTemkin would vary 

as θ�1-r [263]). As the CLang and CTem add in series, their individual effects and magnitudes are 

reflected in the net CPC, with the smaller capacitance dominating. Given typical values of r of the 

order of 10-20 kcal/mole (~ 0.4-0.8 eV), CTem seems to be a primary contributor to diminishing 

the CPC from the Langmuir/coverage dependent capacitance dominated values of ~ 1 mF/cm2 – 
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see Eqn. (53).  Since any adsorbate would be expected to possess a finite value of r, the decrease 

of the CPC is inevitable, and a reduction of the net CPC to ~ 0.1 mF/cm2 with r ~ 0.86 eV has been 

estimated. Indeed, it can be deduced, that now:  

                                                           CPC[ ] max

Lang+Tem = QF

4RT + r
          (60) 

           Hence, the CTem (through the r term) often determines the maximum PC that can be 

obtained from a given structure. A large r also implies a greater reduction of the energy on 

species adsorption and may be understood in the sense of tending towards a conventional ionic 

double layer capacitance (Section 2.3.1), where the Coulomb induced adsorption may be taken as 

one extreme of energy reduction.  Consequently, the capacitance is manifested over a larger 

potential range, as the “n” – from Eqn. (56) increases, as seen from Figure 51. It was also 

determined that the width of the potential would scale linearly with r [263]. The shape of the 

consequent capacitance-potential curve – see Figure 51 [263], is nominally symmetric, with (i) a 

peakedness or kurtosis determined by the r value, and (ii) a skewness decided by the nonlinear 

variation of ∆� (θ�) due to interactions and energy overlap of the adsorbates[263]. In summary, 

the Langmuir contribution to the PC corresponds to a potential dependent adsorption: per Eqn. 

(52), without consideration given to the interaction of the adsorbates, the Temkin contribution 

considers the interactions and generally determines the range of potentials over which the PC 

may be manifested. A quantitative analysis of the experimental capacitance-voltage curves could 

then be used [263] for the estimation of the various parameters, such as the r as well as the 

roughness factor (which is defined to be the ratio of the observed value of the pseudocapacitance 

to the maximum value, say at θ�������. 
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5.1.3 The relation of 

pseudocapacitance to battery-like behavior 

It was seen from Figure 48, that at extremely large scan rate/chemical rate constant values 

the manifestations of the PC may be considered analogous to battery-like behavior. Indeed, a 

comparison was made with the cyclic voltammogram of a Pb/PbCl2 battery (see Figure 52)  

Also, considering that the PC involves electron transfer between the surface and 

adsorbates over a narrow voltage range, analogies to a redox reaction – as in the case of batteries, 

can be made. For instance, Faradaic redox conversion process, may be written in terms of the 

surface concentrations of the oxidized species ( IO

S ) and the reduced species ( IR

S ) in the form of a 

Nernst relation (also see Eqn. 13): 

                       

E = Eo +
RT

zF
ln

IO

S

IR

S
= Eo +

RT

zF
ln

IO

S

IO, c
S − IO

S
          

(61)
 

 The IO, c
S is the surface concentration of the species, corresponding to complete oxidation. 

Eqn. (61) can be written in an equivalent form:  
IO

S

IO, c
S − IO

S









 = exp

(E − Eo )zF

RT







,  similar to Eqn. 

(51), from which can be deduced an equivalent capacitance, 
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CPC ,redox =
zF

RT

QO

QO, c

QO, c −QO( )               (62) 

Qo and QO , c  are the charge densities corresponding to IO

S  and IO, c
S . Proceeding as before, for θo 

=0.5 θM, the CPC ,redox max
=

zFQO, c

4RT
 - similar in form to Eqn. (53).

 

           While it was previously discussed (Section 5.1.1) that for a surface charge density of ~ 

1015/cm2, the maximum PC obtained would be of the order of 1.6 mF/cm2 – two orders of 

magnitude larger than the nominal double-layer capacitance, which when combined with large 

surface area nanostructures, could yield battery-like capacities. However, it is now concluded 

that the mutual interaction between the adsorbates as well as with the substrate yields an order of 

magnitude lower values, see for example: Figure 51. 

 

5.1.4 Intercalation 

pseudocapacitance (Inner & Outer Electrode Areas?) 

              Thus far, the PC contributions to the net capacitance and charge storage have been 

discussed as arising mainly from surface electrochemical reactions and adsorbate 

interactions[306], as in the case of RuO2 (Section 5.1).  However, a major drawback is that only 

the surface is involved, with obvious limitations on the enhancement of the overall energy 

capacity. In this context, it would be interesting to explore whether the internal area in 

open/porous structures could also be involved in the PC. That this was indeed possible was 

seemingly shown in charge transfer in crystalline oxides, such as Nb2O5 and termed as 

intercalation pseudocapacitance [173]: Figure 53. Such intercalation could involve charge 
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transfer through the bulk of the crystal (and be more closely related to batteries) and reactions on 

surfaces within the bulk. The relevant redox reaction: Nb2O5 + x Li+ + x e- ↔LixNb2O5, 

converting Nb5+ to Nb4+ and vice versa, and involving Li+ intercalation, was thought to be 

facilitated in open layered structures, with adequate free space to facilitate Li+ diffusion/motion. 

X-ray absorption spectroscopy was used to monitor the oxidation state of the Nb and indicated 

increasing peak energies with increasingly positive cell potentials, implying a greater degree of 

electron filling/increased Nb5+ to Nb4+ reduction. Other characteristics of intercalation 

pseudocapacitance were listed as: (1) The linearity of the measured current to the scan rate (s), 

whereas in diffusion based systems the current would vary as the s , (2) the charge 

storage/capacity would be constant with charging time: Figure 53 (b), presumably because only 

surface processes are involved, and (3) that there is no significant shift of the redox peak 

potentials with increased s, implying that the relevant redox reactions (related to the Nb5+ to Nb4+ 

interconversion) are reversible. Consequently, aided through the PC mechanism, charging rates 

larger than that of traditional battery anodes was observed: Figure 53(c). 

             The related electrochemical experiments were done through drop-casting a sonicated 

solution of Nb2O5 in ethanol onto a stainless-steel foil in a three-electrode setup (with lithium 

foils as counter and reference electrodes) and using as electrolyte 1M LiClO4 dissolved in 

propylene carbonate (PC). The assertion that Li+ ions do intercalate into the Nb2O5 structure was 

based on (a) the distinction of CV curves when 1 M LiClO4 in PC solvent was used – wherein 

faint redox peaks were present in contrast to the case where 0.1 M tetrabutylammonium 

perchlorate (TBAP) in PC was adopted – wherein only curves symptomatic of double layer 

capacitance (i.e., rectangular in shape, as discussed in Section 3.1.1). It was asserted that the 

larger size of the TBA ion (>0.3 nm) in comparison to the Li ion (< 0.1 nm) prevented the former 
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from intercalation into the Nb2O5. However, the employing of a faster scan rate (100 – 500 

mV/s) when using the TBAP, and the absence of a discussion of whether intercalation barriers 

are involved (e.g., the question of whether the process of de-intercalation proceeds with a similar 

rate constant as the insertion process) makes direct comparison difficult. 

             The intercalation PC based mechanisms are in contrast to the redox reactions occurring 

in battery systems, as there may be no significant phase and related volume change in the former. 

As discussed earlier in Section 2.2.1, such changes are a major cause of (a) slow rates of 

charging, as well as (b) the gradual onset of irreversibility, in battery-related systems. However, 

the reported gradual change of the Nb-O bond length from ~ 0.14 nm to ~ 0.19 nm, over the 

course of changing potentials, as well as the gradually increasing cathodic peak shift may be 

interpreted as a change in the crystal characteristics and raises the question of what would be 

termed as distinct phases and the extent of phase change, since most practical phase change 

processes in nature are of the second order where a particular phase gradually merges into 

another. Since the authors propose intercalation PC as a distinct electrochemical process of 

charge/energy storage, it would definitely be imperative to consider whether the proposed bulk 

intercalation is really identical to surface adsorption, as the former involves redox reactions on 

surfaces inside the bulk material. Related issues which seem to merit further investigation are: 

(a) whether intercalation without a distinct phase change is evident, considering the extent to 

which a redox peak should be manifested in CV to be characteristic of such intercalation effects, 

(b) the possible effects of intrinsic/extraneous states on contributing to the redox peak (e.g., as 

seen in the peak near ~ 1.4 V in the Fig. 3 of the supplementary information of Reference [173]), 

and (c) whether there would be an activation barrier for the ion intercalation, etc.   
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           In another related study, it was indicated that the presence of ions in the electrode similar 

to those in the electrolyte (e.g., Na2SO4) might enhance ionic (e.g., Na+ ions) diffusion, through 

invoking a pre-intercalation mechanism[307] in Na+ ion impregnated MnO2 compound based 

nanosheets. Redox peaks (perhaps, relevant to the process: MnO2 + x H+ + y Na+ + (x+y) e- ↔  

MnOOHxNay), overlaid on the double layer capacitance based background were observed in CV 

scans. While the reported capacitances (of the order of 1 F/cm2 or 1000 F/g) energy density (of ~ 

110 Wh/kg) and power density (greater than 1 MW/kg) seem impressive, the relevant tests were 

carried out in a three electrode setup[120] – see Section 2.4.3. It is also not apparent why 

diffusion of Na+ would be enhanced, for the redox reactions, when the concentration gradient 

would plausibly be reduced between the NaxMnO2 electrode and the electrolyte. The enhanced 

Na+ diffusion, was justified by a calculated diffusion coefficient of 3.07·10-6 cm2/s which was 

much higher than a previously reported values of ~ 10-12 to 10-14 cm2/s for solid state diffusion in 

Na0.7CoO2 and Na0.7MnO2.25, respectively[308]. The orders of magnitude increase in the 

diffusion coefficient is quite surprising and may be subject to errors, e.g., due to an inaccurate 

knowledge of the active area (as also suggested by the authors – see Supplementary Information 

of [307]) as well as the supposition that the redox peaks are due to the Na+ diffusion, while they 

may actually be due to the Mn related defect phases. The influence of disorder (structural as well 

as stoichiometric) in the synthesized Na0.7MnO2 has not been well characterized in this study and 

may well be responsible for the observed effects – as may be evidenced by the increasing 

irreversibility observed in the CV scans at enhanced scan rates.  

              An analogy could be drawn between the proposed intercalation PC mechanisms to 

earlier discussion a few decades ago, on the inner and outer active surface areas in RuO2 based 

electrode systems[309]. The terminology was related to relatively less accessible (e.g., charge 
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stored in surface heterogeneities, such as pores or cracks) or more accessible regions on the 

oxide, respectively. A representative redox reaction: RuOx(OH)y + δ H+ +  δe- ↔  RuOx-δ 

(OH)y+δ, ,served for proton (H+) diffusion and storage on the surface of the hydrated RuO2. 

However, it was noted that a different amount of charge could be stored in alkaline and acidic 

background media, as a 25% enhancement in the charge capacity was observed at pH=14 

compared to when pH=0 presumably due to a higher oxidation states on the surface Ru ions in 

the former case. It was found concomitantly that the measured charge (Qmeas) varied with scan 

rate (s) asQmeas = c1 + c2

s
, with c1 and c2 as numerical constants, and justified on the basis that s 

varied inversely with the diffusion time. The maximum available surface charge (Qmax,S) was  a 

priori partitioned to be the sum of the charges available from the inner surface area (Qin,S) and 

the outer surface area (Qout,S), i.e., Qmax,S =Qin,S + Qout,S.  At high s���→�∞), the inner areas 

would be unavailable implying that case Qmeas (= qmax,S, s����∞) = Qout,S. The same data 

formed the motivation for the writing of another relationship of the form:
1

Qmeas

= c3 + c4 s , 

where c3 and c4 are constants and which now yielded for s→� 0, the value for Qmax,S. From the 

determination of Qmax,S and Qout,S , the quantity Qin,S as well as the ratio of the inner to the outer 

electrode areas was estimated. As it was then found that the inner area was approximately 25% 

smaller than the outer area – in close correspondence to the numbers for the charge capacity 

difference as a function of the pH, inferences were drawn on the diffusion mechanisms of the H+ 

ions. In acidic conditions (low pH), the oxide surface is relatively positively charged hindering 

ion diffusion considering only the outer active surface areas. However, ion diffusion was 

promoted accessing the entire oxide area and enhancing the RuOx(OH)y  redox process in 
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alkaline (high pH) backgrounds. Consequently, the charge capacity was explained to be higher in 

the latter case. While such rationale purported to explain experimental observations, it was 

subject to obvious criticism on using the same experimental data to obtain two different 

functional relationships and which could have led to “fantastic conclusions”[310]. Indeed, a later 

paper by the authors[311] states that considering the case of “s�= 0 is often less ambiguous than 

the extrapolation to s����∞”. Indeed, “s����∞” based cases are physically unrealistic, and 

reports of “infinite sweep rate capacitance” [173]do not seem to be scientifically valid or 

technologically relevant.  It was also though that the fitted linear increase of the charge capacity 

with s was not adequately borne out in experiments[310]. 

            Consequently, there are still many questions on whether enhanced energy storage or 

power density can be obtained through intercalation based PC. Typically, the rate performance of 

batteries decreases with increased discharge (/charge) rate due to the limitations of diffusion. 

Surface based redox capacitance could indeed be an alternative if all the necessary ions (for the 

relevant redox processes) are at the surface. However, the presence of the double layer and the 

consequent reorganization time (which affects the diffusion coefficient, D) must be considered, 

in addition to the diffuse layer where the reservoirs of redox contributing species reside (Section 

2.3.1). Since the diffusion time varies as l2 / D intercalation based diffusion into the crystal 

structure, say over a distance of ~ 1 nm can be approximated to be orders of magnitude faster 

than diffusion of the species from the diffuse layer of ~ 100 nm[79]. Consequently, the enhanced 

rate of discharge (/charge) should be manifest over at most an order of magnitude in the 

charging/C-rate. Nevertheless, prospects of obtaining battery like performance in ECs make such 

investigations worth pursuing.   
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     We will further consider, in the next section, further approaches to diminish the diffusive 

component through the optimized arrangement of nanostructures. 

 

 

 

5.2 Faradaic energy 

storage in nanoscale confined electrolytes 

         Approaches to enhance the energy and power density in tandem have also considered 

methodologies to reduce the ion-diffusive component, e.g., through a Faradaic process based 

redox capacitance[294] harnessed via transition metal oxides (of which RuO2 is a good example) 

on high surface area nanocarbons. The rationale is that larger currents (i) could be obtained 

through a linear dependence on the voltage scan rate (s) in Faradaic processes, compared to the 

s
1/2

  dependence characteristic of diffusion. However, while the gravimetric capacitance could be 

large[312] (e.g., of the order of 720 F/g for RuO2[294] the low electrical conductivity of oxides 

typically implies low rate capability[294]. An alternative energy storage mechanism may be 

proposed, whereby diffusion (both in the horizontal and vertical directions) could be precluded 

through (a) ensuring that the spacing between the nanostructures would be constituted of a 

charged electrolyte, and (b) where the charge is stored in the confined electrolyte. Such stagnant 

electrolyte impregnated electrodes could provide a new paradigm for charge and energy storage. 

            Charge storage may then be realized through the use of high surface area nanostructured 

materials, such as activated carbon (AC) and carbon nanotubes (CNTs)[313–315] – also see 
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Section 4.8.1, in conjunction with redox electrolytes. Optimized pore diameter or spacing 

mitigates diffusional limitations and could yield high charge/discharge rates without a 

detrimental effect on the cycling stability, which is often an issue when using surface functional 

groups[294] for PC based storage (see Section 5.1.2 and Figure 51). Concomitantly, a 

combination of redox electrolytes, e.g., KI (for the positive electrode) and vanadyl sulfate 

(VOSO4, for the negative electrode) was investigated[316,317], with AC as the electrodes. 

However, it was seen that the charge storage capacity was diminished at high discharge rates. 

Computational modeling of Faradaic process in porous electrodes has found that reduced 

capacity may be due to planar diffusion to the exterior surface[318] and not within the pores of 

the electrode itself. 

              It was also intriguing to consider that Faradaic processes in porous materials may 

possess superior kinetics otherwise absent in bulk materials.[319] Such electrocatalytic effects 

could arise from thin layer electrochemistry (TLE) based processes. [320,321] For TLE to 

prevail[322], the nanostructure spacing or pore diameter would need to be smaller than the 

equivalent diffusion layer thickness (δ): 

                                                   δ  ~ πDt ~ πD ∆V
s

          (63) 

D is the relevant ion diffusion coefficient, and the corresponding voltage range is ∆ V). The 

charge contained in the enclosed electrolyte could then be harnessed through Faradaic reactions 

due to homogenous depletion/accretion of redox species. In addition to the enhanced kinetics, 

due to the absence of diffusion, the capacity would be directly proportional to the electrolyte 
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volume confined in the pore (Vpore) and its bulk concentration (Io). It has been derived that the 

accompanying TLE based peak currents (iTLE) =
F

2

4RT
sVporeIo, would vary directly with s [79].  

         At a low scan rate (say, s1): see Figure 54, implying a large δ, the diffusion layers at the top 

of the macro-electrode overlap giving rise to a planar diffusion limited current (idiff), proportional 

to I0, the projected area (Aproj) of the electrode and 
s

1/2. Additionally, there would be a TLE based 

current (iTLE) due to the electrolyte trapped within the pores, which would be proportional to the 

Vpore and s. At moderate scan rates (say, s2) the individual idiff contributions at the top of the 

nanotube array begins to get resolved. The resulting concentration gradients internal to the pores 

yields an additional idiff while the iTLE current contribution reduces. At very high scan rates (say, 

s3), there would be a dominant idiff proportional to the net area (Anet) of the electrode owing to a 

complete decoupling of diffusion layers and the CNTs behaving as individual nanoscale 

electrodes. The amount of charge (or capacity) contributed by the solvated redox species 

confined in the Vpore, in the TLE regime is given by Q = zFVporeIo, where z is the number of 

electrons per redox reaction. Consequently, high capacity and rate capability may be realized in 

the TLE regime through designing electrodes with large Vpore and small δ.  

         While activated carbon based materials may possess a large active area (> 2000 m2/g), their 

Vpore ~ 0.5 - 1 cm3/g would result in a smaller magnitude of accessible capacitive charge[111]. It 

would then be pertinent to explore the capacitive characteristics, in the TLE regime, of a model 

macroporous electrode comprised of vertically aligned CNTs with a spacing corresponding to an 

equivalent pore size and a larger Vpore (of ~ 40 cm3/g). To this end, the electrochemical 

performance of the CNT array electrodes in redox electrolytes, i.e., K3Fe(CN)6 or Ru(NH3)6Cl3 
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was characterized using CV (Section 3.1) through the variation of the cathodic (or anodic) peak 

currents: ip, with respect to the s :Figure 55. From the average CNT spacing of  ~ 350 nm and 

with 0.04 V/s < s  < 4 V/s, and ∆ V ~ 26 mV (=RT/F) the δ was estimated to be ~ 3.7 µm even at 

the largest scan rate. As the δ was significantly larger than the nanotube spacing, the system 

could exhibit TLE behavior under the given conditions.  

         The current observed in CV could have contributions from both (a) planar diffusion limited 

current at the top of the electrode (idiff) and (b) a TLE current (iTLE) in between the CNTs. For a 

reversible, one-electron redox reaction, over a time, t, the total peak current, ip (after baseline 

correction) is[79]: 

                
ip = idiff +iTLE = FAproj Io

πDF

RT







1
2

χ Fst

RT





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⋅ν
1

2 +  
n2F2

RT







ϒ

(1+ϒ)2 VporeIo ⋅ s
               

(64)          

In Eqn. (64), χ Fst

RT







denotes the normalized current for a reversible reaction under planar 

diffusion while ϒ= e
(E−Eo )F

RT  where E is the applied voltage and E0 is the formal potential of the 

redox couple (see Section 3.1.1). The deconvolution of a particular I-V curve, obtained from CV, 

into the thin layer (black curve) and the diffusion constituents (red curve) is depicted in Figure 

55 (b). While it's possible to estimate Aproj and Vpore for a given electrode using Eqn. (64), the 

voltammetric currents at any given potential may not necessarily follow the relation, due to 

uncompensated resistance induced ohmic distortion[323]. To separate Ohmic and mass transport 

effects, the current-voltage voltammograms were numerically computed from the rate expression 

previously derived by de Tacconi[324].  Figure 55 (c) compares the thin layer currents (iTLE) with 

(red curve) and without (black curve) Ohmic distortion. It was seen that the distorted peak was 
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lower amplitude but smaller but wider compared to the undistorted peak.  However, if the 

Faradaic reaction is allowed to completion, i.e., if the voltammetric peak is well within the 

scanned potential window, the voltammetric charge Qtot will be unaffected by Ohmic effects. 

Consequently, analysis of Qtot could provide greater insights into the kinetics.[325] 

      Qtot = Qdiff + QTLE =
(idiff +iTLE )

Vi

V f

∫ dV

s
= FAproj Io

πDF

RT





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1
2

χ Fst

RT





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Vi

V f

∫ ⋅ s−1
2dV +  FVporeIo         (65)                         

A key aspect related to TLE regime is that the electrochemical response seems to be identical to 

that of species adsorption on the electrode from the linearity of the observed I with the s. Such 

species adsorption may be undesirable and form a rate-limiting step if the corresponding kinetics 

are slow. However, the measured capacitance may be treated as Faradaic due to the absence of 

mass transport and the confinement of electroactive species on or close to the surface[136,326].  

          To evaluate the capacity of the examined electrode/electrolyte system, galvanostatic 

discharge experiments were carried out with different concentrations of the redox additives at a 

constant current density. A large plateau was observed in the voltage at close to the formal 

potential (~0.23 V vs. SCE) of the redox couple indicative of Faradaic/battery-like 

characteristics: Figure 56. The recorded charge capacity, in mAh/cm3 or mAh/cm2, was obtained 

through a chronopotentiogram, by dividing the charge by either Vpore or Aproj, respectively. The 

discharge current density was ~ 200 mA/cm2 (corresponding to the ratio of the applied current of 

50 mA and Aproj). For 1M K3Fe(CN)6, the maximum observed capacity, from : Figure 56 (a), was 

~ 26 mAh/cm3 or 0.28 mAh/cm2. Such values were close to or relatively better (considering the 

discharge current densities) than those previously observed and estimated for macroporous 
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electrodes constituted from, e.g., (1) Nickel foam based electrodes with CoO[327]: 0.8 mAh/cm2 

(at 40 mA/cm2), (2) hybrid Polypyrrole/CoO nanowire array[328] of 0.15 mAh/cm2 (at 50 

mA/cm2), (3) conductive hybrid metal oxides (Ni(OH)2/NiCo2O4) on carbon fiber paper: 0.25 

mAh/cm2 (at 150 mA/cm2)[329], (4) Co3O4/NiO core/shell nanowire arrays[330]: ~0.18 

mAh/cm2 (at 120 mA/cm2), (5) (Co, Ni) based compounds on hollow core nanorod array[331]: 

~0.14 mAh/cm2 (at 10 mA/cm2), etc. It was also observed from the inset of Figure 56 (a), that the 

observed capacity was linearly proportional to the concentration of the redox species, with the 

implication that a further improvement in capacity would be possible using redox additives with 

a greater solubility, e.g., KI, with a solubility limit of ~ 8 M[332]. Moreover, the capacity 

normalized to the thin layer capacity (through the calculated Vpore) seems to be constant beyond ~ 

50 mA/cm2: of Figure 56 (b), implying that much of the observed capacity (at high current 

densities) is within the electrolyte confined in Vpore. At lower current density, diffusional 

contributions would also add to the capacity. It was noted that the TLE based capacity could be 

cycled at very high rates for up to 5000 cycles while exhibiting excellent Coulombic efficiency, 

i.e., Qdischarge/Qcharge of ~ 97%. Further work in increasing the capacity could focus on 

electrolytes with a greater concentration of the redox species as well as electrodes with an 

increased pore volume. While such approaches to harness large density in EC based 

constructions need to be pursued actively, there has also been considerable work in alternate 

materials and cell architectures. Such aspects will be discussed next. 
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6 Materials trends 

and prospects 

          A major imperative for continuing research in charge storage is the exploration of new 

storage mechanisms as well as alternate materials systems where such mechanisms could be 

harnessed.  We have seen, for example, that carbon based materials are ubiquitous, i.e., as 

graphite based anodes in battery systems – Section 2.2.2, and as activated carbon electrodes in 

ECs – Section 2.3. The advantages of an intrinsic layered nanostructure in the former and large 

surface area in the latter are the relevant nanoscale features. In this section, we will briefly 

explore the use of alternate materials and device architectures, that may be relevant for future 

charge storage applications. As the possible use of nanocarbons, e.g., one-dimensional carbon 

nanotubes (CNTs) and two-dimensional graphene has been previously considered (Section 

4.8.1), we will first focus on polymeric materials (which offer the possibility of obtaining new 

insights into charge transfer at the molecular level, in addition to a reduced cost imperative). The 

section will conclude through surveying a few new trends in charge storage architecture with 

respect to miniaturized energy and power sources. 

 

6.1 Electroactive 

polymers for high charge density and capacitance 

Presently, there is high commercial interest in organic materials related technologies, as 

their lower cost makes them attractive for large-scale deployment, covering portable consumer 

electronics, military applications and electric vehicles and other applications. Electroactive 
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polymers: EAPs[333] , are then suitable candidates for electrochemical capacitors with the dual 

advantages of (i) a large Cdl (Section 2.3.1) due to large porosity and surface area, as well as (ii) 

high values of the Faradic capacitance or Cp (Section 5.1) from the multitude of reaction sites, 

specific to each monomer. The relevant electrochemical charge/discharge processes, i.e., 

doping/de-doping, are fast and charge can be stored through the volume of the material[334,335]. 

Indeed, a common thought is that the space between the polymer chains allows complete access 

to the bulk. However, the space is typically small enough to disallow the formation of a double 

layer and may be responsible for high polymer electrode and electrode-electrolyte 

resistance[336], as observed in EIS (Section 3.3).        

Organic molecules such as quinone (C6H4O2), capable of storing two electrons per 

molecular unit and with a molecular weight of 108 g would have a charge density of 2 

Faradays/108 g equivalent to 1787 C/g or 496 mAh/g[337], comparable to state-of-the art 

electrodes using in battery systems – see Sections 2.2.2 and 2.4.1. Keeping such considerations 

in mind, many conjugated polymers have been synthesized bearing redox-active units[338]. A 

summary of common EAPs and their properties is presented in Table II. The upper limits of 

specific energy (see Section 2.4) are roughly equal for the EAPs, at ~ 300 Wh/kg, promising 

even higher storage than inorganic electrodes. However, as will be discussed later, polymer 

stability related issues yields much lower energy densities of the order of 10 Wh/kg.  

Table II Charge storage characteristics for a range of generic electroactive polymers.[333] 
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Of the typical materials in Table II, polyanilines and polyacetylenes suffer greatly from 

solubility problems and instability, whereas polythiophenes offer the best advantages in terms of 

ease of functionalization, solubility and therefore processability. Polyacetylenes provide the 

highest charge storage capacity, but problems associated with trace metals (i.e., Al/Ti) left over 

from the Ziegler-Natta synthesis leads to increased degradation of charge storage. It is therefore 

essential to adapt methodologies to give clean polymer materials free from residual catalyst and 

side-products. In terms of the development of new EAP forms, the recent combined use of highly 

redox-active entities, e.g., the polythiophene chain and tetrathiafulvalene (TTF) allows an 

exceptionally high loading of positive charge with the advantages and characteristics of a typical 

conjugated polymer (film forming properties, flexibility, and semiconducting behavior). The 

TTF unit was chosen as an additional redox component of the polymers due to its well-known 

reversible two-electron oxidation[339][340].   

                Given the relatively low surface area for double layer formation and high electrical 

resistance, conducting polymer dispersions (where the polymer swelling is stabilized as 

negatively charged colloidal particles which may then be cross-linked through cations) have been 

proposed as constituents of a porous network based electrode.  For example, a swollen hydrogel 

constituted from PEDOT  [poly(3,4-ethylene dioxythiophene)] – PSS [poly(styrenesulfonate)] - 

Baytron® particles with an  outer negative charge due to SO4
2- ions linked in a network by Mg2+ 
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ions has been for a double layer capacitor[336]. The negative and positive ions were introduced 

into the polymer through equilibration of the PEDOT-PSS with 0.25 M MgSO4 for about two 

hours. While swelling is prevented through the cationic linkages, a higher ionic mobility 

(yielding lower electrical resistance) is facilitated through swelling by water diffusion into the 

electrode. However, typical water content in excess of 75% of the total mass lowers the energy 

density and additional blending (~ 37.5 wt%) of conducting polymers (e.g., Polypyrrole: PPy) 

was advocated to enhance the electrical capacitance. A large power density (of ~ 10 kW/kg), 

without a significant compromise in the energy density (at about 7 Wh/kg) [336], could be 

harnessed through the agency of swelling and the addition of the conducting polymer. While 

environmental effects considerably affect the electrochemical characteristics of EAPs, a major 

imperative still remains the ubiquity of polymers in natural forms, a prime example of which is 

the use of lignin – a byproduct of the paper/pulp industry, and which has recently received much 

attention for its possible use in charge storage[341] as wooden batteries[342]. 

 

6.1.1 Lignin modified 

electrodes 

         Lignin, a complex biopolymer, can be cheaply synthesized (at the level of $0.10/kg) 

through the alkaline, acidic, or organic decomposition of wood chips, and has been proposed as 

substrates for electrochemical reactions. While alkaline reagents yield an increased number of 

nonphenolic –OH and sulfide groups (through the Kraft process[343]), reactions with acidic 

mixtures yield water-soluble lignosulfonates (LS). Alkali lignins exhibit strong adsorption on 

gold electrodes (of the order of 3 ⋅1014 units/cm2)[344], as well as on insulating substrates[343], 
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and subsequent oxidation in sulfuric acid results in a restructured redox-active polymer with 

quinone-active functionalities [344]. A linear dependence of the measured current in CV: Figure 

57 (which is also typically used to measure the charge capacity: Section 3.1) with scan rate was 

indicative of a surface confined process (see Section 3.1.1) – as in Figure 57 (C).  

           LS based polyanions have also been used to dope other polymers, such as polyaniline 

(PANI) [343] or polypyyrole (PPy) [341] and regulate the mechanical plasticity. For example, 

LS have been employed as “negative plate expanders” in increasing the cold cranking 

performance of lead acid batteries[345]. In this regard, several LS constituent groups has been 

implicated in enhancing and preserving the electrical capacity (mediated through the carboxyl 

groups) and cycle lifetime (through the phenolic hydroxyl groups) and improved cold cranking 

(through the methoxyl groups), while sulfur groups have been shown to have a negative 

influence. The activity of multiple redox centers in lignin-derived films may be confirmed 

through differential pulse voltammetry[79]. Generally, the adsorption of the LS and the 

complexation with the metallic Pb was shown to enhance the effective surface area for 

electrochemical reaction. Indeed, the increase of the active area seems to be a principal effect of 

the LS compounds.   

          Consequently, such material can be considered as a prototype for surface 

active/pseudocapacitive (see Section 5.1) reactions, where diffusion control plays a minimal role, 

as the negatively charged sulfonic groups constitute a barrier (/sink) for negative (/positive) 

charges from the electrolyte. The degree of sulfonation and the barrier seems to decrease with 

increasing molecular weight[343]. Together with the tendency of the sulfonic groups to complex 

with metal ions, a decreased molecular weight was imputed in an increase in the 
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electrocatalytically observed currents. Such aspects are also manifested in the very limited 

frequency range over which diffusion plays a role, as observed in EIS (see discussion related to 

Figure 17 in Section 3.3). However, the charge-transfer resistance (Rct): Eqn. (24), is quite large 

and composed of contributions from multiple redox reactions. Two particular processes that have 

been identified relate to electron transfer (i) at the LS-electrode interface and (ii) in the LS.  

              Generally, modified lignin polymers are constituted of in-chain or pendant groups 

capable of redox reactions and can be tailored to investigate surface specific processes for use in 

chemical- and bio-sensors, enhanced electrocatalytic activity, etc. As an example, it was shown 

that a lignin based redox couple was a good mediator for the electrochemical oxidation of the 

ascorbic acid through diminishing the overpotential by ~ 0.25 V[344]. Given the relatively open 

structure of lignin, substituent addition may be used to control the redox potential, e.g., the 

addition of electron donating oxygen moieties or carboxylic acid groups, or alternately 

increasing the pH, would also contribute to reducing the lignin redox potential.  The activity of 

the added substituents is directly related to the proximity of the substituent to the central phenyl 

group, which is a major determinant of the lignin redox potential. An electron-withdrawing 

(/additive) group, on the phenyl ring, would induce a positive (/negative) shift. Figure 58 

indicates another relevant example, [341] where redox reactions typical to quinone groups in a 

PPy matrix composite electrode are shown. The water in an aqueous electrolyte systems serves 

as the proton donor/acceptor to the quinone moiety and it is pertinent to note that such 

electroactivity is absent in non-aqueous systems.  

              However, the tenability of polymers as electrodes is fraught with issues related to the 

stability as well as those related to the lack of understanding of the polymer structure interactions 
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– both in the bulk and on the surface. As just one example of the complications involved with 

modeling the electrochemistry at relatively insulating surfaces[346], hitherto unaccounted for 

states, possibly at the surface (with a density of ~ 1013 – 1014/cm2), were thought to possess 

cryptoelectrons with a higher reducing potential compared to the bonding electrons[347]. The 

action of such cryptoelectrons was seemingly manifested in the enhancement of the pH, 

hydrogen evolution, reduction of Fe(CN)6
3-  to Fe(CN)6

4- , etc., indicating the necessity of 

electron transfer as opposed to ion transfer. The origin of such states, also observed through 

triboelectric contact between polymers, were ascribed to [347]: (1) intended dopants or 

unintended impurities, (2) surface states formed by mechanical forces, (3) end groups with 

reactive radicals forming molecular ion-like states, or even (4) cosmic ray induced ionization.  

Such issues serve to indicate the lack of understanding as well as complications inherent to the 

practical use of polymers in charge storage. The charge/discharge kinetics would also be 

spatially dependent[348], regulated by the presence of such not well understood nanoscale states 

and would have to be carefully controlled[349].  

 

6.1.2 Polymer – Inorganic 

oxide hybrids 

            The potential of oxides as capacitors, in terms of enhanced redox capacitance, has 

previously been discussed (see Section 5.1). However, it was also discussed that a low electronic 

conductivity handicaps their power capability. Consequently, various nanostructured conductive 

polymer-oxide hybrids have been synthesized with the objective of overcoming this issue. For 

example, PANI-V2O5 hybrid electrodes with, a three fold larger energy and power density 
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compared to the individual materials and, capacities of ~ 320 mAh/g (with a current density of 

0.5 �A/cm2; see Figure 56 for a comparison of current densities) have been synthesized through 

layer-by-layer assembly of the two components[350]. The volume expansion typical of ion 

intercalation into the oxide (Section 2.2.1) was accommodated through the use of a porous PANI 

nanofiber based network. It is interesting to note that such hybrids accommodate two distinct 

redox reactions, viz., one related to the intercalation/de-intercalation of ions (e.g., Li+ ions in 

LiClO4 electrolyte; Section 2.2.3) into the oxide, and the other related to the doping/de-doping of 

anions in the PANI. Generally, surface redox processes (Section 5.1) seem to be pertinent for 

PANI while diffusion related processes held for the V2O5 redox reactions, as deduced from the 

current-scan rate relationships (see Section 3.1.2). However, the validity of the partitioning of the 

total charge transfer to inner and outer constituents of the PANI nanofibers, in this study, is 

suspect (as discussed in detail previously in Section 5.1.4) considering that the paths of access 

and the influence of multiple layers, which have not been well specified. A large capacity fading 

over a limited number of cycles (< 100) indicates the environmental susceptibility of the 

polymer-oxide hybrids, as well. Consequently, polymeric materials and their incorporation into 

new types of charge architectures and devices, for the purpose of charge storage, need much 

more study with respect to their stability and ultimate feasibility with respect to their cost 

advantages.  

 

6.2 Developing novel 

architectures for charge and energy storage 
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              Considering the seemingly never-ending need for powering portable electronics, 

compact high-energy sources would continue to be developed. While alternative sources, such as 

solar power, etc. have been much touted due to possible limitations with materials and minerals, 

electrochemical sources have been widely studied over the past century and have been 

considered to be relatively reliable and stable. 

             For example, with electrochemical capacitors (Section 2.3), we have seen that the charge 

capacity is directly proportional to the area and provides an imperative for increasing the 

geometric area (Section 2.3.2 and 5.2) or the effective area through surface chemical reaction 

(Section 5.1) However the area increase should not be accompanied by an increase of the device 

volume, given the imperative for compact energy sources. A few recognized ways to accomplish 

this have been previously discussed, e.g., through an increase in the pore area in electrodes (see 

Section 4.9) and/or using thin layer electrochemistry (see Section 5.2) to reduce the resistance 

associated with diffusion/mass transport. Alternate ways to accomplish such an area increase has 

been suggested through the incorporation of three-dimensional architectures (e.g., see Figure 59), 

and designs into compact electrochemical devices[351] while keeping the effective electrode 

thickness small (which aids increased power density).  

             A major initial motivation seems to be integration of such compact devices with micro-

/nano-electro mechanical systems (N-/M-EMS), ranging from smart dust motes[351] to 

ubiquitous wireless sensors[352]. Many 3-D electrode architectures may be fabricated through 

bottom-up approaches, well understood for MEMS based applications, and involving material 

deposition (often through electrochemical methodologies) into porous membranes, e.g. anodic 

aluminum oxide based templates. Given that the areal capacity, rather than the volumetric 
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density, may be an important metric also for 3-D batteries[353] the required value for 

competitive designs was estimated to be of the order of 10 mAh/cm2, while practical state-of the 

art Li thin film batteries only seem to provide 1 mAh/cm2, (equivalent to 3.6 J/cm2 at 1V), 

indicating the need for substantial further development. 

        A scientific imperative was suggested to be the shorter ion diffusion lengths that would 

result in having a more accessible surface area, and which would enhance the power density. 

Individually separated electrodes, as depicted through the inter-digitated scheme in Figure 59(a) 

would have a poor performance, due to issues related to non-uniform current distributions from 

the variable distance between the anode and the cathode. Also, an initial comparison of such 3-D 

architectures with 2-D thin film/plate like designs may just imply a folding of the latter to the 

former yielding the electrode area increase, with a consequent increase of the electrolyte volume 

and possibly lowered energy density. However, there would be a length scale (in the height/third 

dimension) beyond which the gain in energy density would be larger in 3-D designs. For 

maintaining uniform current distribution, in a given contributing individual electrode area (A) 

through such length (L) increase, a dimensionless number related to 
AµR

L







Q  was defined for a 

given volumetric charge density (Q: C/m3) in terms of the ion-mobility (µ) as well as the 

electrode resistance (R). A decreasing U corresponds to a more uniform charge distribution along 

the electrode length and enhances the efficiency of a given 3-D scheme. Considering an 

assemblage of such optimally designed electrodes, alternating placement, e.g., in which an anode 

(/cathode) is surrounded by six cathodes (/anodes) may provide for more uniform current density 

at the anode (/cathode). However, it was shown[354] that it would be very difficult to achieve 

homogeneous lithiation/delithiation (Section 2.2.1) due to preferential current density 



Page 200 of 317

200 
 

200 

 

concentration at the electrode tips. While such differential current densities at the electrodes are 

prevalent to separated cathodes and anodes, they may be avoided through the use of conformal 

designs.    
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            Consequently, the conformal deposition of the electrodes and electrolyte, as in Figure 

59(b)-(d), may present interesting alternatives. The latter constrain diffusion to be one-

dimensional in character, as is the case with traditional lithium ion batteries: Figure 3, with the 

implication of higher ionic transport and increased charge transfer efficiency. However, 

additional issues related to the uniformity, stability, as well as the thickness of the electrolyte 

have been considered challenges for future development of 3-D batteries[353]. The latter aspect 

is critical in that the ion transport through the electrolyte remains the power limiting step and it 

would be desirable to have a very thin layer while ensuring a high supply of ions, i.e., the 

electrolyte concentration should be sufficiently high (> 1M), from Debye length considerations: 

see Eqn. (7). Fundamental electronic considerations would also dictate the lower limits of the 

thickness, i.e., either from an electrostatic point of view, where there may be overlap of the 

Helmholtz/Stern double layers (Section 2.3.1) which may enhance/diminish ion movement, or 

from a quantum mechanical point of view where tunneling between the electrodes (Figure 25) 

should be avoided, as such charge transfer would effectively connect the electrodes. Additional 

aspects related to the electrochemical and mechanical stability of the electrolyte vis-à-vis the 

electrodes as well as the limiting transport of the Li+ ions [355] – which have been noted to have 

a transference number of less than 0.5, seem to be factors limiting the durability in terms of the 

number of cycles (typically < 50), in present 3-D battery architectures. 

           An interesting idea in this regard, seems to be a consolidated/monolithic glassy solid-state 

cell[355]: Figure 60. Given the deep knowledge base and understanding of glass formation, a 

network former common to the electrode and electrolyte could provide a uniform ambient for the 

Li+ transport and considerably reduce interfacial polarization effects. However, whether such 

architecture could provide adequate separation and the necessary chemical potential difference 
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between the anode and the cathode (each of which would be constituted from the redox 

potentials of distinct transition metals) still needs to be investigated in detail. Similar ideas are 

involved in the proposal of an “all-solid-state-battery”, where the electrodes and electrolytes 

were all constituted from the Lithium phosphate family[356], e.g., the positive and the negative 

electrodes were LiFePO4 and Li3V2(PO4)3, while the solid electrolyte was Li1.5Al0.5Ge1.5 (PO4)3. 

Stacks of the electrode and electrolyte layers were fused together through carefully designed 

spark plasma sintering based process – with control over the granularity of the precursor 

materials and the composite electrode formulations which were shown to produce crack-free 

laminates with high quality contiguous interfaces. The quality of the electrode/electrolyte 

interfaces was ensured through noting that the cell resistances even decreased on repeated 

cycling.  A residual porosity (of ~ 15%) together with lubricant like carbon additive was thought 

to be responsible for accomplishing local stress relaxation and ensuring material integrity. Such 

technological advances seem to allow for relatively thick electrodes (of the order of 0.3-0.8 mm) 

yielding a high surface energy capacity ranging to 10 mAh/cm2 – which realizes a long sought 

after goal for high energy densities. However, later experimental work [357] yielded 2.2 

mAh/cm2 with a plateau voltage of 2.45 V. However, the advantage of developing such new 

schemes for battery design lie in the gestation of new ideas and their possible subsequent 

incorporation, e.g., through (i) structured surfaces where the large area particular to 

nanostructures, (ii) continuous electrodes and discontinuous/isolated electrolyte, (iii) random, yet 

percolating, networks of electrodes and electrolytes, yielding a sponge like design: Figure 59.(d)) 

etc. Hierarchical designs that combine high surface area (through the use of nanostructures) 

combined with large volumes (e.g., through the growth of nanostructures in porous foams) would 

also be beneficial for harnessing large capacitance as well as large volumes of electrolyte. The 
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use of electrically conductive aerogels (comprising both carbon and transition metal oxide based 

constituent materials) may be attractive in designing meso- and macro-porous size distributions 

and have been used for high power density supercapacitor applications. 

          However, additional surface area also brings along issues related to unwanted chemical 

reactions, the tolerance to which must be carefully considered. A relatively quick comparison of 

reviews [353] and scientific papers[358] over the past decade seems to imply that the “field of 

3D batteries is still very much an emerging area of research”[352][353], with energy densities 

hovering around 1 mAh/cm2 and typifies some of the issues relevant to moving to smaller scales 

in terms of electrical connectivity and parasitic reactions.   

 

 

 

7 Summary 

 In this paper, the aim was to survey the principles behind the storage of charge and its 

manifestation as electrical energy in nanostructured materials. The initial discussion was 

focused on where the charge could be stored in terms of a traditional understanding of 

nanomaterials with a large surface area to volume ratio. It was seen that a large surface has the 

advantages of quickly storing and releasing the charge, of much utility in capacitive storage. 

However, more charge with a concomitant large energy density could be manifest through 

battery-like devices, where the charge is stored throughout the volume of the material. This set 

the stage for investigating the fundamentals of energy storage with an emphasis on mechanisms 
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involving Li-ion batteries and electrochemical capacitors (ECs). It was seen that while the 

former relied on charged species transfer and discharge through diffusion into the electrodes, 

the performance of the latter hinged on the absence of diffusion (of ions in the electrolyte and 

charge carriers in the solid electrode) through the formation of a very thin double-layer, as 

typified through the Helmholtz model. Indeed, diffusional consideration lowered the 

performance of an EC through the serial addition of capacitances, e.g., Gouy-Chapman and a 

space charge capacitance. Additional lowering of the net EC capacitance was obtained through 

considering the discrete energy levels in nanostructured materials, where dimensionality effects 

and concomitant finite density of states results in a series quantum capacitance. Specific to 

charge transduction devices such as dye-sensitized solar cells is yet another nanoparticle size 

dependent chemical capacitance. 

 Particular examples of the materials constituting the electrodes in both batteries and ECs 

were discussed. In the former category, the difference in the electrochemical potentials of the 

anode and cathode was directly related to the voltage that could be obtained. In ECs the nature 

of the electrode-electrolyte interface dictated the charge transfer and Faradaic reactions, which 

could further modulate the capacitance that could be obtained. The intrinsic carrier 

concentration and extrinsically induced defects in the electrode must both be considered at the 

nanoscale. Integral to the performance of both batteries and ECs is the electrolyte, which for 

quick energy delivery should have a low electrical resistance. Recent advances in electrolyte 

systems, e.g., ionic liquids, were surveyed with respect to their impedance characteristics as 

well as the ability to sustain a large voltage. Generally, a voltage larger than that available 

through aqueous systems (~ 1 V) is facilitated through organic electrolytes (up to ~ 3 V) and 

ionic liquids (which could sustain potential differences of greater than 6 V). The order of 
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magnitude enhancement in the energy and the power density (both of which scale as V2) is a 

major imperative for such studies. 

 Accurate measurement of the charge density and the proper reporting of the consequent 

energy and power density are integral to evaluating the performance of charge storage devices. 

A brief survey of methodology, particularly relevant for ECs, was done with respect to the 

interpretation of time-/frequency-varying current-voltage curves for quantifying the amount of 

charge, in terms of various elements incorporating capacitance and its release through resistive 

terms. While elaborate models, to encompass experimental data, may be constructed based on 

simpler constructs (e.g., the lumped Randles and the transmission line based distributed de-

Levie models) interpretation of the resulting values is non-trivial and may also be subjective.  A 

major issue in nanomaterials is the device dependent resistance, which may be subject to a large 

variability. Here again, the investigation of defect induced pathways for electrical current 

passage (say, in terms of impurity band conduction) may provide insights into lowering the net 

impedance. 

 However, increasing the net charge storage capacity and the capacitance is the major 

goal. Given that most mechanisms of conventional EC are due to the series addition of 

capacitances, the stage is set for the probing of parallel charge storage mechanisms. While 

Faradaic or pseudocapacitive means seem to add two orders of magnitude larger charge capacity 

due to external or internal surface area of oxides such as RuO2, facilitated through surface 

adsorbate induced redox reactions, much effort needs to be expended to understand the in situ 

adsorbate interactions. The invoking of a Temkin capacitance, which relates to the energetics of 

the surface coverage of adsorbates and which may substantially reduce the pseudocapacitance is 
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a case in point. Nevertheless, such ideas may provide insights into truly obtaining high energy 

and power densities from the same material.  

 It may be concluded that the investigation of charge storage and harness in nanomaterials 

is a fertile field, through which possibly an order of magnitude enhancement in the energy and 

power density is feasible. However, concerted effort has to be put in to identify alternative 

additive mechanisms, such as pseudocapacitance to boost the charge density, and optimized 

nanomaterial packaging to alleviate the electrical resistance. It is thought that the consideration 

of defects and concomitant energy levels as well as construction of equivalent electrical circuit 

models would enable more genuine and rapid progress on the scientific and technological 

fronts.  
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Figure Captions 

Figure 1 (from Ref. [40]) A diagram  depicting the energy levels of the anode (a 

supplier of electrons) and cathode (an acceptor of electrons) electrodes with respect to 

the electrolyte energy levels (i.e., the LUMO and the HOMO). As electron transfer 

occurs from a higher energy level to a lower energy level, proper positioning of the 

energies of the constituent elements in a battery would be necessary to prevent charge 

transfer into the electrolyte when the battery is not connected to an external circuit. 

Then, all the electrons would need to traverse the external circuit from the higher 

energy level anode to the lower energy cathode. 
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Figure 2 (from Ref. [35]). The discharge curve of a battery exhibiting the loss of the 

thermodynamically predicted open circuit voltage (OCV/ VOC) due to various charge 

transfer mechanisms between the electrode and electrolyte, leading to a higher 

resistance.  

 

Figure 3 (from Ref. [38]) The operating principle of a Li ion battery involves the 

movement of Li+  ions within the electrolyte to/from the electrodes. The above diagram 

shows the use (through charge and discharge) of the battery, where electrons move in 

the external circuit from the anode (negative electrode) to the cathode (positive 

electrode) and the Li+ ions move in the electrolyte (another Li compound with high 

ionic conductivity) to compensate for the received charge.  

 

Figure 4 (from Ref. [40]) The insertion of Li+ ions into tetrahedral or octahedral sites in 

spinel structures (say, Mn3O4) may cause redox couples of different energies to be 

activated, e.g., Mn3+ /Mn4+ states for the octahedral states and Mn2+ /Mn3+ states for the 

tetrahedral states. The energy difference is manifested as a step in the observed 

potential. 

 

Figure 5 (from Ref. [40]) A schematic of the energy configuration of the redox states, 

relevant for Li ion batteries, reckoned with respect to the Li/Li+ potential. The figure on 

the far left indicates the anode configuration with potentials corresponding to µA – see 

Figure 1, while the other figures schematics represent cathode materials, corresponding 



Page 239 of 317

239 
 

239 

 

to µC – see Figure 1. It is indicated that (a) the voltage limits (=µA ���µC) are greater 

for oxides compared to the sulfides, (b) enhanced redox potential of Co with respect to 

Ti, (c) polyanions (e.g., PO4
-), replacing the oxide ions can enhance binding energy and 

the VOC.  

 

Figure 6 (from Ref. [40]) The interaction of the redox couple energy level (=EF) – 

constituted from the transition metal cations and which may be manipulated through 

charge transfer, with the anion bands. In (a) the carriers involved in charge transfer, 

mostly holes, are itinerant and independent, while in (b) the level interaction splits the 

redox level into anti-bonding (a.b.) states, which can accommodate holes and are 

derived from the anions and bonding (b) states derived from the cations, where the 

dominant carriers are electrons. (c) When the transition states are too far down in the 

anionic band, the electrons are the majority carriers. 

 

Figure 7 An electrochemical capacitor (EC) stores charge and energy (a) capacitively 

through an electrical double layer formed across a charged electrode, and (2) 

electrochemically, due to redox reactions occurring at the electrode surface. The stored 

energy density (W) is proportional to the net capacitance due to these mechanisms, over 

a voltage range (V), and is given per unit mass (m) as W = CV
2
/2m, while the power 

density (P=W/τ), is related to the charge/discharge times, τ (= RC), where R refers to 

the net resistance of the electrochemical system. 

 



Page 240 of 317

240 
 

240 

 

Figure 8 (a) The formation of a double layer constituted from an increased 

concentration of oppositely charged ions on a positive electrode is shown. The spatial 

extent of the Helmholtz layer is dependent on the character of ions (cations and anions, 

the degree if solvation), (b) The two capacitances CH and CD model the immobile 

charges right next to the electrode and the mobile charges further away in the 

electrolyte, (c) The distribution of the mobile charges in the metal electrode (on the 

left) and the electrolyte (on the right), (d) Much of the applied voltage on the electrode 

is dropped across the immobile Helmholtz layer. 

Figure 9 (a) A triangular voltage/potential (of magnitude E�) waveform applied over a 

time tλ  for cyclic voltammetry induces both anodic and cathodic currents (b) A typical 

voltammogram indicating cathodic reduction (and the corresponding current: ip,c  as well 

as the anodic oxidation, with the corresponding current: ip,a for a one electron transfer 

reaction. The ib and ilim are the baseline and limiting currents, respectively. 

 

Figure 10 (from Ref. [126]) A Current-Voltage profile of an ideal capacitor. Such a 

curve is obtained in the absence of Faradic reactions (no peak currents: iP as in Figure 

9(b). The steady state operation characteristics of a double-layer capacitance are 

indicated in the figure, i.e., the transient development of a current in response to a 

voltage increase from zero is not shown.   

  



Page 241 of 317

241 
 

241 

 

Figure 11 CV illustrating irreversible electron transfer and adsorption of the redox 

couple during the anodic sweep, adapted from Ref.[122] 

 

Figure 12 (from Refs. [70] and [102]), (a) Ψ E( )as a function of instantaneous 

potential, E. Dashed lines indicate reversibility and the Roman numerals represent 

different scan rates, where I, II, III, and IV correspond to Λ�= 10, 1, 0.1, and 0.01, 

respectively. (b) Ξ Λ,α( )as a function of log(Λ) for different values of α��Dashed 

lines indicate total irreversibility.  

 

Figure 13 (from Ref. [135]) Variation of the peak separation as a function of the scan 

rate (s). The m = (RT/F)ks/ns, where ks is the electrochemical rate constant and n is the 

number of transferred electrons in the redox reaction. 

 

Figure 14 (a) A square current waveform is used for cyclic constant current 

chronopotentiometry. The current is cycled between a positive (io) and a negative value 

(-io). (b) The resulting voltage response to current waveform for an ideally polarizable 

capacitor in series with a resistor. The equivalent series resistance (ESR) may be 

estimated by RESR= ∆V/2io. 
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Figure 15 The equivalent circuit of an electrochemical systems may be constituted from 

a double-layer capacitance: Cdl in addition to a solution resistance: Rs, a charge-transfer 

resistance: Rct, and a Warburg impedance: Zw to model diffusional constraints. The 

Faradaic impedance is depicted through the latter two components.                              

 

Figure 16 The Nyquist plots (of the imaginary:  Zimag,R  and the real: Zreal,R  components 

of the net impedance) of the Randles circuit  for the cases of (a) ω → ∞ , , , ,  and (b) 

ω → 0. Note that the frequency increases in a counter-clockwise sense or from right to 

left.  

 

Figure 17 (a) A Nyquist plot indicating the “knee frequency”, which denotes the 

transition from a kinetically dominated regime (characteristic of capacitors) to a 

diffusion process dominated regime (characteristic of batteries). (b) A plot where Zw is 

replaced by a Faradaic capacitance: CF but remains in series with Rct (see Figure 15) to 

demonstrate a transition to ideal capacitor behavior. 

 

Figure 18 (from Ref. [142]) The phenomenon of self-discharge is thermodynamically 

driven and is relevant to the conversion of a high energy charged state to a lower energy 

charge state. Such characteristics determine the shelf life of practical electrochemical 

capacitors and batteries. 
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Figure 19 (from Ref. [142]) A model for the self-discharge in an electrochemical 

capacitor, indicating Faradaic (RF) or leakage resistances across the left (1) and right 

(2) electrode double layer capacitance (Cdl). The series resistances due to the electrolyte 

(Re) and the separator (Rs) are also shown. Such a model allows for asymmetric 

discharge at one or both the electrodes.  

 

Figure 20 (from Ref. [148]) The distributed resistance and capacitance model for the 

analysis of a pore, e.g., in activated carbon or in ordered nanotube arrays. 

 

Figure 21 A possible impedance model consisting of additional resistance and capacitance 

contributions (cf. in addition to those indicated in Figure 15). In non-metallic materials, the space 

charge capacitance: Csc (see Section 2.3.2), a quantum capacitance:  CQ (see Section 4.11) in 

addition to a Faradaic/surface area dependent pseudocapacitance: Cp (see Section 5.1) as well as 

concomitant leakage/shunt resistances:  Rsh may be present. 

 

Figure 22 Circuit models for (a) an equivalent series resistance (ESR) model, and (b) a two-

dimensional random network of resistors and capacitors (2D RC) model, may be used to fit the 

Z(ω) variation. The ratio of the number of capacitors to the total number of components, 

corresponds to theΘ of Eqn. 34. 
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Figure 23 A schematic free energy (G) – reaction coordinate (q) diagrams for a single 

electron redox reaction of the form: O + e
-
 � R, (z=1 in Eqn. 2), where O and R 

represent the oxidized and reduced species, respectively. The curves for the O and R are 

displaced in q, from the assumption that the latter moiety is larger than the O species. 

The E.A. (electron affinity) of the O and the I.E. (ionization energy) relative to the R is 

indicated. The vertical offset of the O and R curves are indicative of their 

reorganization energies (λ). 

 

Figure 24 (from Ref. [81]) Schematic of the energy transfer from a metal electrode to 

an electrolyte. The vertical axis represents the energy levels of the metal (far left) and 

the electrolyte (middle) and the charge transfer is a function of the number of occupied 

and vacant levels (as represented through the density of states: D(E), for the metal and 

W(E), for the electrolyte). At equilibrium the Fermi energy of the metal electrode 

( EF ,metal

0 ) coincides with the energy of the redox couple ( EF , redox

0 ) resulting in an 

exchange current, which may be augmented (i.e., i- or i+ by an external negative or 

positive bias voltage/overpotential, respectively).  

 

Figure 25 (from Ref. [81]) Quantum mechanical tunneling processes are involved in 

electron transfer from (/to) the electrode to (/from) the electrolyte.  

 

Figure 26 (from Ref. [168]) (a) Schematic representation of the charge density ρ, with 

electrode charge Qm and electrolyte ion Qion. L is the total device length. (b) The 
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electric field ξ variation, depicting the field in in the double-layer: ξdl and in the 

electrolyte: ξel. ξ is symmetric, and L’ is the length excluding the double-layers. (c) The 

electric potential V, with double-layer potential 2Vdl and electrolyte potential Vel. The 

counter electrode is assigned a reference potential of zero.  

 

Figure 27 (from Ref. [168]) The comparison of voltage profiles at two different times, t 

and at t + ∆t, from which it can be seen that the increase in Vapp is always greater than 

that for Vel. In general, a faster scan rate allows for a larger value of γγγγ     and thus Vel due 

to weaker screening. 

 

Figure 28 (from Ref. [168]) Current density J as a function of the product of the 

K3Fe(CN)6 molar concentration and the square root of scan rate for Pt and carbon 

nanotube (CNT) nanostructure constituted electrode, are compared to the drift model of 

Eqn. (42). 

 

Figure 29 (from Ref. [18]) A typical energy band diagram of metal (on the right) - 

semiconductor (on the left) contact under thermal equilibrium, indicating the parameter 

of interest when evaluating contact characteristics. φm, the work function of the metal 

electrode, (χ) is the material relevant electron affinity, (∆φBn�) the upward band 

bending of the conduction band: VBO, and the energy barrier for motion of the electrons 

to/fro the material, (∆φn���is the electric field induced barrier lowering, ∆o is voltage 

drop across the contact-material charged double-layer and φo indicates the surface state 
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filling. (QSS) is the net surface state charge density and (QSC) is the charge in the 

depletion layer of the semiconductor and thus Qss and Qsc constitute the total charge 

present in the material. Qm (= - [QSS + QSC]), represents an equal and opposite charge; 

this is induced in the metal, considering a very small interfacial layer of thickness 

(δ��and efficient charge transfer or unity carrier transmission probability. 

 

Figure 30 (from Ref.[81]) The interface between an n-type semiconductor and an 

electrolyte could involve electron transfer through either the CB or the VB. In (a) 

the EF , redox

0 is closer to the CB resulting in a greater cathodic current, while in (b) 

the EF , redox

0 is closer to the VB resulting in a greater anodic current. 

 

Figure 31 (from Ref. [203]) The coupling of external illumination to electrochemical 

processes in a photo-electrochemical cell.  (a) Incident light of energy greater than the 

semiconductor bandgap, say, from the sun, can excite electron-hole pairs which induces 

redox reactions in the electrolyte. The gain of holes is compensated through the 

electrons from the counter electrode. (b) Alternately, photosynthetic cells[203] operate 

through two redox systems, through oxidation (/reduction) of the water at the left 

(/right) electrode to O2(/H2). 
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Figure 32 (from Ref. [223]) Jahn-Teller distortion as a result of a single vacancy results 

in a deviation from the periodic hexagonal arrangement in a structure with a graphene 

motif (e.g., carbon nanotubes) yielding non-hexagonal units. 

 

Figure 33 (a) A Stone-Wales (S-W) defect, yielding non-hexagonal rings, is unique to 

graphitic systems and occurs through a C-C bond rotation, (b) Bond rotation energy as a 

function of bond angle for graphene – from Ref. [222], indicating that the most 

favorable angle of rotation s 900, (c) A practical manifestation of a bent CNT which 

may exhibit defects both at the lattice and the macroscopic level. 

 

Figure 34 (from Ref. [247]) Au and Pt clusters on a CNT and the associated energies of 

the metals compared to the Fermi energy of the CNT. 

 

Figure 35 (Adapted from Ref. [223] ) Various edge plane configurations with edge 

atoms in red: (a) armchair, (b) reconstructed armchair, (c) zigzag, (d) reconstructed 

zigzag.  

 

Figure 36 Defect induced morphology in carbon nanotubes- from Refs. [254]–[256], 

e.g., (a) Hollow CNT (HCNT), (b) Y-Junction HCNT[257], (c) Coiled HCNT, (d) 

Bamboo type CNT, and (e) Herringbone type CNT. 
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Figure 37 (from Ref. [125]) Illustrations of delocalized ππππ-bonding in (a) pristine,  (b) 

boron (B-) doped, and (c) nitrogen (N-) doped graphitic structures. 

 

Figure 38 (from Ref. [125]) Schematic of the local density of states (LDOS) of (a) a 

boron doped SWCNT and a (b) nitrogen doped SWCNT. 

 

Figure 39 (from Ref. [268]) (A) An increase in the capacitance (normalized to the BET 

methodology determined surface area) below a pore size of ~ 1 nm was observed in 

TiC-CDC (carbide derived carbons), and ascribed to solvation shell breakdown effects.  

(B), (C) and (D) indicate the respective regimes (I), (II) and (III) in the graph. In (I), 

the capacitance is dictated mostly by conventional double layer capacitance. As the 

pore size decreases, say in (II), the overlap of the double layers results in a further 

decrease of the capacitance. On further pore size decrease to values corresponding to 

the electrolyte ion size, it was thought that the distortion of the solvation shells could 

render the parent ions closer to the electrode and further increase the capacitance, as 

indicated in Region (III). 

 

Figure 40 (taken from Ref. [271]) A schematic of the working of a dye-sensitized solar 

cell (DSSC).  A wide bandgap semiconductor (e.g., TiO2), placed on a transparent 

conductive oxide electrode, is covered with a photosensitive dye. Illumination causes 

the excitation of electron-hole pairs in the dye. Charge separation, constituting the 

electrical current in the external circuit is achieved through the transfer of electrons to 
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the TiO2 and the holes to the electrolyte, which undergoes a redox reaction. The 

potential difference (∆V) between the quasi-Fermi level in the TiO2 electrode and the 

electrochemical potential of the electrolyte corresponds to the cell voltage.   

 

Figure 41 (from Ref. [272]) The components of the capacitance of an ensemble of 

nanostructured particles consists, at a positive electrode bias, of (A) the conventional 

Helmholtz capacitance (CH): – see Section 2.3.1, between the electrode and the 

electrolyte. At increasingly negative potentials, electron transfer to the nanoparticles 

(e.g.,TiO2 in a DSSC) enhances their chemical potential and yields a voltage dependent 

chemical capacitance – (B). At even larger negative potentials, the capacitance of the 

TiO2 ensemble – electrolyte interface (a form of chemical capacitance: Cchem, as 

discussed in Section 4.10) dominates and is larger than (A) and (B) due to the increased 

interfacial area. 

Figure 42 (from Ref. [171]) (a) Representation of nanostructure (e.g., CNT) DOS and 

electrolyte DOS (as columns) along with their respective Fermi energies (EF) at equilibrium, 

with no applied voltage (∆V = 0) - top figure, and with a non-zero applied voltage (∆V ≠ 0) - 

bottom figure. The applied ∆V causes a differential change in the EF (of ∆EF) and is partitioned 

between the CNT electrode (as ∆VQ) and the bulk electrolyte (∆VE). While ∆VQ would be 

associated with the CQ, the ∆VE is related to the Cdl. 

(b) The quantum capacitance (CQ) as a function of EF in a multi-walled CNT with 15 walls. The 

initially flat CQ is caused by the metallic CNT walls. The staircase like structure arises from the 

contributions of successive sub-bands to the DOS. 



Page 250 of 317

250 
 

250 

 

 

Figure 43 (from Ref. [171]) A schematic of electrode configuration in an electrochemical 

capacitor, zoomed into a section of the CNT array. CQ and Cdl in series represented within a 

single CNT. As the surface area for the CNT electrode (in red) is much higher than that of the 

counter electrode (in green), the capacitance of the former is much more significant. 

 

Figure 44 (from Ref. [171]) Comparison of experimentally measured capacitance (black 

squares) with numerical estimates (red lines) of CQ, as a function of electrolyte concentration, I. 

A CQ of 20 µF/cm2 corresponds to the theoretically predicted CQ of 13 fF/µm. The agreement is 

strongest for low I with low CQ and for high I with high CQ. 

 

Figure 45 (from Ref. [293]) Pseudocapacitive (PC) phenomena in materials may be 

used for devices intermediate to the high energy density of batteries and the high power 

densities of conventional ECs (Section 2.3). In terms of the latter, time scales between 

10 s- 10 minutes have been suggested for PC based devices. 

 

Figure 46 (from Ref. [295]) A cyclic voltammogram of Ru electrodes in a H2SO4 

electrolyte, indicates reversibility over a range of voltages due to the gradual, surface 

area dependent, oxidation of the Ru. Such profiles are observed on repeated cycling and 

oxidation of the Ru surface to a relatively stable oxide. The surface conditioning then 

yields an area dependent reduction/oxidation of the formed oxide. While the envelope 

of the curve mimics the rectangular shape of a double layer capacitor – see Figure 10, 
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there is a distinct difference in the underlying mechanisms characteristic of 

pseudocapacitance. 

 

Figure 47 (from Ref. [142]) Successive charge and discharge cycles in (a) thick and (b) 

thin films of RuO2 (conducted in 0.5 M H2SO4 at 298 K) between 0.7 V and 0.02 V. 

There was an easier access to the re-distribution of the oxidation state in the latter and 

the charge/discharge could be modeled through diffusional processes. 

 

Figure 48 (from Ref. [298]) Cyclic voltammograms indicating a peaked 

pseudocapacitance. While a low scan rate (s)/net chemical equilibrium rate constant (k) 

ratio indicates reversibility, increasing values of the ratio indicate a transition to 

irreversibility and battery-like behavior – also see Figure 52. 

 

Figure 49 (from Ref. [123]) A plot of the surface coverage, θθθθ and the CPC with respect 

to the electrode potential, V in accordance with Eqns. (50) and (51). The coverage 

increases monotonically with the potential while the CPC exhibits a peaked shape 

characteristic of the θθθθ (1−θθθθ) variation. Mutual interactions between the adsorbates on 

the surface are considered through the “g” parameter – a larger g implies lower 

adsorbate-electrode interactions with the consequence that the coverage occurs over a 

larger range of electrode potentials. There is a gradual rearrangement of the surface 

layers towards a two-dimensional ordered configuration.    
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Figure 50 (from Ref. [298]) The capacitance (C) – voltage (V) profiles as a function of 

the g parameter, for (a) reversible, and (b) irreversible conditions[297].The scan 

rate/chemical rate constant ratio, s/k, is used as a measure of the reversibility, as in 

Figure 48(d). 

 

Figure 51 (from Ref. [262]) The pseudocapacitance, at a given potential, is composed 

of a series combination of a coverage dependent Langmuir capacitance as well as an 

adsorbate interaction dependent Temkin capacitance. A flatness of the capacitance-

voltage profile is basically obtained through a consideration of the latter term, through 

“r”: see Eqn. (56), which is the coefficient of reduction of the adsorbate energy/heats 

of adsorption[262]. The asymmetry in the profiles seems to be a specific function of the 

adsorbate interactions, e.g., �when dipole repulsions are important (n=1.5) or when 

repulsions in the ionic adsorbed layer are important (with n=0.5). The “n” in the graph 

corresponds to the definition of Eqn. (56). 

 

Figure 52 (from Ref. [126]) Cyclic voltammogram of a Pb/PbCl2 battery material 

indicating the expected irreversible characteristics between the anodic and the cathodic 

scans with a wide variety of scan rates (numbers listed on the individual scans). Such 

irreversibility arises due to the phase changes involved in battery behavior at specific 

reduction and oxidation voltages. Such a diagram is to be compared with Figure 48(d) - 

at large scan rate/chemical rate constant ratios, where phase changes are likely absent.  

 



Page 253 of 317

253 
 

253 

 

Figure 53 (from Ref. [173] ) (a) Intercalation of Li+ ions into the Nb2O5 structure (with 

Nb atoms inside the polyhedra and O- red atoms) and subsequent reaction of the form: 

Nb2O5 + x Li+ + x e- ↔LixNb2O5 (with x =2)was proposed as a new form of PC, (b) 

Plot of the charge capacity vs. 1/ s indicates a linear relationship at high scan rates (> 

20 mV/s) indicating a diffusion limited regime and a relatively constant value at lower 

scan rates indicting capacitive behavior, (c) The rate capability of a Nb2O5 electrode, 

based on intercalation PC, can exceed that of a traditional battery anode material (i.e., 

Li4Ti5O12) due to the linear dependence of the current on the scan rate in the former. 

  

Figure 54 Electrochemical kinetics in macroporous electrodes constituted from 

nanotube arrays. (a) Diffusion layer contours overlap as the voltage scan rate (s) 

decreases, i.e., s
3
 > s

2
 > s

1
, resulting in planar diffusion to the top of the electrode. (b) 

Inside the pores, a decreased concentration gradient results in thin layer behavior, at 

lower scan rates, and more of the electrolyte volume can be accessed. 

 

Figure 55 (a) Cyclic Voltammograms (CV) depicting increasing peak currents with s, 

(b) Peak currents due to the combined contributions from the thin layer current and the 

planar diffusion current (red), (c) effect of Ohmic distortion (red) due to the solution 

resistance on the currents observed in the CV.    
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Figure 56  (a) Galvanostatic discharge curves (at 200 mA/cm
2
) for various K

3
Fe(CN)

6
 

concentrations, inset: shows that the Faradaic capacity varies linearly with the 

concentration, (b) The capacity, normalized to the nominal thin layer capacity, as a 

function of discharge current density. It was seen that the capacity contribution from 

diffusion processes is negligible beyond 50 mA/cm
2
 and mostly is due to thin layer 

attributes at 200 mA/cm
2
. 

 

Figure 57 (from Ref. [340]) CV plot of a lignin-polypyrrole composite electrode in 0.1 

M H2SO4 indicates (A) a broad rectangular profile typical of double layer capacitance – 

see Figure 10, from the background Ppy matrix, and (B) sharp Faradaic peaks, 

particular to redox reactions relevant to the quinone group in the lignin – see Figure 11, 

(C) the linear dependence of the peak current, from (B) on the scan rate (horizontal 

axis)  - see Section 3.1, indicates a Faradaic/pseudocapacitive process.  

 

Figure 58 (from Ref. [340]) Reduction-Oxidation reactions typical to quinone groups 

(shown as a red sphere) in a lignosulfonate (LS)- Polypyrrole (PPy) matrix composite 

electrode. The water in an aqueous electrolyte systems serves as the proton 

donor/acceptor to the quinone moiety. 

 

Figure 59 (from Ref. [350]) Three dimensional architectures for electrochemical 

devices may serve to increase the effective area of charge storage in a compact volume. 
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Proposals for such architectures include, e.g., inter-digitated (a) cylindrical or (b) plate 

like anodes and cathodes, (c) a rod-like array of anodes covered by electrolyte and 

subsequently the cathode material, (d) aperiodic arrangement where a continuous 

electrode network is covered with an electrolyte and subsequently an electrode of 

opposite polarity – affording greater flexibility in wide scale manufacture.  

 

Figure 60 (from Ref. [354]) A monolithic solid-state cell architecture, where a network 

former provides a continuous matrix for the transfer of Li+ to/fro the electrodes via the 

electrolyte. Two distinct transition metals (e.g., Ce3+/Ce4+ and V3+/V4+, which form a 

part of the network, with widely separated redox potentials) may serve for the 

electrodes. 

 

Table I A comparison of the characteristics, performance, and cost of the state of the art 

electrochemical capacitors with a popular battery system  
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Table II Charge storage characteristics for a range of generic electroactive polymers.[333] 
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