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#### Abstract

We present an extension of the CHARMM hexopyranose monosaccharide additive all-atom force field to enable modeling of glycosidic-linked hexopyranose polysaccharides. The new force field parameters encompass $1 \rightarrow 1,1 \rightarrow 2,1 \rightarrow 3,1 \rightarrow 4$, and $1 \rightarrow 6$ hexopyranose glycosidic linkages, as well as $O$-methylation at the $\mathrm{C}_{1}$ anomeric carbon, and are developed to be consistent with the CHARMM all-atom biomolecular force fields for proteins, nucleic acids, and lipids. The parameters are developed in a hierarchical fashion using model compounds containing the key atoms in the full carbohydrates, in particular $O$-methyl-tetrahydropyran and glycosidic-linked dimers consisting of two molecules of tetrahyropyran or one of tetrahydropyran and one of cyclohexane. Target data for parameter optimization include full two-dimensional energy surfaces defined by the $\Phi / \Psi$ glycosidic dihedral angles in the disaccharide analogs as determined by quantum mechanical MP2/cc-pVTZ single point energies on MP2/6-31G(d) optimized structures (MP2/cc-pVTZ//MP2/6-31G(d)). In order to achieve balanced, transferable dihedral parameters for the $\Phi / \Psi$ glycosidic dihedral angles, surfaces for all possible chiralities at the ring carbon atoms involved in the glycosidic linkages are considered, resulting in over 5000 MP2/cc-pVTZ//MP2/6-31G(d) conformational energies. Also included as target data are vibrational frequencies, pair interaction energies and distances with water molecules, and intramolecular geometries including distortion of the glycosidic valence angle as a function of the glycosidic dihedral angles. The model-compound optimized force field parameters are validated on full disaccharides through comparison of molecular dynamics results to available experimental data. Good agreement is achieved with experiment for a variety of properties including crystal cell parameters and intramolecular geometries, aqueous densities, and aqueous NMR coupling constants associated with the glycosidic linkage. The newly-developed parameters allow for the modeling of linear, branched, and cyclic hexopyranose glycosides both alone and in heterogenous systems including proteins, nucleic acids and/or lipids when combined with existing CHARMM biomolecular force fields.
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## Introduction

Polysaccharide carbohydrates, composed of individual monosaccharide units that are connected together by glycosidic linkages, have numerous and varied roles in biology, where they serve as energy storage and transport molecules, structural scaffolds, and motifs for molecular recognition. An important subset of these glycosides has as its component monosaccharide hexopyranoses, such as glucose (Figure 1, compound 1), galactose, and mannose. Members of this subset include cellulose and starch, which are both composed exclusively of glucose, yet have dramatically different properties and functions arising from cellulose being composed exclusively of one epimer of glucose and starch exclusively of the other epimer. ${ }^{1}$ In addition to existing as isolated biological polymers, hexopyranose polysaccharides are commonly found covalently linked to other biomolecules. Attachment of hexopyranose polysaccharides to proteins yields glycoproteins and to lipids yields glycolipids, and these heterogeneous biomolecules play crucial roles in protein folding and molecular recognition.

Significant efforts spanning several decades have been made toward the development of molecular mechanics force field models for investigating the structure and energetics of polysaccharides. $2^{-16}$ The large variety of component monosaccharides, the inherent conformational complexity of monosaccharides, and the additional degrees of freedom that need to be considered in parametrizing glycosidic linkages all present challenges to the development of comprehensive carbohydrate force fields. As such, the range of force field applicability (i.e. types of carbohydrates) is often limited, and the study of heterogeneous systems (e.g. glycolipids, glycoproteins, protein:carbohydrate complexes) is complicated by inconsistent treatment of 1,4 nonbonded interactions and differing force-field development protocols. Presently, the availability of high-quality experimental data and the ability to probe a larger variety of conformational energies on larger model systems using more accurate quantum mechanical methods allow for the inclusion of more and better target and validation data in the carbohydrate force field development process, as reflected in recent efforts. ${ }^{17-20}$ It is anticipated that such advances will lead to both more complete and more accurate carbohydrate force field models.

To enable the atomic-level modeling of a wide variety of carbohydrates in an aqueous environment and interacting with other biopolymers such as proteins, nucleic acids, and lipids, our laboratory has undertaken the development of a comprehensive force field for carbohydrates ${ }^{19,20}$ in the context of the CHARMM additive biomolecular force fields. ${ }^{21-33}$ The long-term goal of these efforts is to enable atomically-detailed investigation of carbohydrates in molecular recognition, including detailed understanding of the molecular basis of and physical insights into the interaction of carbohydrates with other biomolecules such as proteins and lipids. The present work builds on previously published work on model compounds, including linear and cyclic ethers, ${ }^{34}$ ethylene glycol, ${ }^{35}$ and 2-ethoxy tetrahydropyran, ${ }^{36}$ as well as all-atom pairwise additive force field development efforts for hexopyranose monosaccharides ${ }^{19}$ and acyclic polyols, acyclic carbohydrates, and inositol. ${ }^{20}$ Among the findings of these prior efforts is that, using the relatively simple functional form of the CHARMM all-atom additive force field equation, it is possible to develop carbohydrate force field parameters that give good agreement with gas phase, crystalline, and aqueous conformational properties as well as aqueous phase densities of very dilute to very concentrated aqueous solutions. In the present study, the parameters developed for hexopyranoses have been extended to a comprehensive collection of glycosidic linkages, i.e. $1 \rightarrow 1,1 \rightarrow 2,1 \rightarrow 3,1 \rightarrow 4$, and $1 \rightarrow 6$ glycosidic links with all possible combinations of chiralities for the two ring carbon atoms in each glycosidic link, as well as to both $\alpha$ - and $\beta$-anomers of $1-O$-methyl hexopyranoses. Therefore, these parameters allow for the modeling of all possible unsubstituted linear, cyclic, and branched hexopyranose polysaccharides.

The present work represents a departure from previous parametrizations of hexopyranose glycosidic linkages in that extensive high-level quantum mechanical data on relatively large model compound systems are used in the parametrization procedure. Specifically, two molecules of tetrahydropyran or one molecule each of tetrahydropyran and cyclohexane connected by a glyclosidic linkage are employed as model compounds for hexopyranose disaccharides. Optimized two-dimensional scans at the MP2/6-31G(d) level with a resolution of $15^{\circ}$ for the full range of the $\Phi / \Psi$ dihedral angles of a glycosidic linkage are performed, and MP2/cc-pVTZ single point energies are computed for all of these optimized structures. In sum, over $5250 \mathrm{MP} 2 / \mathrm{cc}-\mathrm{pVTZ} / / \mathrm{MP} 2 / 6-31 \mathrm{G}(\mathrm{d})$ conformational energies are used in the parametrization process, and include consideration of all possible chiralities at the ring carbon atoms involved in the glycosidic linkages. Particular care is taken in the parametrization of the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{n}$ ' valence angle distortion, where $\mathrm{C}_{1}$ corresponds to the anomeric carbon in the first ring, $\mathrm{O}_{\text {link }}$ the oxygen in the glycosidic linkage, and $\mathrm{C}_{n}$ ' the glycosidic ring carbon atom in the second ring, such that the force field accurately reproduces the quantum mechanical distortion of this angle, ranging nearly $30^{\circ}$, over the full range of $\Phi / \Psi$ dihedral values. Extensive validation of the parameter set is done by comparing results from molecular dynamics simulations of disaccharide crystals and aqueous solutions to experimental disaccharide crystal geometries, NMR J-coupling values, and aqueous solution densities.

## Methods

All molecular mechanics calculations were performed with the CHARMM program, ${ }^{21,37,38}$ and using the same potential energy function as for the CHARMM protein, ${ }^{23-25}$ nucleic acid, $26-28$ and lipid all-atom additive force fields: ${ }^{29-33}$

$$
\begin{align*}
U(r)= & \sum_{\text {bonds }} K_{b}\left(b-b_{0}\right)^{2}+\sum_{\text {angles }} K_{\theta}\left(\theta-\theta_{0}\right)^{2}+\sum_{\text {Urey-Bradley }} K_{U B}\left(S-S_{0}\right)^{2}+ \\
& \sum_{\text {dihedrals }} K_{\chi}(1+\cos (n \chi-\delta))+\sum_{\text {impropers }} K_{i m p}\left(\varphi-\varphi_{0}\right)+ \\
& \sum_{\text {nonbonded }} \varepsilon_{i j}\left[\left(\frac{R_{\text {min }, i j}}{r_{i j}}\right)^{12}-2\left(\frac{R_{\text {min }, i j}}{r_{i j}}\right)^{6}\right]+\frac{q_{i} q_{j}}{r_{i j}} \tag{1}
\end{align*}
$$

In Eqn. $1, K_{b}, K_{\theta}, K_{U B}, K_{\chi}$ and $K_{\text {imp }}$ are bond, valence angle, Urey-Bradley, dihedral angle, and improper dihedral angle force constants, respectively. $b, \theta, S, \chi$ and $\varphi$ are the bond distance, valence angle, Urey-Bradley 1,3-distance, dihedral angle, and improper dihedral angle values, and the subscript 0 represents an equilibrium value. Additionally, for the dihedral term, $n$ is the multiplicity and $\delta$ is the phase angle as in a Fourier series. The nonbonded interaction energy between pairs of atoms $i$ and $j$ consists of the Lennard-Jones (LJ) 6-12 term and the Coulomb term. $\varepsilon_{i j}$ is the LJ well depth, $R_{\min , i j}$ is the interatomic distance at the LJ energy minimum, $q_{i}$ and $q_{j}$ are the partial atomic charges, and $r_{i j}$ is the distance between atoms $i$ and $j$. The Lorentz-Berthelot combining rules are applied to determine LJ parameters between different atom types. ${ }^{39}$

A modified version of the rigid three-site TIP3P model was used to represent water, ${ }^{40,41}$ and the SHAKE algorithm ${ }^{42}$ was applied to keep water molecules rigid and to constrain covalent bonds between hydrogen and heavy atoms to their equilibrium values. Gas-phase energies were calculated using infinite nonbonded cutoffs and gas-phase energy minimizations were done to a tolerance of $10^{-6} \mathrm{kcal}^{*} \mathrm{~mol}^{-1} * \AA^{-1}$. Aqueous and crystal simulations were performed using periodic boundary conditions, 39 with a force-switched smoothing function43 applied to LJ interactions in the range of 10 to $12 \AA$ and particle mesh Ewald 44 with a real-space cutoff of $12 \AA$ to compute the Coulomb interactions. A timestep of 1 fs was used for integration of the equations of motion with the "leapfrog" integrator, 45 and all molecular dynamics (MD)
employed Nosé-Hoover thermostating, ${ }^{46,47}$ Langevin piston barostating, 48 and a long-range correction to the pressure to account for LJ interactions beyond $12 \AA .39$ Condensed-phase simulations were done at experimental temperature and pressure, with aqueous simulations done using a cube as the periodic unit cell and crystal simulations employing the appropriate experimental unit cell geometries. For aqueous simulations with a cubic unit cell, the cell edge lengths were varied isotropically to maintain the target pressure during simulation, whereas unit cell edge lengths in crystal simulations were allowed to vary independently. Angular crystal cell parameters of $90^{\circ}$ were constrained to this value while those not $90^{\circ}$ were allowed to vary independently. Data for crystal simulations were collected for 4 ns following 1 ns of equilibration.

QM calculations were performed using the Gaussian 03 program. ${ }^{49}$ Geometry optimizations and vibrational calculations were performed using the MP2/6-31G(d) model chemistry,50,51 with tight tolerances applied when optimizing structures for vibrational calculations. A scale factor of 0.9434 was applied to the QM frequencies, as required to account for limitations in the level of theory and reproduce experimental frequencies. 52 Potential energy decomposition analysis was performed using the MOLVIB utility in CHARMM using internal coordinates as per Pulay et al. 53 Relaxed potential energy scans were obtained by optimizing the geometry at the MP2/6-31G(d) level followed by MP2/cc-pVTZ single point calculations (MP2/cc$\mathrm{pVTZ} / / \mathrm{MP} 2 / 6-31 \mathrm{G}(\mathrm{d})) .50,51,54$ All potential energy scans were performed in $15^{\circ}$ increments with only the scanned dihedral angles (e.g. $\Phi / \Psi$ or $\Phi / \Psi$ for the 2D surfaces) constrained.

QM calculations for interaction pairs consisting of a water molecule with a particular model compound followed the standard procedure for the CHARMM force field, thereby ensuring consistency of the nonbonded parameters with the remainder of the CHARMM additive biomolecular force fields. ${ }^{22}$ Per this procedure, the solute:water interaction distance was optimized at the HF/6-31G(d) level, with constraints on all other degrees of freedom. Following optimization, $\mathrm{HF} / 6-31 \mathrm{G}(\mathrm{d})$ interaction energy target data were calculated as $1.16 *\left(E_{\text {pair }}-\right.$ $E_{\text {solute }}-E_{\text {water }}$ ), with no basis-set superposition-error correction and the empirical scaling factor of 1.16 introduced to yield parameters appropriate for a condensed phase force field. 24,55 Target data for interaction distances were the QM-optimized distances minus $0.2 \AA$, again to yield parameters appropriate for a condensed phase force field. The water intramolecular geometry in both QM and MM calculations of pair interaction data was that of the TIP3P water model, ${ }^{40}$ and the model compound geometry was one that was previously gasphase optimized in the MP2/6-31G(d) or the CHARMM representation, respectively.

Relaxed QM potential energy surfaces at the MP2/cc-pVTZ//MP2/6-31G(d) level of theory were used as target data for fitting the dihedral force constants in an automated manner using the freely-available Monte Carlo simulated annealing (MCSA) dihedral parameter fitting program fit_dihedral.py ${ }^{56}$ (available for downloading at http://mackerell.umaryland.edu). For each dihedral being fit, three multiplicities $n$ of 1,2 , and 3 were included and the corresponding $K_{\chi}$ values (Eqn. 1) were optimized to minimize the root mean square error between the empirical and QM energies. In the MCSA approach, the adiabatic empirical energy surfaces are initially obtained with the force constants $K_{\chi}$ on the dihedral parameters being parametrized set to zero; restraining potentials on dihedral angles are used to maintain the values of the dihedral angles that are being scanned. The energy difference between the resulting empirical surface and the target QM surface is then determined and the dihedral parameters fit to reproduce that energy difference. $K_{\chi}$ values were constrained to be no more than $3 \mathrm{kcal} / \mathrm{mol}$, and phase angles $\delta$ were limited to 0 and $180^{\circ}$ to maintain symmetry of the dihedral potentials about $\chi=0^{\circ}$, allowing for applicability of the parameters to both enantiomers of a chiral species.

An extension to the MCSA fitting program fit_dihedral.py was introduced to allow for independent root mean squared alignment of multiple MM surfaces to their corresponding QM
surfaces during the simultaneous fitting of these surfaces. Previously, the target function to be optimized was the root-mean squared error $R M S E$ between the QM conformational energies $E_{i}^{\mathrm{QM}}$ and the MM conformational energies $E_{i}^{\mathrm{MM}}$ :

$$
\begin{equation*}
R M S E=\sqrt{\frac{\sum_{i} w_{i}\left(E_{i}^{\mathrm{QM}}-E_{i}^{\mathrm{MM}}+c\right)^{2}}{\sum_{i} w_{i}}}, \tag{2}
\end{equation*}
$$

where $w_{i}$ is a weight factor for conformation $i$ and the constant $c$, defined by

$$
\begin{equation*}
\frac{\partial R M S E}{\partial c}=0, \tag{3}
\end{equation*}
$$

optimally aligns the QM and MM data. ${ }^{56}$ When simultaneously fitting the same dihedral parameters in two or more different molecules (e.g. configurational isomers), it is sometimes desirable to allow for independent root-mean squared alignment of the QM and MM data on a per-molecule basis. Thus the target function for MCSA fitting was expanded to

$$
\begin{equation*}
R M S E_{\mathrm{sum}}=\sum_{g} w_{g} R M S E_{g} \tag{4}
\end{equation*}
$$

where $R M S E_{g}$ is the $R M S E$ for a grouping of data and is defined by Eqns. 2 and 3 for that grouping $g$. Each grouping of data is aligned independently, that is the $c$ values are computed separately for each grouping, and $w_{g}$ is a weight factor applied to a particular grouping. Thus, for example, data for configurational isomers can be placed in separate groupings so as to optimally fit the conformational energies of the individual configurational isomers with a single set of dihedral parameters without requiring fitting of the QM $\Delta E$ values between configurational isomers.

The aqueous solution density $\rho$ was calculated from the average volume $\langle V\rangle$, obtained from the simulations, using Eqns. 5 and 6:

$$
\begin{gather*}
\rho=\frac{N}{\langle V\rangle}  \tag{5}\\
N=\frac{\left(N_{\text {water }}+N_{\text {solute }}\right) *\langle\mathrm{MW}\rangle}{N_{\text {Avogadro }}} \cdot \tag{6}
\end{gather*}
$$

Here, $N_{\text {water }}, N_{\text {solute }}$, and $N_{\text {Avogadro }}$ are the number of water molecules, solute molecules, and Avogadro's number, respectively, and $\langle M W\rangle$ is the average molecular weight of the solution. For all aqueous density simulations, $N_{\text {water }}=1100$, while $N_{\text {solute }}$ was adjusted to give the appropriate density for each simulated system. These aqueous simulations were equilibrated for 0.5 ns followed by 5 ns of data collection, with the volume of the system calculated every 10 ps and averaged over the simulation time to give $\langle V\rangle$.

NMR heteronuclear three-bond proton-carbon coupling constants (in Hz ) for the glycosidic angle rotation ${ }^{3} J_{\mathrm{COCH}}$ were computed from the simulations using the modified Karplus equation developed by Tvaroska et al. ${ }^{57}$

$$
\begin{equation*}
{ }^{3} J_{\mathrm{COCH}}=5.7 \cos ^{2} \phi-0.6 \cos \phi+0.5, \tag{7}
\end{equation*}
$$

as well as that by Cloran et al. ${ }^{58}$

$$
\begin{equation*}
{ }^{3} J_{\mathrm{coch}}=7.49 \cos ^{2} \phi-0.96 \cos \phi+0.15, \tag{8}
\end{equation*}
$$

where $\phi$ is the C-O-C-H dihedral angle of interest. Similarly, for three-bond carbon-carbon coupling constants ${ }^{3} J_{\mathrm{COCC}}$, the modified Karplus equation developed by Bose et al., ${ }^{59}$

$$
\begin{equation*}
{ }^{3} J_{\text {COCC }}=3.70 \cos ^{2} \phi+0.18 \cos \phi+0.11 \text {, } \tag{9}
\end{equation*}
$$

was used, where $\phi$ is the C-O-C-C dihedral angle of interest. Bose et al. also developed a second simpler equation in which the $\cos \phi$ term was excluded, ${ }^{59}$

$$
\begin{equation*}
{ }^{3} J_{\operatorname{cocc}}=3.49 \cos ^{2} \phi+0.16, \tag{10}
\end{equation*}
$$

and this second equation was also used to analyze the MD data. To compute $J$ values from MD simulations the value of the dihedral angle of interest was tabulated for each snapshot of each disaccharide in the simulation. Each dihedral value was then used as $\phi$ in one of the above equations to get a $J$ value for that disaccharide in that snapshot. The resultant $J$ values for the dihedral angle of interest were then averaged over all disaccharides in the system and over all snapshots from the simulation to get an ensemble-averaged value for $J$ for comparison with previously published experimental data. Simulations consisted of four disaccharides in 1100 molecules of water, corresponding to a concentration of 200 mM , which is approximately $10-$ fold more concentrated than the comparison NMR experiments though still sufficiently dilute so as minimize direct solute-solute interactions. Of the four disaccharide molecules, the chirality at the reducing-end anomeric carbon was $\alpha$ for one molecule and $\beta$ for the remaining three, so as to reflect the anomeric ratio for glucopyranose in water ( $\alpha: \beta=1: 2^{60}$ ). In accord with the comparison NMR experiments performed using pure $\mathrm{D}_{2} \mathrm{O}$, simulations were done at 298 K and 1 atm , and with no ions added. Simulations were equilibrated for 0.5 ns , followed by 20 ns of data collection during which a snapshot was taken every 1 ps .

## Results and Discussion

## Parameter optimization

The focus of the present work was the development of a transferable set of parameters for the glycosidic linkages between hexopyranoses. Applying parameters developed for hexopyranose monosaccharides and associated model compounds ${ }^{19}$ left as parameters to-be-determined only those involving the glycosidic linkage oxygen atom. Starting values for bond, angle, dihedral, Lennard-Jones and electrostatic parameters involving this atom were transferred from published ether parameters ${ }^{34}$ and further optimized as described below using the model compounds in Figure 1, and, to a limited extent, data from disaccharide crystals. Parametrization was done in a self-consistent fashion such that whenever one parameter was changed, properties were recomputed and additional parameters re-optimized if necessary ${ }^{21-}$ ${ }^{23}$; all data presented throughout reflect the final set of self-consistently optimized parameters.

The optimized parameters were subsequently applied to full disaccharides for validation by comparison of MD results to available experimental data.

Conformational energies for all compounds were studied using the MP2/ccpVTZ// MP2/6-31G (d) model chemistry, which provides a reasonable compromise between accuracy and computational expediency. Previously, it was seen that energies for hexopyranose monosaccharides using this model chemistry were in excellent agreement compared to MP2/ cc-pVTZ optimized structures. ${ }^{19}$ Additional studies on ethylene glycol35 and 2-ethoxy tetrahydropyran36 using a variety of model chemistries support the use of the MP2/cc-pVTZ model chemistry for energy calculations on carbohydrates.

1-O-methylation- $O$-methylation at the $\mathrm{C}_{1}$ position in hexopyranoses leads to formation of an acetal, thereby preventing spontaneous isomerization between the $\alpha$ - and $\beta$-anomers, and is a common chemical modification in synthetic hexopyranose polysaccharides. Force field parameters were developed for this moiety because of its common occurrence and its similarity to glycosidic linkages between hexopyranoses. Compounds $\mathbf{2}$ and $\mathbf{3}$, which are $O$-methyl derivatives of tetrahydropyran, were used as model compound analogs for the $\alpha$ - and $\beta$-anomers of 1-O-methyl hexopyranoses. The location of $O$-methylation and the geometry of the tetrahydropyran ring were chosen to mimic a 1-O-methyl-d-hexopyranose molecule having the energetically-favored ${ }^{4} \mathrm{C}_{1}$ ring conformation.

Tetrahydropyran parameters were those previously developed in the context of hexopyranoses ${ }^{19}$ and bond, angle, dihedral, Lennard-Jones, and partial charge parameters involving the $O$-methyl group were transferred from existing ether parameters. ${ }^{34}$ Following this transfer of parameters, those that remained missing included the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ valence angle and the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}, \mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$, and $\mathrm{C}_{5}-\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ dihedral parameters. Also in question was the ability of the transferred nonbonded parameters on the $\mathrm{O}_{\text {ring }}$ and $\mathrm{O}_{\text {methyl }}$ atoms to capture the energetics of hydrogen bonding in the context of these molecules.

QM MP2/cc-pVTZ//MP2/6-31G(d) scans of the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$ dihedral in both the $\alpha$-anomer 2 and $\beta$-anomer 3 were done to characterize the potential energy surfaces and determine the location of the minimum energy conformations of the two anomers (Figure 2). The global minimum for both surfaces was at $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}=60^{\circ}$ for the $\alpha$-anomer. The minimum on the $\beta$-anomer surface was $1.55 \mathrm{kcal} / \mathrm{mol}$ higher in energy and located at $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}=-60^{\circ}$. Although the $O$-methyl moiety is located in the axial position in the $\alpha$-anomer, it is energetically more favorable than the equatorial substituted $\beta$-anomer. This well-known result is counter to the general trend that equatorial substitutions on saturated six-membered rings are more favorable than axial ones, a phenomenon referred to as the "anomeric effect." The energy difference between the two anomers in the molecular mechanics framework is determined by the $\mathrm{C}_{5}-\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ dihedral, and ring deformation potential energy scans of this dihedral were also done for inclusion as target data during dihedral parameter fitting.

An initial set of parameters were developed by transferring existing ether $\mathrm{C}-\mathrm{C}-\mathrm{O}$ valence angle parameters to the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ valence angle and fitting the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}, \mathrm{C}_{2^{-}}$ $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$, and $\mathrm{C}_{5}-\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ dihedral parameters to reproduce the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-$ $\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$ and $\mathrm{C}_{5}-\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }} \mathrm{QM}$ potential energy scans. Using these initial parameters, both anomers were then fully geometry-optimized in the QM MP2/6-31G(d) and MM representations starting from $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}=60^{\circ}$ for the $\alpha$-anomer and $-60^{\circ}$ for the $\beta$-anomer. Comparison of the MM geometries to the QM geometries showed errors in the $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ bond and the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ and $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ angles. Additionally, pair interaction energies with water for these two conformations using the transferred partial charge
of -0.34 e on $\mathrm{O}_{\text {methyl }}$ were consistently underestimated in the MM representation compared to the QM representation. Because of the errors in geometries and water pair interaction energies using transferred parameters from the linear ethers, further parameter optimization was undertaken.

A second iteration of parameter optimization was done to correct the QM water pair interaction energies while ensuring the molecular geometries and conformational energies were well reproduced. The $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ geometry was improved by decreasing the transferred equilibrium bond length by $0.020 \AA$, and the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ and $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ geometries were improved by decreasing the transferred equilibrium value parameters by $1.5^{\circ}$ to $110.0^{\circ}$ and by $2.5^{\circ}$ to $109.0^{\circ}$, respectively. Reproduction of the target vibrational frequencies was improved by increasing the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ force constant from 45 to $90 \mathrm{kcal}^{*} \mathrm{~mol}^{-1} * \mathrm{radian}^{-2}$. The partial charge on $\mathrm{O}_{\text {methyl }}$ was adjusted to -0.36 e , with +0.01 e added to the partial charges on $\mathrm{C}_{1}$ and $\mathrm{C}_{\text {methyl }}$ to maintain charge neutrality, and the dihedral parameters were re-fit. With optimized partial charges, water pair interaction energies and distances in the MM representation compared very favorably to the QM target data, both for $\mathrm{O}_{\text {methyl }}$ and for $\mathrm{O}_{\text {ring }}$, which retained its initial partial charge of -0.40 e transferred from tetrahydropyran (Table 1, Figure 3). In order to use the same bonded parameters for both anomers, it was necessary to have the force field slightly underestimate $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ and overestimate $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ for the $\alpha$-anomer while doing the reverse for the $\beta$-anomer (Table 2). The valence angle parameters also yielded good agreement between the QM and MM vibrational frequencies having contributions from these degrees of freedom (Table 3). Conformational energies as well as the energy difference between the two anomers were very well reproduced with the fit dihedral parameters (Figure 2). In the conformational energy scans, the force field gives a $\Delta E$ of $1.53 \mathrm{kcal} / \mathrm{mol}$ between the minimum-energy conformations of the two anomers, in comparison to the reference MP2/cc-pVTZ//MP2/6-31G(d) value of $1.55 \mathrm{kcal} / \mathrm{mol}$. In this case, the force field representation gives a significantly more accurate $\Delta E$ than the MP2/6-31G(d) value ( $2.25 \mathrm{kcal} / \mathrm{mol}$ ), highlighting the importance of the choice of QM model chemistry for generation of target data.
$\mathbf{1 \rightarrow 1}$ glycosidic linkages-Four different $1 \rightarrow 1$ glycosidic linkages can be formed between two hexopyranose monosaccharides depending on which anomers are linked together: $\alpha(1 \rightarrow 1)$ $\alpha, \alpha(1 \rightarrow 1) \beta, \beta(1 \rightarrow 1) \alpha$, and $\beta(1 \rightarrow 1) \beta$. This number is reduced to three if the identities of the two component monosaccharides are the same, as the resultant $\alpha(1 \rightarrow 1) \beta$ and $\beta(1 \rightarrow 1) \alpha$ linked disaccharides constitute identical molecules. Accordingly, 4, 5, and $\mathbf{6}$ were used as model compound analogs of $1 \rightarrow 1$ linked hexopyranose disaccharides. These model compounds are dimers of tetrahydropyran connected by a glycosidic linkage and are analogous to $\alpha(1 \rightarrow 1) \beta$, $\alpha(1 \rightarrow 1) \alpha$, and $\beta(1 \rightarrow 1) \beta$ hexopyranose disaccharides, respectively. Parameters to be determined for these linkages were those involving the glycosidic oxygen $\mathrm{O}_{\text {link }}$. These included $\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ bond parameters; $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}, \mathrm{O}_{\text {link }}-\mathrm{C}_{1}-\mathrm{O}_{\text {ring }}$, and $\mathrm{O}_{\text {link }}-\mathrm{C}_{1}-\mathrm{H}$ valence angle parameters; $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}-\mathrm{X}$ dihedral parameters ( $\mathrm{X}=\mathrm{C}_{2}, \mathrm{O}_{\text {link }}$, or H ), and nonbonded $\mathrm{O}_{\text {link }}$ parameters.

An attractive possibility for minimizing computer time and parametrization effort is to transfer analogous parameters from $\mathbf{2}$ and $\mathbf{3}$ to the full disaccharides, and this approach has been taken in other work. To test this approach, the $\mathrm{QM} \Phi / \Psi$ two dimensional relaxed potential energy surface for the $\alpha(1 \rightarrow 1) \beta$ analog $4\left(\Phi=\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}{ }^{\prime}, \Psi=\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {ring }}{ }^{\prime}\right)$ was compared to the MM surface calculated using transferred parameters (Figure $4 \mathrm{a}, \mathrm{b}$ ). The obvious shortcoming of this approach is the incorrect ordering of the two minima on the QM surface at $\Phi / \Psi=60^{\circ} /-90^{\circ}$ and $90^{\circ} / 60^{\circ}$; on the QM surface the global minimum is as $60^{\circ} /-90^{\circ}$ while on the MM surface it is at $90^{\circ} / 60^{\circ}$. Additional QM and MM $\Phi / \Psi$ scans done on 5 and 6 showed better agreement between the QM and MM surfaces, which is not surprising as they only have one low-lying minimum each (Figure 4d,e,g,h). However, in both instances the
minima had notably steeper walls in the MM representation. Starting at the global minimum at $75^{\circ} / 75^{\circ}$ for 5 (Figure 4 d, e), the energy rises significantly faster moving along the valley toward $180^{\circ} / 90^{\circ}$ in the MM as compared to the QM surface. Likewise for $\mathbf{6}$, starting at the global minimum at $-75^{\circ} /-75^{\circ}$ and moving up the valley toward $-180^{\circ} /-60^{\circ}$ the energy increases significantly more quickly in the MM as compared to the QM representation (Figure $4 \mathrm{~g}, \mathrm{~h})$. These problems reveal deficiencies in the transferred parameters when applied to disaccharide analogs.

Given the shortcoming of transferring parameters developed for $\mathbf{2}$ and $\mathbf{3}$ to the disaccharide analogs, parameters were fit directly to target $\mathrm{QM} \Phi / \Psi$ data. The $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ and $\mathrm{C}_{2}-$ $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ dihedral parameters that determine $\Phi / \Psi$ energetics were fit to 4 , with extra weighting given to points in the two minima and ignoring points greater than $12 \mathrm{kcal} / \mathrm{mol}$ above the global minimum (in Eqn. 2, $w_{i}=20$ for points in the minima, 0 for points with energy greater than $12 \mathrm{kcal} / \mathrm{mol}$, and 1 otherwise). The optimized parameters based on 4 were then directly transferred to 5 and 6 . Additionally, the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ valence angle parameters were optimized to reproduce distortion of this angle as a function of $\Phi / \Psi$ for 4-6. This required reduction of the force constant transferred from $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$ from $95 \mathrm{kcal} * \mathrm{~mol}^{-1} * \mathrm{radian}^{-2}$ to a value of $50 \mathrm{kcal} * \mathrm{~mol}^{-1} *$ radian $^{-2}$ and increasing the equilibrium value from $109.7^{\circ}$ to $111.5^{\circ}$.

Very good energies and $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ valence angle geometries as a function of $\Phi / \Psi$ were achieved by the self-consistent optimization of the dihedral and valence angle parameters. The $\Phi / \Psi$ energy surface for $\mathbf{4}$ using these optimized parameters gives the correct ordering of the two minima (Figure 4a,c). The MM model also satisfactorily reproduces the energy surfaces for 5 and $\mathbf{6}$, with the walls of the minima being less steep than with the transferred parameters, in better agreement with QM data (Figure $4 \mathrm{~d}, \mathrm{f}$ and $4 \mathrm{~g}, \mathrm{i}$ ). The MM model does an excellent job of reproducing the change in $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ valence angle geometry as a function of $\Phi / \Psi$ for all three model compounds (Figure 5). The $\mathrm{C}_{1}-\mathrm{O}_{\mathrm{link}}-\mathrm{C}_{1}$ geometry varies by more than $20^{\circ}$ across the $\Phi / \Psi$ surface for each model compound. Quite remarkably, the simple form of the potential energy function, with a harmonic term for valence angle distortion, is able to correctly reproduce such large magnitude valence angle distortions.

Water pair interactions energies and distances, intramolecular geometries of minimum energy conformations, and vibrational frequencies are also all well-reproduced using the optimized parameter set. The partial charge and Lennard-Jones parameters for $\mathrm{O}_{\text {link }}$, transferred from the $\mathrm{O}_{\text {methyl }}$ atom in $\mathbf{2}$ and 3, capture the hydrogen bond energies and distances for 4-6 (Table 4). Of note is the fact that for the $\alpha(1 \rightarrow 1) \alpha$ analog 5 , the hydrogen bond length is longer and the energy significantly less favorable than for the $\alpha(1 \rightarrow 1) \beta$ and $\beta(1 \rightarrow 1) \beta$ analogs $\mathbf{4}$ and $\mathbf{6}$. This reflects the fact that water access to the $\mathrm{O}_{\text {link }}$ atom in the minimum energy geometry of $\mathbf{5}$ is sterically blocked by the two rings, whereas having at least one $\beta$ anomer in the linkage opens up access to this atom. Minimum energy structures in the MM representation do a good job of reproducing bond, valence angle, and dihedral angle geometries relative to the QM MP2/6-31G (d) representation (Table 5); we note that the equilibrium length for the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ bonds in 4 6 was set to $1.415 \AA$, as is done for general linear ethers, compared to the value of $1.395 \AA$ for compounds 2 and 3. The $\Phi$ and $\Psi$ angles are particularly well represented by the MM model (Table 5), even though the same dihedral angle parameters are used for $\mathbf{4}, \mathbf{5}$, and $\mathbf{6}$. Finally, the good agreement between the MM and QM vibrational frequencies (Supplementary Material Figure S1) serves as additional confirmation of the appropriateness of the force field parameters.
$\mathbf{1 \rightarrow 2 , 1 \rightarrow 3}$, and $\mathbf{1 \rightarrow 4}$ glycosidic linkages-Using two molecules of tetrahydropyran linked by a bridging ether as model compounds for the $1 \rightarrow 2,1 \rightarrow 3$, and $1 \rightarrow 4$ glycosidic linkages leads to a prohibitively large number of possibilities for all combinations of linkage type and linkage stereochemistry. Because the $\mathrm{O}_{\text {ring }}$ atom in the second ring in these types of
linkages is at least two atoms removed from $\mathrm{O}_{\text {link }}$, a cyclohexane molecule was used to represent the second ring for the respective model compounds. For $1 \rightarrow 2$ linked pyranose disaccharides, the resultant model compounds, with all possibilities for stereochemistry at the $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ ' positions, are compounds $\mathbf{7 , 8}, 9$, and $\mathbf{1 0}$. Additionally, simply by renumbering the atoms on the cyclohexane ring, these four molecules correspond to all possible stereochemistries for $1 \rightarrow 3$ and $1 \rightarrow 4$ glycosidic linkage. Thus, energies and geometries of these four molecules were used to develop parameters for $1 \rightarrow 2,1 \rightarrow 3$, and $1 \rightarrow 4$ linked hexopyranose disaccharides. As with the $1 \rightarrow 1$ linkages, a single set of parameters was developed for all model compounds in the series.

Parameters except for the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}, \mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}^{\prime}, \mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}$, and $\mathrm{C}_{1}-$ $\mathrm{O}_{\text {link }}-\mathrm{C}_{2}$ ' $-\mathrm{C}_{3}$ ' dihedral parameters were transferred from the $1 \rightarrow 1$ linkages, and cyclohexane parameters were those previously developed in the context of hexopyranoses. ${ }^{19}$ Automated fitting of these four dihedrals, with the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}$ and $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{C}_{3}{ }^{\prime}$ parameters equivalenced (i.e. constrained to be the same), ${ }^{56}$ was undertaken by including in the fit all points having QM energies less than $12 \mathrm{kcal} / \mathrm{mol}$ relative to the respective global minima on the four two-dimensional MP2/cc-pVTZ// MP2/6-31G(d) scans. While the fits were generally good, two issues arose: systematic deviation of the $\mathrm{MM} \mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ and $\mathrm{O}_{\text {link }}-\mathrm{C}_{2}$ ' bond and $\mathrm{C}_{1^{-}}$ $\mathrm{O}_{\text {link }}-\mathrm{C}_{2}$ ' angle values from the QM data, and difficulty reproducing the global energy minima on the surfaces for $\mathbf{9}$ and $\mathbf{1 0}$ where the energy is nearly constant over a large range of $\Psi$ for a value of $\Phi=-60^{\circ}\left(\Phi=\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}, \Psi=\mathrm{C}_{1}-\mathrm{O}_{\mathrm{link}}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}\right)$.

To overcome these limitations, a special weighting scheme was applied to the dihedral fitting, and the relevant bond and angle parameters were optimized to target the QM data. With regard to dihedral fitting, the automated dihedral fitting algorithm was extended to allow separate RMS alignment of each of the four MM surfaces to its corresponding QM surface during the simultaneous fitting of all four surfaces, as described in the Methods. This allowed the fitting to overcome any discrepancies in the MM $\Delta E$ values between any pair of surfaces as compared to the QM $\Delta E$. Additionally, points with an energy value within $0.25 \mathrm{kcal} / \mathrm{mol}$ of the global minimum for each surface were given a weight $w_{i}$ of 1000 , compared to a weight of 1 for other points below the $12 \mathrm{kcal} / \mathrm{mol}$ cutoff. ${ }^{56}$ This emphasis on a few low-lying points was helpful in fitting the flat global minima for compounds 9 and $\mathbf{1 0}$ (Figure 6). There were sufficiently few points with this high weighting such that, combined with optimized bond and angle parameters, the full shapes of the energy surfaces were all well reproduced (Figure 7). Bond optimization entailed adjusting the equilibrium values of the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ and $\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}$ bonds to 1.395 and $1.435 \AA$, respectively. Additionally, the final optimized $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}$ ' parameters (force constant $50 \mathrm{kcal}^{*} \mathrm{~mol}^{-1 *}$ radian $^{-2}$ and equilibrium value of $109.2^{\circ}$ ) gave impressive reproduction of the angle distortion as a function of $\Phi / \Psi$ (Figure 8).

Intramolecular geometries and vibrational frequencies demonstrated the appropriateness of the final bonded parameters, and water pair interaction distances and energies confirmed the transferability of the $\mathrm{O}_{\text {link }}$ partial charge and Lennard-Jones nonbonded parameters from model compounds 4-6. Fully unconstrained MP2/6-31G(d) geometry optimizations done on the global minimum energy conformations from the two-dimensional $\Phi / \Psi$ scans showed little change in the value of the dihedral angles relative to the constrained values from the scans. Using the geometries from fully unconstrained QM optimizations, MM optimizations on compounds $\mathbf{7}$ and $\mathbf{8}$ gave structures in excellent agreement with the optimized QM structures (Table 6). However, for model compounds 9 and 10, the $\Psi$ dihedral needed to be restrained to the QM value during the MM geometry optimization to prevent changes in this angle by $+49.3^{\circ}$ and $+46.2^{\circ}$ respectively. It is important to note that this simply reflects the very flat minimum energy well that these conformations exist in (Figure 6 and Figure 7e-h) and not a significant deficit in the force field. From Figure 6, it is apparent that $\Psi$ values spanning $60^{\circ}$ for 9 and 10 in the global minimum energy wells correspond to conformations within $0.5 \mathrm{kcal} / \mathrm{mol}$ of
each other, with a majority of these being within $0.25 \mathrm{kcal} / \mathrm{mol}$ of each other. Because of the differences in the QM- versus unrestrained MM-optimized conformations for 9 and 10, vibrational frequencies for comparison were computed only for $\mathbf{7}$ and $\mathbf{8}$, and these had the same degree of accuracy as for model compounds 2-6 (Supplementary Material Figure S2).

Water pair interaction energies and distances for the QM and MM optimized conformations showed excellent agreement for $\mathbf{8}$ and 10, while hydrogen bonds were shorter and stronger in the MM representation relative to the QM for 7 and $\mathbf{9}$ (Table 7). Importantly, the hydrogen bonds for $\mathbf{8}$ and $\mathbf{1 0}$ are significantly shorter and more favorable in both representations than for 7 and 9 , which have relatively long and weak hydrogen bonding interactions with the water molecule regardless of its orientation. Thus, the MM model is properly reproducing the relative hydrogen bond strengths for the different anomers. The disagreement for the weaker hydrogen bonding interactions may be ascribed to the inability of the water molecule to approach the $\mathrm{O}_{\text {link }}$ atom for $\mathbf{7}$ and $\mathbf{9}$ due to steric hinderance, and the MM model predicts a shorter interaction distance because it properly includes favorable dispersion interactions via the Lennard-Jones force field term whereas the Hartree-Fock level of theory used in the QM water pair interaction calculations does not model dispersion.

As discussed at the beginning of this section, the use of two molecules of tetrahydropyran linked by a bridging ether as model compounds for all possible $1 \rightarrow 2,1 \rightarrow 3$, and $1 \rightarrow 4$ glycosidic linkages would have been prohibitive. To confirm the appropriateness of the dihedral parameters developed using $\mathbf{7 - 1 0}$, MM scans using these parameters were done on analogs of $\mathbf{7 - 1 0}\left(\mathbf{7}_{\mathrm{O}}, \mathbf{8}_{\mathrm{O}}, \mathbf{9}_{\mathrm{O}}, \mathbf{1 0}_{\mathrm{O}}\right)$ in which cyclohexane was replaced by a second molecule of tetrahydropyran, and compared to QM data. The scans were done at fixed values of $\Phi$, chosen based on the global minima on the $\Phi / \Psi$ surfaces for $\mathbf{7 - 1 0}$ (Figure 9). In all four cases, the MM scans capture the features of the QM scans, and for $\mathbf{8}_{\mathrm{O}}, \mathbf{9}_{\mathrm{O}}$, and $\mathbf{1 0}_{\mathrm{O}}$ (Figure $9 \mathrm{~b}-\mathrm{d}$ ), the global minimum is correctly captured. In the case of $7_{\mathrm{O}}$ (Figure 9a), the global minimum is at $\Psi=$ $-90^{\circ}$ in the QM representation as compared to $\Psi=-150^{\circ}$ in the MM. More than anything else, this is a reflection of the flat well surrounding the global minimum, also seen for compound 7 (Figure 7a). In the case of $7_{\mathrm{O}}$, energies in this well that ranges from $\Psi=-180^{\circ}$ to $\Psi=$ $-75^{\circ}$ are within $1.5 \mathrm{kcal} / \mathrm{mol}$ of each other. The MM representation correctly captures the span of this wide well and also the adjacent peak at $\Psi=+15^{\circ}$. Thus, the dihedral parameters developed on 7-10 appear also to be appropriate when the cyclohexane ring is replaced by a second tetrahydropyran ring.
$\mathbf{1} \rightarrow \mathbf{6}$ glycosidic linkages-Compared to $1 \rightarrow 1,1 \rightarrow 2,1 \rightarrow 3$, and $1 \rightarrow 4$ linkages, $1 \rightarrow 6$ glycosidic linkages have an additional dihedral degree of freedom, making full QM characterization of an analogous model compound too computationally expensive. The three dihedral degrees of freedom in a $1 \rightarrow 6$ linkage ( $\Phi=\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{6}$,,$\Psi=\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{6}$ '$\mathrm{C}_{5}{ }^{\prime}, \Omega=\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}{ }^{\prime}-\mathrm{O}_{\text {ring }}{ }^{\prime}$ ) were thus parametrized based on the results for $\mathbf{2}$ and $\mathbf{3}$ as models for the $\Phi$ dihedral angle, and $\mathbf{1 1}$ and $\mathbf{1 2}$ as models for the $\Psi$ and $\Omega$ dihedral angles. A single set of dihedral parameters gave excellent results for the $\Psi / \Omega$ surfaces for both $\mathbf{1 1}$ and $\mathbf{1 2}$ (Figure 10). These dihedral parameters along with optimization of the $\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}$ ' angle geometry also gave excellent minimum-energy geometries (Table 8) and good agreement with vibrational frequencies (Supplementary Material Figure S3), completing the parameter development for all the model compounds.

Further parameter optimization in full disaccharides-The parameters developed in the model compound analogs of disaccharides, along with existing parameters for hexopyranose monosaccharides, ${ }^{19}$ enabled the construction and simulation of disaccharides in the crystalline state (Table 9). Analysis of intramolecular geometries obtained from MD simulations of various disaccharide crystals showed several systematic differences in bond and valence angle geometries as determined by the model compound parameters, and these
parameters were further optimized to correct for these systematic deviations. For $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-$ $\mathrm{C}_{1}$ ' linked compounds, the model compound vs. full disaccharide parametrized equilibrium valence angle values were as follows: $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }} 109.0^{\circ}$ vs. $105.0^{\circ}$, and $\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }} 110.0^{\circ}$ vs. $112.0^{\circ}$, with the model compound values followed by the full disaccharide values. For $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{n}{ }^{\prime}(n=2,3,4)$, the equilibrium bond and angle values were: $\mathrm{O}_{\text {link }}-\mathrm{C}_{n}{ }^{\prime} 1.435 \AA$ vs. $1.415 \AA, \mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }} 109.0^{\circ}$ vs. $105.0^{\circ}$, and $\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }} 110.0^{\circ}$ vs. $112.0^{\circ}$. Of note is that the changes to the $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ and $\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ angle parameters were the same for both $\mathrm{C}_{1}$ $\mathrm{O}_{\text {link }}-\mathrm{C}_{1}{ }^{\prime}$ and $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{n}{ }^{\prime}(n=2,3,4)$ linked disaccharides relative to the model compounds. Perhaps it is not surprising that these two angle parameters required special attention; even in the case of model compounds $\mathbf{2}$ and $\mathbf{3}$, the changes in QM angle geometries going from the $\alpha$ - to the $\beta$-anomer resulted in MM errors having magnitudes of $1.5^{\circ}$ to $1.8^{\circ}$ but of differing signs depending on the anomer (Table 2), attesting to the challenge of developing general parameters involving the anomeric oxygen. The final set of parameters for all linkages between hexopyranoses is listed in Supplementary Material S4-S9.

## Validation

A number of molecular dynamics (MD) simulations were undertaken to validate the development of bonded and nonbonded parameters for glycosidic linkages, and included a variety of disaccharides both in the aqueous phase and the crystalline phase. Crystal simulations were used primarily to confirm the ability of the force field to reproduce intramolecular geometries, thereby testing bond, angle, and dihedral parameters, with additional analysis of crystal cell volumes and their relevance to the nonbonded parameters. Aqueous phase simulations served to test the conformational properties of the various glycosidic linkages as determined by the dihedral parameters, as well as the ability of the force field model to capture aqueous solution density as a function of concentration. The results of these extensive simulations compared favorably to the available experimental data, thereby serving to validate the force field parametrization.

## Crystalline disaccharide intramolecular geometries and unit cell parameters-

A comprehensive list of disaccharides representative of the parametrized linkages was simulated as infinite crystals using MD at constant temperature and pressure to test the ability of the force field to maintain intramolecular geometries and unit cell parameters. This list of 16 compounds, taken from the Cambridge Structural Database (CSD) of small molecules, ${ }^{61}$ included disaccharides containing not only glucose as a component hexopyranose monosaccharide but also allose, galactose, and mannose (Table 9). Additionally, a number of the disaccharides were $O$-methylated at the reducing end pyranose and/or contained water molecules in the crystal unit cell, both of which further tested the robustness of the force field. Finally, in all cases the simulated unit cell contained at least two independent disaccharide molecules, and a number of the simulations had four independent disaccharides. Overall, MD results of intramolecular geometries and unit cell parameters tabulated by averaging over snapshots from the trajectories, and over the independent disaccharide molecules in the case of intramolecular geometries, were quite consistent with the experimental values.

Errors in the disaccharide intramolecular geometries over the entire set of 16 crystals were impressively small for bonds, valence angles, and dihedral angles involving the glycosidic oxygen $\mathrm{O}_{\text {link }}$ (Table 10). Both bonds involving this atom had average errors no larger than 0.01 $\AA$, and the spread in errors, as judged by the standard deviation in the errors, was also quite small, reflecting the fact that these bond lengths were well reproduced across the entire set of crystals. The situation was similar for valence angles, with all average errors for valence angles being less than $1.5^{\circ}$ and having similarly small standard deviations in the errors. Of particular note is the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{n}$ ' valence angle with an average error of only $-0.3^{\circ}$. Parameters for this angle were from careful parametrization aimed at reproducing not only the geometries of
minimum-energy conformations of the disaccharide analog model compounds $\mathbf{4 - 1 0}$, but also the distortion of this angle with changing $\Phi / \Psi$, including high-energy regions in the MP2/ccpVTZ// MP2/6-31G(d) QM surfaces (Figure 4, Figure 5, Figure 7, and Figure 8). These parameters were directly used in the simulations of the full disaccharides and, along with $\mathrm{C}_{1^{-}}$ $\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}$ parameters transferred from linear ethers, yielded good reproduction of this glycosidic link angle across the full set of $1 \rightarrow 1,1 \rightarrow 2,1 \rightarrow 3,1 \rightarrow 4$, and $1 \rightarrow 6$ linked disaccharides (Figure 11). Finally, $\Phi, \Psi$, and $\Omega$ dihedral angle values were well reproduced in the disaccharide crystal simulations using the dihedral parameters developed on model compounds 2-12 (Table 10).

Disaccharide crystal unit cell geometries and volumes were also tabulated from the MD simulations of the systems in Table 9, and were in good accord with the experimental values (Table 11). The crystal unit cell length parameters $A, B$, and $C$ were well maintained for 15 of the 16 simulated systems. In those systems where the crystal unit cell angle parameter $\beta$ was not $90^{\circ}$, it was allowed to vary during the simulation, and in all of the 9 total systems for which this was the case, $\beta$ stayed close to the crystallographic value. The outlier with regard to the crystal unit cell parameter data was $\alpha, \alpha$-allo-trehalose trihydrate (YOXFUG). This case is the most challenging in the entire set in that it is a trihydrate, with 6 molecules of water and 2 of the disaccharide in the unit cell. Furthermore, it is the only crystal in the set to have P1 symmetry, thus all three angular unit cell parameters $\alpha, \beta$, and $\gamma$ were allowed to vary unconstrained during the simulation, whereas all other crystals had at most one unconstrained angular parameter $(\beta)$ (Table 11). It is important to note that unit cell volumes are systematically overestimated across the entire set of compounds, a trend that has been noted in prior parametrizations of cyclic ${ }^{19}$ and linear carbohydrates. ${ }^{20}$ As noted in these prior works, this likely is a reflection of the difficulty in applying nonbonded parameters developed from simulations of neat liquid alcohols ${ }^{19}$ to the highly-directional hydrogen bonding networks in crystals. Also as noted in these prior works, when used in aqueous simulations, the parameters give excellent reproduction of solution densities, as discussed next.

Solution densities-Aqueous solutions at various concentrations of different disaccharides were simulated under the experimental conditions of 298 K and 1 atm to calculate densities (Eqs. 5 and 6), which compared favorably with experimental values across all solutes. For all disaccharides and all densities, the calculated solution densities are in good agreement with the experimental solution densities, with all errors within $1.5 \%$ (Table 12). For the fifteen aqueous solutions that were simulated, the average total error in the densities is $0.85 \%$ and the average total absolute error is $1.10 \%$. Moreover, the force field model is able to reproduce experimental results both for dilute and concentrated solutions (maltose). Specifically, for simulations of dilute aqueous trehalose, cellobiose, gentiobiose, and melibiose, ranging in concentration from 0.1 to $0.3 \mathrm{~mol} / \mathrm{kg}$, errors range from $0.87 \%$ to $1.48 \%$. For simulations of concentrated maltose, with concentrations between 1.5 to $2.6 \mathrm{~mol} / \mathrm{kg}$, errors range from $-0.26 \%$ to $-1.07 \%$. For the most concentrated system, 2.6 molal maltose, nearly one third of the atoms in the system belong to solute molecules. As a result, there is significant direct contact between solute molecules, and it is not entirely surprising that the density is somewhat overestimated given that in the limiting case in which there are no water molecules, i.e. crystalline disaccharides, densities are systematically overestimated. More important though is that for all the aqueous systems, errors in density lie within a relatively small window, and the results are quite favorable given the 25 -fold difference in concentrations between the most dilute versus the most concentrated systems studied.

Disaccharide conformational properties in aqueous solution-Karplus-type equations have previously been developed for both vicinal ${ }^{13} \mathrm{C}-{ }^{1} \mathrm{H}$ and ${ }^{13} \mathrm{C}-{ }^{13} \mathrm{C}$ spin-couplings to relate the observed three-bond coupling constant values ${ }^{3} J$ to dihedral angle values in the glycosidic linkage (see Methods). $57^{-} 59$ Such equations provide a means of comparing the
conformational properties of the glycosidic linkage in MD simulations of disaccharides in water to NMR observables. Consequently, they can be used to help validate the dihedral parameters developed using gas-phase MP2/cc-pVTZ//MP2/6-31G(d) QM data from model compounds when applied to full disaccharides in aqueous solution.

The selection of disaccharides for MD $J$-coupling studies was based on the availability of experimental data as well as the desire to test all the different dihedral parameters. As described above, separate glycosidic dihedral parameters were developed for $1 \rightarrow 1$ linkages (model compounds 4-6; "Category 1 "), for $1 \rightarrow 2,1 \rightarrow 3$, and $1 \rightarrow 4$ linkages (model compounds 7-10; "Category 2"), and for $1 \rightarrow 6$ linkages (model compounds 2-3 and 11-12; "Category 3 "). Accordingly, disaccharides were chosen that fell into each of these three categories. $\alpha, \alpha-$ trehalose was used to test Category 1 linkage parameters, maltose and cellobiose for Category 2 linkage parameters, and melibiose and gentiobiose for Category 3 parameters. In addition to the availability of recent NMR $J$-coupling data for these molecules, ${ }^{62,63}$ the tested Category 2 and 3 disaccharides are representative of both $\alpha$ and $\beta$ linkages, which is important given that the same dihedral parameters are used for a given type of linkage regardless of the chiralities at the ring carbon atoms involved in the linkage. While Category 2 encompasses $1 \rightarrow 2$ and $1 \rightarrow 3$ linkages as well as $1 \rightarrow 4$ linkages, the $1 \rightarrow 4$ linked molecules maltose and cellobiose were chosen to represent this category because of their biological significance. Although the set of disaccharides does cover all of the dihedral parameters developed for glycosidic linkages based on the conformational properties of model compounds $\mathbf{2} \mathbf{- 1 2}$, it is worth noting that the configuration at the carbon on the reducing-end monosaccharide involved in the glycosidic linkage in all of these disaccharides is equatorial, reflecting a lack of available experimental data.

The referenced experimental glycosidic ${ }^{3} J_{\mathrm{COCH}}$ coupling constants for trehalose, maltose, cellobiose, melibiose, and gentiobiose span the range of 2.36 to 4.75 Hz (Table 13). Values for ${ }^{3} J_{\mathrm{COCH}}$ calculated from the MD simulations are representative of this range and correlate well with the experimental data. Interestingly, depending on whether Eqn. 7 or Eqn. 8 was used to convert the MD conformational data to ${ }^{3} J_{\mathrm{COCH}}$, the calculated values for a given dihedral in a given simulation differ by as much as $0.85 \mathrm{~Hz}\left(\right.$ cellobiose $\left.{ }^{3} J\left(\mathrm{C}_{1} \mathrm{O}_{\mathrm{link}} \mathrm{C}_{\mathrm{n}}{ }^{\prime} \mathrm{H}_{\mathrm{n}}{ }^{\prime}\right)\right)$.
Furthermore, the variability of the calculated values can lead to underestimation when using one equation and overestimation when using the other, as is the case for both ${ }^{3} J$ $\left(\mathrm{H}_{1} \mathrm{C}_{1} \mathrm{O}_{\text {link }} \mathrm{C}_{\mathrm{n}}{ }^{\prime}\right)$ and ${ }^{3} J\left(\mathrm{C}_{1} \mathrm{O}_{\text {link }} \mathrm{C}_{\mathrm{n}}{ }^{\prime} \mathrm{H}_{\mathrm{n}}{ }^{\prime}\right)$ for maltose. Readers interested in further detail are directed to Ref. ${ }^{61}$, Table 1, which summarizes both older and more recent experimental and computed ${ }^{3} J_{\mathrm{COCH}}$ values, and shows that for e.g. maltose, experimental data can vary by as much as 2.2 Hz and computed data by 2.4 Hz depending on the source. In the case of ${ }^{3}$ $J_{\text {COCC }}$ values, the experimental data are limited to cellobiose and gentiobiose (Table 14). The reference data range from $\leq 0.5$ up to 3.0 Hz , and both the low and the high ${ }^{3} J_{\mathrm{COCC}}$ are faithfully reproduced by the simulations. The overall closeness of the calculated data to the experimental data across all compounds, especially taking into account the inherent uncertainties introduced by using empirical equations to convert observed MD conformational data to NMR ${ }^{3} J$ values, suggests the force field parameters are properly reproducing the true aqueous solution conformational behavior of this variety of glycosidic linkages.

## Conclusions

The present work extends the developing CHARMM all-atom additive force field for carbohydrates ${ }^{19,20}$ to hexopyranose glycosides. The newly-developed and validated parameters allow for the modeling of all possible $1 \rightarrow 1,1 \rightarrow 2,1 \rightarrow 3,1 \rightarrow 4$, and $1 \rightarrow 6$ linkages between hexopyranoses, as well as $O$-methylation at the $\mathrm{C}_{1}$ position. The parameter development protocol and the force field functional form are consistent not only with recent CHARMM carbohydrate parametrizations, ${ }^{19,20}$ but also with the CHARMM all-atom additive
force fields for proteins, nucleic acids, and lipids; the parameter set is therefore an extension of the CHARMM all-atom additive biomolecular force field. Given the comprehensive coverage of glycosidic linkages and the compatability with other CHARMM biomolecular force fields, the presented force field is expected be of utility for the simulation of linear, cyclic, and branched hexopyranose glycosides in solution, including in heterogeneous systems that include proteins, lipids, and/or nucleic acids.

The present work has focused on the development of a highly-optimized force field for the glycosidic linkages between hexopyranoses, with validation focusing on disaccharide crystalline intramolecular geometries and unit cell parameters, solution densities, and conformational properties in aqueous solution. Preliminary data on dynamic properties such as diffusion coefficients and NMR relaxation rates show promise with regard to experimental results, and a thorough analysis of simulated dynamic properties and existing experimental data is under preparation.
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Figure 1.
$\alpha-\mathrm{d}$-glucopyranose (1) and model compounds (2-12). Model compound atoms are numbered to correspond with the standard hexopyranose atom numbering as shown on $\alpha$-dglucopyranose.


Figure 2.
Dihedral potential energy scans in the QM (points) and MM (lines) representation for model compounds 2 and 3. Scans for the $\alpha$ - (crosses and solid lines) and $\beta$ - (x's and dashed lines) anomers ( $\mathbf{2}$ and $\mathbf{3}$ respectively) have all been offset to the same global minimum.


Figure 3.
Water pair interaction geometries with model compound 2. For convenience, three molecules of water have been illustrated simultaneously interacting with the model compound, though in actuality all data (Table 1) are for a single water molecule interacting with a single model compound molecule. Interactions labeled "a" have the water H-O bond vector in the C-O-C angle plane and along the C-O-C bisector while interactions labeled " b " have the $\mathrm{H}-\mathrm{O}$ bond vector in an ideal tetrahedral geometry $\left(109.5^{\circ}\right)$ with respect to the C-O-C angle. The water molecule in type i interactions lies perpendicular to the C-O-C plane. Type ii interactions differ from type $i$ interactions by rotation of the non-interacting water hydrogen atom by $90^{\circ}$ around the H-O bond vector. Molecular graphics prepared with VMD. ${ }^{66}$


Figure 4.
$\Phi / \Psi$ potential energy surfaces for model compounds 4 (top row), 5 (middle row), and $\mathbf{6}$ (bottom row) in the QM (first column), MM using transferred parameters (middle column), and MM using fit parameters (last column) representations. Energies are in $\mathrm{kcal} / \mathrm{mol}$ with contours every $1 \mathrm{kcal} / \mathrm{mol}$.


Figure 5.
$\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$ ' valence angle as a function of $\Phi / \Psi$ in relaxed potential energy scans for model compounds $\mathbf{4}$ (top row), 5 (middle row), and $\mathbf{6}$ (bottom row) in the QM (first column) and MM using fit parameters (last column) representations. Angles are in degrees with contours every 2 degrees.


Figure 6.
$\Phi=-60^{\circ}$ slices from the two-dimensional $\Phi / \Psi$ potential energy surfaces for model compounds 9 (a) and 10 (b) in the QM (crosses) and MM using fit parameters (solid lines) representations. Dashed horizontal lines are at 0.25 and $0.50 \mathrm{kcal} / \mathrm{mol}$.


Figure 7.
$\Phi / \Psi$ potential energy surfaces for model compounds $\mathbf{7}$ (top row), $\mathbf{8}$ (second row), $\mathbf{9}$ (third row), and 10 (bottom row) in the QM (first column) and MM using fit parameters (last column) representations. Energies are in $\mathrm{kcal} / \mathrm{mol}$ with contours every $1 \mathrm{kcal} / \mathrm{mol}$.


Figure 8.
$\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}$ ' valence angle as a function of $\Phi / \Psi$ in relaxed potential energy scans for model compounds $\mathbf{7}$ (top row), $\mathbf{8}$ (second row), $\mathbf{9}$ (third row), and $\mathbf{1 0}$ (bottom row) in the QM (first column) and MM using fit parameters (last column) representations. Angles are in degrees with contours every 2 degrees.


Figure 9.
Energy as a function of $\Psi$ for analogs of compounds $\mathbf{7 - 1 0}\left(\mathbf{7}_{\mathrm{O}}, \mathbf{8}_{\mathrm{O}}, \mathbf{9}_{\mathrm{O}}, \mathbf{1 0}_{\mathrm{O}}\right)$, in which the cyclohexane ring has been replaced with a second tetrahydropyran ring. $\Phi=+60^{\circ}$ for compounds $\mathbf{7}_{\mathrm{O}}$ (a) and $\mathbf{8}_{\mathrm{O}}$ (b), and $\Phi=-60^{\circ}$ for compounds $\mathbf{9}_{\mathrm{O}}$ (c) and $\mathbf{1 0} \mathbf{0}_{\mathrm{O}}$ (d). QM energies are represented as crosses and MM energies (using dihedral parameters developed on compounds 7-10) as solid lines.


Figure 10.
$\Psi / \Omega$ potential energy surfaces for model compounds $\mathbf{1 1}$ (top row) and $\mathbf{1 2}$ (bottom row) in the QM (first column) and MM using fit parameters (last column) representations. Energies are in $\mathrm{kcal} / \mathrm{mol}$ with contours every $1 \mathrm{kcal} / \mathrm{mol}$.


Figure 11.
$\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{n}$ ' valence angle errors in MD simulations of disaccharide crystals. Errors are calculated as the MD value (averaged over the simulation and over all independent disaccharides in the unit cell) minus the crystallographic value.
Table 1
Solute-water pair interaction energies and distances for model compounds $\mathbf{2}$ and $\mathbf{3}$.

|  | $\frac{\Sigma}{i}$ | $\stackrel{8}{\circ}$ | $\underset{\sim}{\mathrm{O}}$ | $\stackrel{\varrho}{\circ}_{\circ}^{\circ}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{o}{0}$ | $\frac{I}{9}$ | $\stackrel{8}{9}$ | $\bar{i}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\cong}{\circ}$ | $\stackrel{\varrho}{\circ}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{+}{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{\Sigma}$ | $\stackrel{\square}{\square}$ | $\stackrel{\infty}{\square}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{N}{1}$ | $\stackrel{\text { N }}{\sim}$ |  | $\stackrel{n}{\approx}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\infty}{\square}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\infty}{\infty}$ |  |  |
|  | $\begin{aligned} & \text { त్స్ } \\ & \text { ה } \\ & \text { Hen } \end{aligned}$ | $\stackrel{8}{9}$ | $\bar{\square}$ | $\stackrel{8}{-}$ | $\stackrel{8}{-}$ | $\stackrel{\Phi}{\perp}$ | $\underset{-}{ \pm}$ | $\underset{\sim}{\infty}$ | $\stackrel{\circ}{-}$ | $\stackrel{8}{9}$ | $\underset{\sim}{\infty}$ | $\underset{\sim}{\infty}$ | $\stackrel{\square}{\square}$ |  |  |
|  | $\sum_{i}^{\sum}$ | $\bar{m}$ | $\bar{i}$ | $\stackrel{\infty}{\infty}$ | بi | $\stackrel{\infty}{\infty}$ | Ọ̆ | $\stackrel{O}{0}_{0}^{2}$ | $\frac{0}{9}$ | $\underset{\infty}{\infty}$ | $\begin{array}{\|c} \overline{\mathrm{N}} \\ \hline \end{array}$ | $\stackrel{\infty}{\infty}$ | $\stackrel{\infty}{\circ}$ | $\stackrel{\ddots}{\circ}$ | ¢ |
|  | $\frac{\sum}{k}$ | $\stackrel{\circ}{1}$ | $\underset{\substack{n \\ \underset{i}{n} \\ \hline}}{\substack{n}}$ | $\underset{\substack{\mathrm{N}}}{ }$ | $\stackrel{n}{i}$ | $\stackrel{8}{i}$ | $\stackrel{2}{i}$ | $\underset{i}{9}$ | $\begin{gathered} \stackrel{0}{n} \\ \underset{i}{2} \end{gathered}$ | $\stackrel{\infty}{\underset{i}{\infty}}$ | $\begin{gathered} \infty \\ + \\ \uparrow \end{gathered}$ | $\begin{aligned} & 0 \\ & \hline 1 \end{aligned}$ | $\stackrel{\odot}{+}$ |  |  |
|  |  | $\stackrel{\widehat{\infty}}{\substack{+}}$ | $\begin{aligned} & \text { to } \\ & \underset{~}{2} \end{aligned}$ | $\stackrel{\text { Hi}}{\underset{1}{4}}$ | $\stackrel{n}{i}$ | $\begin{gathered} \infty \\ \stackrel{\infty}{\dot{~}} \end{gathered}$ | $\begin{aligned} & \underset{\sim}{n} \\ & i \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{2} \\ & \stackrel{\rightharpoonup}{2} \end{aligned}$ | $\begin{aligned} & \dot{q} \\ & \stackrel{y}{4} \end{aligned}$ |  | $\begin{aligned} & \underset{\sim}{\mathrm{O}} \\ & \underset{\text { O}}{ } \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{n} \\ & i \end{aligned}$ | $\stackrel{\infty}{\underset{f}{+}}$ |  |  |
| $\begin{aligned} \text { E. } \\ 0 \end{aligned}$ |  | - ${ }^{\text {a }}$ | : | ] | : | \% | : | - | : | ' | : | 'ส | : |  | 或砢 |
|  |  | $0^{\substack{\text { a }}}$ |  |  |  | $0^{\circ 0_{0}^{2}}$ |  | - |  |  |  | $0^{\text {a }}$ |  |  |  |
|  |  | E |  |  |  |  |  | $\begin{aligned} & i \\ & \stackrel{i}{m} \\ & \hline \end{aligned}$ |  |  |  |  |  |  |  |

$$
{ }^{a} \text { Molecular geometries are as illustrated in Figure } 3 .
$$



Table 2
Fully-optimized QM and MM geometries for model compounds $\mathbf{2}$ and $\mathbf{3}$.

|  |  | QM | MM | MM-QM |
| :---: | :---: | :---: | :---: | :---: |
| $2(\alpha-)$ | $\mathrm{O}_{\text {ring }}-\mathrm{C} 1-\mathrm{O}_{\text {methyl }}{ }^{a}$ | 112.0 | 110.3 | -1.6 |
|  | $\mathrm{C}_{2}$ - $\mathrm{C} 1-\mathrm{O}_{\text {methyl }}$ | 107.1 | 108.8 | 1.8 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$ | 112.3 | 112.0 | -0.3 |
|  | $\begin{aligned} & \mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}- \\ & \mathrm{C}_{\text {methyl }} \end{aligned}$ | 61.1 | 67.1 | 6.0 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ | 1.411 | 1.404 | -0.008 |
|  | $\mathrm{O}_{\text {methyl }} \mathrm{C}_{\text {methyl }}$ | 1.427 | 1.424 | -0.003 |
| 3 ( $\beta^{-}$) | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ | 108.3 | 109.9 | 1.5 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ | 108.6 | 106.8 | -1.8 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}-\mathrm{C}_{\text {methyl }}$ | 112.7 | 111.9 | -0.7 |
|  | $\begin{aligned} & \mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}- \\ & \mathrm{C}_{\text {methyl }} \end{aligned}$ | -62.6 | -65.3 | -2.8 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ | 1.392 | 1.401 | 0.009 |
|  | $\mathrm{O}_{\text {methyl }} \mathrm{C}_{\text {methyl }}$ | 1.427 | 1.423 | $-0.005$ |

${ }^{a}$ Valence and dihedral angles are in degrees, bond lengths are in $\AA$.
Vibrational frequencies for model compound $\mathbf{2}$ having contributions from the $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ and $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {methyl }}$ valence angles.

${ }^{a} \mathrm{XCZ}$ and YCZ are methine-associated internal coordinates per the definition of Pulay et al. ${ }^{53}$ such that $\mathrm{X}=\mathrm{C}_{2}, \mathrm{Y}=\mathrm{O}_{\text {ring }}, \mathrm{C}=\mathrm{C}_{1}$, and $\mathrm{Z}=\mathrm{O}_{\text {methyl }}$.


## Table 4

|  | $\sum_{i=1}^{i} E$ | $\stackrel{\varrho}{\circ}$ | $\bar{i}$ | $\stackrel{\text { O}}{\substack{\circ}}$ | $\stackrel{\circ}{9}$ | $\stackrel{\circ}{\circ}$ | $\stackrel{\text { ¢ }}{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum_{\sum}^{\Sigma}$ | $\stackrel{\infty}{\sim}$ | $\stackrel{\sim}{\infty}$ | $\underset{\sim}{\underset{\sim}{c}}$ | $\stackrel{\text { E }}{\text { E }}$ |  |  |
|  |  | $\bar{\square}$ | $\stackrel{\circ}{2}$ | $\stackrel{\rightharpoonup}{i}$ | $\stackrel{\infty}{\infty}$ |  |  |
|  | $\sum_{i=1}^{i}$ | $\begin{aligned} & 9 \\ & 0 \\ & 0 \end{aligned}$ | $\stackrel{\leftrightarrow}{\bullet}$ | $\hat{i}$ | $\because$ | $\xrightarrow[\substack{\text { H}}]{ }$ | $\stackrel{\infty}{\circ}$ |
|  | $\sum_{\sum}^{5}$ | $\begin{gathered} \text { I } \\ \underset{\sim}{2} \end{gathered}$ | $\stackrel{i n}{i}$ | $\underset{\text { Ni}}{\text { N }}$ | + + |  |  |
|  | $\begin{aligned} & \text { 䨗 } \\ & \underset{\sim}{*} \end{aligned}$ | $\stackrel{\mathcal{O}}{\substack{++}}$ | $\underset{广}{\underset{~}{+}}$ | $\underset{\sim}{\underset{\sim}{\sim}}$ | $\stackrel{i n}{i}$ |  |  |
|  |  | $\stackrel{\square}{9}$ | 2 | 2 | 2 |  |  |
| 弟 |  | $\rightarrow$ |  | in | $\bigcirc$ |  |  |

[^1]Table 5
Optimized geometries for model compounds 4-6 in the MP2/6-31G(d) (QM) and MM representations.

| model compound | valence angle / dihedral angle / bond length ${ }^{a}$ | QM | MM | MM-QM |
| :---: | :---: | :---: | :---: | :---: |
| 4 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 112.7 | 110.9 | -1.8 |
|  | $\mathrm{O}_{\text {ring }}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 107.6 | 109.7 | 2.1 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 106.2 | 108.7 | 2.6 |
|  | $\mathrm{C}_{2}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 108.8 | 106.8 | -2.0 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}{ }^{\prime}$ | 114.4 | 115.0 | 0.6 |
|  | $\Phi$ | 58.1 | 60.3 | 2.2 |
|  | $\Psi$ | -97.1 | -95.9 | 1.2 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.428 | 1.419 | -0.009 |
|  | $\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 1.403 | 1.418 | 0.014 |
| 5 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 111.2 | 109.7 | -1.5 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 106.7 | 108.7 | 1.9 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}{ }^{\prime}$ | 112.7 | 113.2 | 0.6 |
|  | $\Phi(=\Psi)$ | 68.6 | 73.1 | 4.4 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.425 | 1.417 | -0.008 |
| 6 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 107.5 | 109.4 | 1.9 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 108.1 | 106.9 | -1.3 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}{ }^{\prime}$ | 113.6 | 113.0 | -0.6 |
|  | $\Phi(=\Psi)$ | -68.8 | -67.9 | 0.9 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.405 | 1.414 | 0.009 |

${ }^{a}$ Valence angles and dihedral angles are in degrees, bond lengths are in $\AA$.

Table 6
Optimized geometries for model compounds 7-10 in the MP2/6-31G(d) (QM) and MM representations.

| model compound | valence angle / dihedral angle / bond length ${ }^{a}$ | QM | MM | MM-QM |
| :---: | :---: | :---: | :---: | :---: |
| 7 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 111.8 | 110.2 | -1.7 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 106.7 | 108.4 | 1.7 |
|  | $\mathrm{C}_{1}{ }^{\prime}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 106.3 | 107.2 | 0.9 |
|  | $\mathrm{C}_{3}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 109.7 | 109.4 | -0.3 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}$ | 113.7 | 114.0 | 0.3 |
|  | Ф | 66.3 | 68.0 | 1.7 |
|  | $\Psi$ | -151.9 | -149.2 | 2.7 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.414 | 1.400 | -0.014 |
|  | $\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 1.446 | 1.441 | -0.004 |
| 8 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 111.9 | 110.2 | -1.7 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 106.8 | 108.5 | 1.8 |
|  | $\mathrm{C}_{1}{ }^{\prime}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 110.5 | 109.3 | -1.2 |
|  | $\mathrm{C}_{3}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 107.1 | 107.3 | 0.2 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}$ | 113.6 | 113.7 | 0.0 |
|  | $\Phi$ | 66.3 | 67.6 | 1.3 |
|  | $\Psi$ | 88.2 | 91.5 | 3.3 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.414 | 1.401 | -0.013 |
|  | $\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 1.441 | 1.440 | -0.001 |
| 9 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 108.6 | 110.3 | 1.7 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\mathrm{link}}$ | 108.5 | 106.6 | -1.9 |
|  | $\mathrm{C}_{1}{ }^{\prime}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 106.5 | 107.6 | 1.1 |
|  | $\mathrm{C}_{3}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 109.4 | 108.8 | -0.7 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\prime}$ | 114.4 | 114.1 | -0.3 |
|  | $\Phi$ | $-64.6$ | $-61.0$ | 3.7 |
|  | $\Psi$ | -136.8 | $b$ |  |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.391 | 1.398 | 0.007 |
|  | $\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 1.447 | 1.442 | -0.006 |
| 10 | $\mathrm{O}_{\text {ring }}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 108.6 | 110.1 | 1.5 |
|  | $\mathrm{C}_{2}-\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 108.5 | 106.7 | -1.9 |
|  | $\mathrm{C}_{1}{ }^{\prime}-\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 110.0 | 108.8 | -1.1 |
|  | $\mathrm{C}_{3}{ }^{\prime}-\mathrm{C}_{1}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 107.5 | 107.8 | 0.2 |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{2}{ }^{\text {a }}$ | 114.2 | 113.7 | -0.5 |
|  | $\Phi$ | -63.9 | -62.7 | 1.2 |
|  | $\Psi$ | 104.2 | $b$ |  |


| model <br> compound | valence angle / <br> dihedral angle / <br> bond length $\boldsymbol{a}$ | QM | MM | MM-QM |
| :--- | :--- | ---: | ---: | ---: |
|  | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}$ | 1.391 | 1.398 | 0.008 |
|  | $\mathrm{C}_{2}{ }^{\prime}-\mathrm{O}_{\text {link }}$ | 1.443 | 1.440 | -0.003 |

[^2]Table 7

|  | $\sum_{i}^{\prime} \sum_{0}$ | $\begin{aligned} & \text { Nờ } \\ & \end{aligned}$ | $\stackrel{n}{9}$ | $\stackrel{\infty}{\underset{i}{\infty}}$ | $\stackrel{n}{9}$ | $\stackrel{9}{i}$ | $\underset{o}{n}$ | $\stackrel{\circ}{\circ}$ | ${ }_{0}^{0}$ | $\pm$ | $\stackrel{\varrho}{\circ}$ | $\stackrel{\rightharpoonup}{0}$ | $\bigcirc$ | $\underset{i}{F}$ | ƠO | $\frac{ \pm}{6}$ | $\begin{aligned} & \hline 8 \\ & \hline-1 \end{aligned}$ | $\begin{aligned} & { }_{0}^{0} \\ & \dot{\varphi} \end{aligned}$ | $\stackrel{m}{0}$ | $\frac{9}{i}$ | $\stackrel{\infty}{\circ}$ | $\bigcirc$ | $\stackrel{\circ}{-}$ | $\stackrel{8}{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum$ | $\underset{\substack{\text { ¢ } \\ \text { i }}}{\text { ¢ }}$ | $\stackrel{\rightharpoonup}{\underset{\sim}{i}}$ | $\underset{\text { ín }}{\underset{\sim}{\circ}}$ | $\underset{\substack{\underset{~}{\mathrm{O}} \\ \hline}}{ }$ |  |  | $\stackrel{\stackrel{\rightharpoonup}{\mathrm{i}}}{\substack{ \\\hline}}$ | $\stackrel{\circ}{\mathrm{i}}$ | $\stackrel{\circ}{\mathrm{i}}$ |  |  |  | + | N্ট | $\stackrel{\stackrel{\rightharpoonup}{\mathrm{i}}}{\substack{ \\\hline}}$ | $\stackrel{\rightharpoonup}{6}$ |  |  | $\underset{\sim}{\approx}$ | $\stackrel{ \pm}{\text { ̇ }}$ | $\stackrel{\text { E }}{\text { E }}$ | $\stackrel{\square}{\square}$ |  |
|  |  | $\stackrel{9}{\infty}$ | ¿ু | $\stackrel{\odot}{\mathrm{e}}$ | $\underset{i}{\text { in }}$ |  |  | $\underset{i}{\underset{\sim}{4}}$ | $\stackrel{\rightharpoonup}{-}$ | $\underset{\text { ה }}{\substack{2}}$ | $\overline{\mathrm{i}}$ |  |  | $\underset{\text { © }}{\substack{i}}$ | $\stackrel{8}{\mathrm{i}}$ | $\underset{\sim}{N}$ | $\begin{array}{\|c} \stackrel{\rightharpoonup}{i} \\ \text { in } \end{array}$ |  |  | $\stackrel{\infty}{\infty}$ | $\stackrel{\infty}{\infty}$ | $\underset{\sim}{\infty}$ | $\stackrel{\infty}{\infty}$ |  |
|  | $\sum_{\sum}^{i} E$ | $\stackrel{\underset{T}{\mathrm{~T}}}{\substack{2}}$ | $\stackrel{\sim}{c}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{\otimes}{\mathrm{o}}$ | $\underset{\sim}{\underset{T}{+}}$ | $\underset{0}{ \pm}$ | $\underset{\substack{2 \\ \hline}}{ }$ | $\stackrel{\rightharpoonup}{\circ}$ | ָ̄ | $\underset{i}{ \pm}$ | $\stackrel{\imath}{i}$ | $\stackrel{m}{0}$ | $\underset{i}{\exists}$ | $\stackrel{m}{i}$ | $\begin{aligned} & \mathrm{O} \\ & \underset{i}{1} \end{aligned}$ | ĝ | オ | $\underset{\sim}{0}$ | $\stackrel{i}{i}$ | $\frac{9}{i}$ | $\stackrel{\text { O}}{0}$ | O. | ® |
|  | $\sum$ | $\begin{aligned} & \stackrel{\infty}{i} \\ & \underset{i}{c} \end{aligned}$ | $\begin{aligned} & \stackrel{6}{i} \\ & i \end{aligned}$ | $\underset{i}{i}$ | $\underset{\text { ì }}{\substack{\text { i }}}$ |  |  | $\frac{9}{7}$ | $\underset{\substack{7}}{\ddagger}$ | $\stackrel{\stackrel{\rightharpoonup}{\mathrm{q}}}{\substack{2}}$ | $\underset{\sim}{i}$ |  |  | $\stackrel{\infty}{i}$ | $\underset{\sim}{i}$ | $\stackrel{n}{i}$ | $\underset{\substack{\sim \\ i}}{\substack{2}}$ |  |  | $\stackrel{m}{6}$ | ? | $\stackrel{\text { ỹ }}{\text { ín }}$ | $\begin{aligned} & \underset{\sim}{J} \\ & \stackrel{y}{c} \end{aligned}$ |  |
|  |  | $\underset{i}{9}$ | $\stackrel{\infty}{\underset{T}{\infty}}$ | $\stackrel{\infty}{\infty}$ |  |  |  | $\begin{aligned} & \infty \\ & \infty \\ & \end{aligned}$ | $\stackrel{0}{7}$ | $\underset{\text { N}}{\substack{2}}$ | $\stackrel{\rightharpoonup}{\Gamma}$ |  |  | $\stackrel{\widehat{\infty}}{\stackrel{\Gamma}{\top}}$ | $\stackrel{m}{i}$ | $\stackrel{\bullet}{n}$ | $\stackrel{\stackrel{\rightharpoonup}{\top}}{\square}$ |  |  | $\begin{aligned} & \stackrel{0}{n} \\ & \stackrel{1}{n} \end{aligned}$ | $\stackrel{\widehat{p}}{\hat{p}}$ | $\stackrel{?}{4}$ | $\stackrel{ٌ}{\circ}$ |  |
|  |  | $\frac{\otimes}{1}$ | $\stackrel{\circ}{9}$ | $\bigcirc$ | 8 |  |  | $\frac{\stackrel{\otimes}{1}}{T}$ | ¢ | $\bigcirc$ | 2 |  |  | $\frac{\otimes}{T}$ | $\stackrel{\square}{1}$ | - | 8 |  |  | $\frac{\otimes}{1}$ | $\stackrel{+}{1}$ | $\bigcirc$ | 8 |  |
|  |  | n |  |  |  |  |  | $\infty$ |  |  |  |  |  | $a$ |  |  |  |  |  | $\bigcirc$ |  |  |  |  |



Table 8
Optimized geometries for model compounds 11 and $\mathbf{1 2}$ in the MP2/6-31G(d) (QM) and MM representations.

| model compound | valence angle / dihedral angle / bond length ${ }^{a}$ | QM | MM | MM-QM |
| :---: | :---: | :---: | :---: | :---: |
| 11 | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}$ | 111.5 | 111.2 | -0.3 |
|  | $\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}$, | 107.1 | 107.6 | 0.5 |
|  | $\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}^{\prime}$ - $\mathrm{O}_{\text {ring }}$ | 110.5 | 110.4 | -0.1 |
|  | $\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}{ }^{\prime}-\mathrm{C}_{4}$, | 113.5 | 114.3 | 0.8 |
|  | $\Psi$ | 178.9 | 179.3 | 0.4 |
|  | $\Omega$ | -170.8 | -169.7 | 1.1 |
|  | $\mathrm{O}_{\text {link }}-\mathrm{C}_{6}$, | 1.420 | 1.424 | 0.004 |
|  | $\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}{ }^{\prime}$ | 1.525 | 1.510 | -0.015 |
| 12 | $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}$ | 111.4 | 111.1 | -0.3 |
|  | $\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}$, | 107.6 | 107.8 | 0.2 |
|  | $\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}{ }^{\prime}-\mathrm{O}_{\text {ring }}$ | 105.1 | 106.8 | 1.7 |
|  | $\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}{ }^{\prime}-\mathrm{C}_{4}{ }^{\prime}$ | 113.2 | 113.1 | -0.1 |
|  | $\Psi$ | 179.3 | 179.5 | 0.2 |
|  | $\Omega$ | 177.7 | 177.8 | 0.1 |
|  | $\mathrm{O}_{\text {link }}-\mathrm{C}_{6}{ }^{\prime}$ | 1.418 | 1.424 | 0.006 |
|  | $\mathrm{C}_{6}{ }^{\prime}-\mathrm{C}_{5}{ }^{\prime}$ | 1.515 | 1.504 | -0.011 |

${ }^{a}$ Valence angles and dihedral angles are in degrees, bond lengths are in $\AA$.

## Disaccharide crystals.

Crystalline disaccharide internal geometries. ${ }^{a}$

|  | $\begin{gathered} \mathbf{C}_{1-}- \\ \mathrm{O}_{\text {link }} \end{gathered}$ | $\underset{\mathbf{O}_{\text {link }}}{\substack{\mathbf{C}_{n}}}$ | $\underset{\substack{\mathrm{C}_{1}-\mathrm{O}_{\operatorname{link}} \\ \mathbf{C}_{n}}}{ }$ | $\underset{\text { ring }}{\mathbf{O}_{\text {link }}}$ | $\begin{gathered} \mathrm{C}_{2}-\mathrm{C}_{1}- \\ \mathrm{O}_{\text {link }} \end{gathered}$ | $\begin{gathered} \mathbf{O}_{\text {link }}-\mathrm{C}_{n},- \\ \mathbf{C}_{n+1}, \boldsymbol{b} \end{gathered}$ | $\begin{array}{r} \mathbf{O}_{\text {link }}-\mathrm{C}_{n}{ }^{\prime-} \mathbf{x}^{c} \end{array}$ | Ф | $\Psi$ | $\Omega^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| average error | 0.008 | 0.002 | -0.3 | 0.7 | 0.9 | 0.6 | 1.3 | 0.8 | 3.9 | 3.1 |
| standard deviation of errors | 0.008 | 0.012 | 1.4 | 1.2 | 1.2 | 1.5 | 1.2 | 6.0 | 8.2 | n/a |

[^3]
## Table 11

|  | $A($ Å) |  |  | $\boldsymbol{B}$ (A) |  |  | $C$ ( ${ }_{\text {A }}$ ) |  |  | $\begin{array}{r} \boldsymbol{\beta} \\ \text { (degrees) } \\ \boldsymbol{a} \end{array}$ |  |  | volume $\left(\AA^{3}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | expt | MD | $\begin{array}{r} \% \\ \text { error } \end{array}$ | expt | MD | $\begin{array}{r} \% \\ \text { error } \end{array}$ | expt | MD | $\begin{array}{r} \% \\ \text { error } \end{array}$ | expt | MD | $\stackrel{\%}{\text { error }}$ | expt | MD | $\begin{gathered} \% \\ \text { error } \end{gathered}$ |
| DEKYEX | 12.97 | 13.16 | 1.5 | 8.23 | 8.15 | -0.9 | 6.79 | 7.05 | 3.9 | 98.12 | 99.62 | 1.5 | 717.4 | 746.0 | 4.0 |
| TREHAL01 | 12.23 | 12.36 | 1.1 | 17.89 | 17.94 | 0.3 | 7.60 | 7.85 | 3.3 | 90.00 | 90.00 |  | 1661.7 | 1740.7 | 4.8 |
| YOXFOG | 9.40 | 8.56 | -8.9 | 11.03 | 11.26 | 2.0 | 9.15 | 10.35 | 13.1 | 96.8 | 96.5 | -0.4 | 853.8 | 931.0 | 9.0 |
| YOXFUM | 11.07 | 11.13 | 0.5 | 18.28 | 18.91 | 3.4 | 6.87 | 6.85 | -0.2 | 90.00 | 90.00 |  | 1389.6 | 1442.0 | 3.8 |
| TIQDUS | 9.77 | 10.05 | 2.8 | 8.58 | 8.13 | -5.2 | 10.10 | 10.50 | 4.0 | 111.68 | 109.39 | -2.1 | 786.0 | 808.1 | 2.8 |
| FABYOW10 | 8.09 | 8.17 | 1.0 | 9.78 | 9.88 | 1.0 | 9.98 | 10.16 | 1.8 | 104.58 | 103.15 | -1.4 | 763.0 | 797.5 | 4.5 |
| RESMOR | 9.38 | 9.32 | -0.6 | 10.65 | 10.76 | 1.0 | 15.83 | 16.57 | 4.7 | 90.00 | 90.00 |  | 1580.4 | 1661.9 | 5.2 |
| MOGLPR | 6.59 | 6.90 | 4.6 | 13.24 | 13.73 | 3.7 | 9.45 | 9.23 | 2.3 | 108.00 | 101.40 | -6.1 | 784.1 | 853.2 | 8.8 |
| MALTOS11 | 4.87 | 5.06 | 3.9 | 15.08 | 15.30 | 1.4 | 10.70 | 10.76 | 0.5 | 97.07 | 97.80 | 0.8 | 779.2 | 823.6 | 5.7 |
| MMALTS | 22.64 | 24.22 | 7.0 | 4.84 | 4.90 | 1.3 | 17.32 | 17.01 | -1.8 | 117.3 | 120.7 | 2.9 | 1687.2 | 1736.9 | 2.9 |
| MELIBM10 | 8.90 | 9.08 | 2.0 | 10.89 | 11.03 | 1.2 | 15.87 | 16.03 | 1.1 | 90.00 | 90.00 |  | 1538.5 | 1604.8 | 4.3 |
| SOPROS | 22.05 | 22.14 | 0.4 | 14.44 | 14.38 | -0.4 | 4.87 | 5.03 | 3.5 | 90.00 | 90.00 |  | 1548.5 | 1603.3 | 3.5 |
| WAGBOV | 14.55 | 14.63 | 0.6 | 24.25 | 24.23 | -0.1 | 4.94 | 5.07 | 2.7 | 90.00 | 90.00 |  | 1742.2 | 1798.0 | 3.2 |
| BLACTO | 10.84 | 11.03 | 1.8 | 13.35 | 13.55 | 1.5 | 4.95 | 5.06 | 2.2 | 91.31 | 86.43 | -5.3 | 716.6 | 752.5 | 5.0 |
| CELLOB02 | 10.97 | 11.07 | 0.9 | 13.05 | 13.35 | 2.3 | 5.09 | 5.14 | 0.9 | 90.83 | 91.22 | 0.4 | 728.8 | 758.6 | 4.1 |
| GENTBS01 | 8.87 | 9.01 | 1.5 | 22.85 | 23.31 | 2.0 | 7.20 | 7.22 | 0.3 | 90.00 | 90.00 |  | 1459.1 | 1516.6 | 3.9 |
| average |  |  | 1.3 |  |  | 0.9 |  |  | 2.4 |  |  | -1.1 |  |  | 4.7 |
| standard deviation |  |  | 3.3 |  |  | 2.1 |  |  | 3.5 |  |  | 3.0 |  |  | 1.8 |

${ }^{a}$ Constrained to $90^{\circ}$ in the simulation if equal to $90^{\circ}$ in the experimental crystal, otherwise allowed to vary independently during the simulation.

## Table 12

Comparison of the calculated and experimental densities for different molal concentrations of trehalose, cellobiose, gentiobiose and mellibiose in 1100 TIP3P waters at $\mathrm{T}=298 \mathrm{~K}$ and $\mathrm{P}=1 \mathrm{~atm}$.

| molality ( $\mathrm{mol} / \mathrm{kg}$ ) | $N_{\text {solute }}$ | Expt. | MD | \% error |
| :---: | :---: | :---: | :---: | :---: |
| $\text { trehalose + water }{ }^{64}$ |  |  |  |  |
| 0.106 | 2 | 1.011 | 1.024 | 1.29 |
| 0.159 | 3 | 1.018 | 1.029 | 1.08 |
| 0.210 | 4 | 1.024 | 1.034 | 0.98 |
| $\text { cellobiose+water }{ }^{64}$ |  |  |  |  |
| 0.148 | 3 | 1.016 | 1.030 | 1.38 |
| 0.202 | 4 | 1.022 | 1.035 | 1.27 |
| 0.271 | 5 | 1.031 | 1.040 | 0.87 |
| $\text { gentiobiose+water }{ }^{64}$ |  |  |  |  |
| 0.146 | 3 | 1.016 | 1.030 | 1.38 |
| 0.205 | 4 | 1.023 | 1.036 | 1.27 |
| 0.270 | 5 | 1.030 | 1.041 | 1.07 |
| melibiose+water ${ }^{64}$ |  |  |  |  |
| 0.144 | 3 | 1.015 | 1.030 | 1.48 |
| 0.200 | 4 | 1.022 | 1.036 | 1.37 |
| 0.255 | 5 | 1.029 | 1.041 | 1.17 |
| $\text { maltose+water } 65$ |  |  |  |  |
| 1.465 | 29 | 1.144 | 1.141 | -0.26 |
| 1.717 | 34 | 1.163 | 1.156 | -0.60 |
| 2.626 | 52 | 1.216 | 1.203 | -1.07 |
| Average |  |  |  | 0.85 |

${ }^{3} J_{\mathrm{COCH}}$ coupling constants $(\mathrm{Hz})$.

${ }^{a}$ Experimental errors are in parentheses.
${ }^{b}$ Data are for both protons on $\mathrm{C}_{6}$.
Table 13



[^0]:    *Corresponding author: Alexander D. MacKerell, Jr., Room 629, HSF II, 20 Penn Street, Baltimore, MD 21201, Tel: 410-706-7442, Fax: 410-706-5017, alex@outerbanks.umaryland.edu.
    Supplementary Material
    Supplementary material includes three figures and force field parameters. This information is available free of charge via the Internet at http://pubs.acs.org. The force field topologies and parameters in CHARMM readable format may be obtained from the web site of ADM at http://mackerell.umaryland.edu.

[^1]:    ${ }^{a}$ Dihedral angle（degrees）defined by $\mathrm{C}_{1}-\mathrm{O}_{\text {link }} \ldots \mathrm{O}_{\text {water－}} \mathrm{H}_{2}$ where $\mathrm{H}_{2}$ is the non－interacting water hydrogen atom． 90 and -90 are equivalent in the cases of $\mathbf{5}$ and $\mathbf{6}$ due to the internal symmetry of these two model compounds．In all cases，the water $\mathrm{H}_{1}-\mathrm{O}_{\text {water }}$ bond vector is in the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$＇angle plane and along the $\mathrm{C}_{1}-\mathrm{O}_{\text {link }}-\mathrm{C}_{1}$＇bisector．
    ${ }^{b}$ HF target energies have been scaled by 1.16 and distances have been shortened by $0.20 \AA$ ．

[^2]:    ${ }^{a}$ Valence angles and dihedral angles are in degrees, bond lengths are in $\AA$.
    ${ }^{b}$ Value restrained to the QM geometry during optimization.

[^3]:     in $\AA$ and valence and dihedral angles are in degrees.
    $b_{\text {Data exclude MELIBM10 and GENTBS01 because these are } 1 \rightarrow 6 \text { linked disaccharides. }}$.
    ${ }^{c} \mathrm{X}=\mathrm{O}_{\text {ring }}$ ' for $1 \rightarrow 1$ linked disaccharides and $\mathrm{C}_{n-1}$ ' for all others.
    ${ }^{d}$ Data include only MELIBM10 and GENTBS01.

