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Introduction. Let K be an algebraic number field, R its ring of integers
and G its ideal class group. Every non-zero non-unit of R is a product of
(finitely many) irreducible elements of R, but this factorization need not be
unique (unless G is trivial). The deviation of R from being a unique factor-
ization domain is measured by G. In recent years, several papers appeared
describing the connection between phenomena of non-unique factorization
and the structure of G; see [6], [8], [11] and the literature cited there.

Quantitative aspects of non-unique factorizations in algebraic number
fields were first considered by E. Fogels [2], and then studied in detail by
W. Narkiewicz, J. Śliwa, A. Geroldinger, J. Kaczorowski and the author. For
a non-zero non-unit α ∈ R, let f(α) be the number of essentially distinct
factorizations of α in R and l(α) the number of lengths of such factorizations.
Consider the functions

Fk(x) = #{(α) | α ∈ R, |N(α)| ≤ x, f(α) ≤ k},
F ′k(x) = #{n ∈ N | n ≤ x, f(n) ≤ k},
Gk(x) = #{(α) | α ∈ R, |N(α)| ≤ x, l(α) ≤ k},
G′k(x) = #{n ∈ N | n ≤ x, l(n) ≤ k} ;

all these functions have, as x→∞, an asymptotic behaviour of the form

(C + o(1))x(log x)−1+q(log log x)d ,

where C > 0, 0 < q < 1 and d ∈ N0. This was shown

— for Fk by W. Narkiewicz [28]; he showed that q = 1/#G and gave a
combinatorial description of d [29], [33];

— for F ′k by J. Śliwa [37] (using a method of R. W. K. Odoni [34] who dealt
with the case k = 1); here q does not depend on k;

— for Gk and G′k by J. Śliwa [38]; in both cases the exponents were inves-
tigated by A. Geroldinger [5], [7].
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For quadratic number fields, W. Narkiewicz [24], [26], [27] proved substan-
tially stronger results: He determined C explicitly and considered the func-
tions F ′k and G′k for residue classes of an arbitrary rational modulus. Several
other functions connected with non-unique factorizations were studied in [9],
[14], [15].

In this paper we give a common generalization of all these results. We
consider an arbitrary finite extensionK/K of algebraic number fields, a cycle
f of K, and we investigate factorization properties in K of integers α ∈ K
from a given residue class modulo f. To do this, we proceed axiomatically;
we introduce the concept of a Chebotarev formation which turns out to
be the appropriate setting for problems of this kind. The results proved
in this abstract setting apply not only to algebraic number fields, but also
to algebraic function fields and, even more generally, to generalized Hilbert
semigroups in holomorphy rings of global fields.

In Section 1 we introduce Chebotarev formations and discuss the relevant
examples which are built from the above-mentioned Hilbert semigroups. In
Section 2 we develop the combinatorial and analytical machinery used later
on. The main results of this paper are contained in Sections 3 and 4: In
Section 3 we deal with functions connected with the number of distinct
factorizations, which fall into the category of so-called type-dependent fac-
torization properties. In Section 4 we deal with functions connected with
the number of different lengths of factorizations, which fall into the category
of so-called valuation-dependent factorization properties.

Since our basic results are of abstract nature, their applications to num-
ber fields and function fields do not give as precise asymptotic results as
could be obtained in the special context; this fact will be discussed in Sec-
tion 5.

1. Formations. By a semigroup H we always mean a commutative
multiplicative monoid with unit element 1 ∈ H satisfying the cancellation
law; in such a semigroup we have the usual notions of divisibility theory
as developed in [19; Ch. 2.14]. H is called atomic if every non-unit a ∈ H
has a factorization of the form a = u1 . . . ur, where ui ∈ H are irreducible
elements. r is called the length of that factorization. In this paper, we shall
study among others the following quantities:

lH(a), the number of different lengths of factorizations of a;
fH(a), the number of essentially different factorizations of a (two factor-

izations which agree up to the order of their factors and up to associated
irreducible elements are not essentially different).

For a set P , we denote by F(P ) the free abelian monoid with basis P ;
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every a ∈ F(P ) has a unique representation in the form

a =
∏
p∈P

pvp(a) ,

where vp(a) ∈ N0, vp(a) = 0 for almost all p ∈ P . Every submonoid
H ⊂ F(P ) is atomic, and for 1 6= a ∈ H the quantities lH(a) and fH(a) are
finite [13].

If D is a semigroup and H ⊂ D a subsemigroup, we define congruence
modulo H by

a ≡ b mod H if and only if aH ∩ bH 6= ∅ ;

this is a congruence relation on D, and we denote the quotient monoid
(consisting of all congruence classes g ⊂ D) by D/H. A subsemigroup
H ⊂ D is called saturated if H = {a ∈ D | a ≡ 1 mod H} (equivalently:
a, b ∈ H and a | b in D implies a | b in H).

Definition 1. A formation [D,H] consists of a free abelian monoid
D = F(P ), together with a saturated subsemigroup H ⊂ D such that
G = D/H is a finite abelian group, and g ∩ P 6= ∅ for every g ∈ G. The
elements of P are called primes, the elements of g are called (divisor) classes,
and G is called the (divisor) class group.

We write G additively, and for a ∈ D we denote by [a] ∈ G the class
containing a; the principal class H = [1] is the zero of G.

The notion of a formation is closely connected with the notion of a divisor
theory (cf. [11]): If ∂ : H → D is a divisor theory with finite divisor class
group, and every class contains at least one prime divisor, then [D, ∂H] is
a formation. As to the converse, we have the following simple result.

Lemma 1. Let [D,H] be a formation, D = F(P ) and G = D/H. If
#G = 2 we assume that the non-principal class g 6= H of G contains at
least two primes. Then every p ∈ P is a g.c.d. of two elements of H. In
particular , H ↪→ D is a divisor theory.

P r o o f. We may assume that p ∈ P \H. If #G = 2, G = {H, g}, then
there exists p′ ∈ P ∩ g such that p 6= p′, and p = gcd(p2, pp′). If #G ≥ 3,
let g ∈ G \ {[p],H} and let p1, p2, p3 ∈ P be such that p1 ∈ −[p], p2 ∈ −g
and p3 ∈ g − [p]; then p = gcd(pp1, pp2p3).

Usually the concept of a formation is accompanied by a norm function
giving rise to abstract analytic number theory (cf. [17], [22]); we introduce
this as an additional structure and call the corresponding objects arithmeti-
cal formations.

We denote by Λ the algebra of all complex functions which are regular
in the half-plane <s > 1 and also in some neighbourhood of s = 1. We shall
always denote by log that branch of the complex logarithm which is real for



176 F. Halter-Koch

positive arguments. As usual, we set zs = exp(z log s). We write f � g for
f = O(g), and f � g for f � g and g � f .

Definition 2. Let [D,H] be a formation, D = F(P ) and G = D/H.

(a) A norm | · | : D → N is a completely multiplicative function satisfying
|a| > 1 for all a ∈ D \ {1}.

(b) Let | · | : D → N be a norm. A subset Q ⊂ P is called regular (for
| · |) if the Dirichlet series

∑
p∈Q |p|−s converges in the half-plane <s > 1,

and if we have ∑
p∈Q

|p|−s = % log
1

s− 1
+ h(s) ,

where h ∈ Λ, % ∈ [0, 1] and Q is finite if % = 0; % = %(Q) is called the density
of Q.

(c) Let | · | : D → N be a norm. The triple [D,H, | · |] is called an
arithmetical formation if for every g ∈ G the set P ∩ g is regular with
density 1/#G.

Proposition 1 (Abstract Prime Number Theorem). Let [D,H, | · |] be
an arithmetical formation, D = F(P ), and let Q ⊂ P be a regular subset
with density % > 0. Then Q is infinite and , as x→∞,

#{p ∈ Q | |p| ≤ x} � x

log x
.

P r o o f. Apply the Tauberian Theorem of Ikehara–Delange (cf. [1],
Theorem IV and Remark 4.2).

Basic Examples. 1. Hilbert semigroups: For f ∈ N, f ≥ 2, and a
subgroup Γ < (Z/fZ)×, we set

Hf,Γ = {a ∈ N | a+ fZ ∈ Γ} .
If N(f) denotes the set of all positive integers relatively prime to f , and
|a| = a, then [N(f),Hf,Γ , | · |] is an arithmetical formation with class group
(Z/fZ)×/Γ ; this follows from Dirichlet’s Theorem (cf. [31; Th. 3.17]).

2. Algebraic integers: Let R be the ring of integers in an algebraic number
fieldK of finite degree, H the semigroup of non-zero principal ideals of R and
D the semigroup of all non-zero ideals of R. For a ∈ D, we set |a| = (R : a);
then [D,H, | · |] is an arithmetical formation by [32; Ch. VII, §2] whose class
group is just the ordinary ideal class group of R. Note that H is isomorphic
to the multiplicative semigroup R \ {0} modulo units, and thus H reflects
the arithmetic of R.

In the sequel we introduce Hilbert semigroups in holomorphy rings of
global fields; these form a common generalization of the above-mentioned
two basic examples.
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A global field K is either an algebraic number field or an algebraic func-
tion field in one variable over a finite field. Let S(K) denote the set of
all non-archimedean places of K. For v ∈ S(K), let Rv be the valuation
ring, Pv the valuation ideal, kv the residue field and |v| = #kv the norm
of v; we shall identify v with the associated normalized additive valuation
v : K → Z∪ {∞}. If K/K is a finite Galois extension with Galois group G,
if v ∈ S(K) is unramified in K, and v ∈ S(K) lies above v, then

[
K/K
v

]
∈ G

denotes the Frobenius automorphism for v | v, and
(
K/K
v

)
⊂ G its conju-

gacy class, the Artin symbol; see [3; Ch. 5]. If G is abelian, we identify(
K/K
v

)
=

[
K/K
v

]
. We make use of Chebotarev’s density theorem in the

following form.

Proposition 2. Let K/K be a finite Galois extension of global fields with
Galois group G and c ⊂ G a conjugacy class. Then we have, for <s > 1,∑

v∈S(K)(
K/K

v

)
=c

|v|−s =
#c

[K : K]
log

1
s− 1

+ f(s)

for some f ∈ Λ.

P r o o f. See [3; Ch. 5]; there they have O(1) instead of f(s), but going
through the proofs gives the result as asserted. A proof using L-series is
sketched in [36]. Note that in the function field case f(s) has infinitely
many poles on the line <s = 1.

Let now K be a global field and S ⊂ S(K) a finite set, S 6= ∅ in function
field case. Then

R = RS =
⋂

v∈S(K)\S

Rv ⊂ K

is called the holomorphy ring associated with S. The ring R is a Dedekind
domain with quotient fieldK and finite ideal class group. The set of maximal
ideals of R is given by

PR = {Pv ∩R | v ∈ S(K) \ S}.
We denote by IR the semigroup of all non-zero ideals and by HR the semi-
group of all non-zero principal ideals of R. For a ∈ IR, we set |a| = (R : a);
then we have |Pv ∩R| = |v| for all v ∈ S(K) \ S. Proofs of these facts may
be found in [39; Ch. 4] for the number field case and in [3; Ch. 2.7] for the
function field case.

Next we introduce S-ray class groups. Let R = RS be a holomorphy
ring in a global field K as above. By a cycle of R we mean a formal product
f = f0v1 . . . vm, where f0 ∈ IR, m ≥ 0 and v1, . . . , vm : K → R are real
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embeddings (m = 0 in the function field case). Associated with such a cycle
f, we introduce the following semigroups:

I(f)
R , the semigroup of all a ∈ IR which are relatively prime to f0; in

particular, I(1)
R = IR. If P(f)

R = PR ∩ I(f)
R , then I(f)

R = F(P(f)
R ) ⊂ IR.

H(f)
R = HR ∩ I(f)

R ; in particular H(1)
R = HR. H(f)

R ⊂ I(f)
R is a saturated

subsemigroup, and I(f)
R /H(f)

R = IR/HR is the ideal class group of R.

S(f)
R = {(α) ∈ H(f)

R | α ∈ R, α ≡ 1 mod f}, the principal ray modulo f in
R; here α ≡ 1 mod f means as usual v(α−1) ≥ v(f) for all v ∈ S(K)\S and
vµ(α) > 0 for all µ ∈ {1, . . . ,m}. S(f)

R ⊂ I(f)
R is a saturated subsemigroup,

and I(f)
R /S(f)

R is a finite abelian group, called the S-ray class group modulo
f (cf. [12]). It gives rise to the following exact sequence of finite abelian
groups:

0 → H(f)
R /S(f)

R → I(f)
R /S(f)

R → IR/HR → 0 .

By a generalized Hilbert semigroup in R defined modulo f we mean a
saturated subsemigroup H ⊂ H(f)

R such that S(f)
R ⊂ H. Obviously, H = HR

is the simplest example of a Hilbert semigroup in R.

If K = Q, R = Z and f = f∞ for some f ∈ N, then we recover the
classical Hilbert semigroups by means of the identifications I(f∞)

Z = N(f)

and S(f∞)
Z = Hf,{1+fZ}.

Proposition 3. Let H be a generalized Hilbert semigroup in a holomor-
phy ring R of a global field defined modulo a cycle f of R. Then [I(f)

R ,H, | · |]
is an arithmetical formation.

P r o o f. Obviously, H ⊂ I(f)
R = F(P(f)

R ) is a saturated subsemigroup.
Since I(f)

R /S(f)
R is a group, I(f)

R /H and H/S(f)
R are also groups, and every

class g0 ∈ I(f)
R /H is the union of #H/S(f)

R ordinary ray classes g ∈ I(f)
R /S(f)

R .
Therefore it is sufficient to prove that, for every g ∈ I(f)

R /S(f)
R , there exists

hg ∈ Λ such that ∑
p∈g∩P(f)

R

|p|−s =
1

(I(f)
R : S(f)

R )
log

1
s− 1

+ hg(s)

for <s > 1.
Let K be the quotient field of R and S ⊂ S(K) a finite subset such that

R = RS . Let KS,f be the S-ray class field modulo f of K as introduced in
[12]. KS,f/K is abelian, unramified outside S, and the Artin symbol induces
an isomorphism

θ : I(f)
R /S(f)

R
∼→ Gal (KS,f/K) ,

given by
θ([Pv ∩R]) =

(
KS,f/K

v

)
.
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If g ∈ I(f)
R /S(f)

R and <s > 1, then∑
p∈g∩P(f)

R

|p|−s =
∑

v∈S(K)\S(
KS,f/K

v

)
=θ(g)

|v|−s ,

and the assertion follows from Proposition 2.

Definition 3. Let [D,H, | · |] be an arithmetical formation, D = F(P )
and G = D/H. Let [D,H] be a formation, D = F(P ), G = D/H, and let
ϕ : D → D be a semigroup homomorphism satisfying ϕ(H) ⊂ H.

Two primes p, p′ ∈ P are called ϕ-equivalent if [p] = [p′] ∈ G, and a
factorization of the form

ϕ(p) =
r∏
i=1

p ei
i

with r ∈ N0, distinct p1, . . . , pr ∈ P and ei ∈ N implies

ϕ(p′) =
r∏
i=1

p ′ei
i

with distinct p ′1, . . . , p
′
r ∈ P such that [pi] = [p ′i ] ∈ G for all i ∈ {1, . . . , r}.

The triple ([D,H, | · |], [D,H], ϕ) is called a Chebotarev formation (with
base formation [D,H, | · |], top formation [D,H] and embedding ϕ) if there
are only finitely many ϕ-equivalence classes in P , and these are regular
subsets of P .

There is a trivial example: If [D,H, | · |] is an arithmetical formation,
then ([D,H, | · |], [D,H], id) is a Chebotarev formation. Less trivial examples
of arithmetical importance are furnished by the following proposition which
generalizes the method of Odoni [34].

Proposition 4. Let K/K be a finite separable extension of global fields.
Let R ⊂ K and R ⊂ K be holomorphy rings such that R ⊂ R, and let H ⊂ R
(resp. H ⊂ R) be generalized Hilbert semigroups defined modulo a cycle f
of R (resp. f of R). Define ϕ : IR → IR by ϕ(a) = aR and suppose that

ϕ(H) ⊂ H. Then we also have ϕ(I(f)
R ) ⊂ I(f)

R
, and ([I(f)

R ,H, | · |], [I(f)

R
, H], ϕ)

is a Chebotarev formation.

P r o o f. Let S ⊂ S(K), S ⊂ S(K) be finite sets such that R = RS and

R = RS . If a ∈ I(f)
R then am ∈ H for some m ∈ N, whence ϕ(a)m ∈ H ⊂ I(f)

R

and therefore ϕ(a) ∈ I(f)

R
.

Therefore it remains to show that the ϕ-equivalence classes in P(f)
R are

finitely many regular sets. Let KS,f be the S-ray class field modulo f of
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K, K
S,f

the S-ray class field modulo f of K, L = KS,fK
S,f

and N/K the
normal hull of L/K (inside a fixed algebraic closure of K). The primes
p ∈ P(f)

R are of the form p = Pv ∩ R, where v ∈ S(K) \ S. Let P∗ be the
set of all p = Pv ∩R ∈ P(f)

R for which either v ramifies in N or there exists
some w ∈ S satisfying w | v. The set P∗ is finite and therefore it splits into
finitely many regular ϕ-equivalence classes.

We claim that two primes p = Pv ∩R, p′ = Pv′ ∩R ∈ P(f)
R \ P∗ (where

v, v′ ∈ S(K) \ S) are ϕ-equivalent if
(
N/K
v

)
=

(
N/K
v′

)
; then the assertion

follows from Proposition 2. So let p = Pv ∩R and p′ = Pv′ ∩R ∈ P(f)
R \ P∗

be primes satisfying
(
N/K
v

)
=

(
N/K
v′

)
; by [18; §23], v and v′ have the

same splitting type in every intermediate field K ⊂ M ⊂ N . In particular,(
KS,f/K

v

)
=

(
KS,f/K

v′

)
, and therefore p and p′ lie in the same S-ray class

g ∈ I(f)
R /S(f)

R . This implies [p] = [p′] ∈ I(f)
R /H, since every class of I(f)

R /H

is a union of classes g ∈ I(f)
R /S(f)

R . Now let v̄1, . . . , v̄r (resp. v̄′1, . . . , v̄
′
r) be

the places of K above v (resp. v′); by assumption, they do not lie in S, and
therefore

ϕ(p) =
r∏
i=1

Pi, ϕ(p′) =
r∏
i=1

P′
i ,

where Pi = Pv̄i ∩ R and P′
i = Pv̄′

i
∩ R ∈ P(f)

R
. Since every divisor class of

[I(f)

R
, H] is a union of S-ray classes ḡ ∈ I(f)

R
/S(f)

R
, it is sufficient to prove that

the S-ray classes ḡi ∈ I(f)

R
/S(f)

R
containing Pi coincide with those containing

the primes P′
i. By Artin reciprocity, the S-ray classes modulo f containing

Pi (resp. P′
i) are uniquely determined by

(
K

S,f
/K

v̄i

)
(resp.

(
K

S,f
/K

v̄′
i

)
) and

therefore it is sufficient to prove that{(
K
S,f
/K

v̄i

)∣∣∣∣ i = 1, . . . , r
}

=
{(

K
S,f
/K

v̄′i

) ∣∣∣∣ i = 1, . . . , r
}
.

In fact, we shall prove that the set
{(

K
S,f
/K

v̄i

) ∣∣∣ i = 1, . . . , r
}
⊂

Gal (K
S,f
/K) is uniquely determined by the conjugacy class

(
N/K
v

)
⊂

Gal (N/K). To do this, let wi ∈ S(N) be a place above v̄i; then(
K
S,f
/K

v̄i

)
=

[
N/K

wi

]∣∣∣∣KS,f
and

[
N/K

wi

]
=

[
N/K

wi

]fi

,
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where fi is the residue class degree of v̄i | vi. Since
(
N/K
v

)
consists of the

elements
[
N/K
wi

]
and its conjugates in Gal(N/K), and since Gal(K

S,f
/K) is

abelian, the assertion follows.

2. Combinatorial and analytical tools. We start by generalizing
the concept of types as introduced in [28] and [37] (cf. [14]).

Definition 4. Let D = [D,H, | · |] be an arithmetical formation, D =
F(P ) and G = D/H.

(a) A partition of P (with respect to D) is a finite sequence

P = (P0, P1, . . . , Pm) (m ∈ N)

of mutually disjoint subsets Pj ⊂ P possessing the following properties:

(P1) P = P0 ∪ P1 ∪ . . . ∪ Pm.
(P2) For every g ∈ G, the set P0 ∩ g is regular.
(P3) For every j ∈ {1, . . . ,m}, Pj is regular, and there exists gj ∈ G

such that Pj ⊂ gj .

For a ∈ D, we call

δP(a) =
m∑
j=1

%(Pj)>0

#{p ∈ Pj | vp(a) = 1}

the P-depth of a.

(b) Let P = (P0, P1, . . . , Pm) be a partition of P . A P-type is a se-
quence t = ((tj,ν)ν∈N)j=1,...,m of integers tj,ν ∈ N0 such that tj,ν = 0 for all
but finitely many pairs (j, ν). Let T (P) be the set of all P-types. Under
componentwise addition, T (P) is a free abelian monoid.

(c) A P-type t = ((tj,ν)ν∈N)j=1,...,m is called normalized if for every
j ∈ {1, . . . ,m} there exists λj(t) ∈ N0 such that tj,ν = 0 if ν > λj(t),
and 1 ≤ tj,1 ≤ tj,2 ≤ . . . ≤ tj,λj(t) if λj(t) ≥ 1; in this case we write
t = ((tj,ν)ν≤λj(t))j=1,...,m. Let T ∗(P) be the set of all normalized P-types.

For every t = ((tj,ν)ν∈N)j=1,...,m ∈ T (P) there is a family of bijective
maps (ψj : N→ N)j=1,...,m such that the P-type t∗ = ((tj,ψj(ν))ν∈N)j=1,...,m

is normalized; t∗ ∈ T ∗(P) is uniquely determined by t; it is called the
normalization of t.

(d) For t = ((tj,ν)ν≤λj(t))j=1,...,m ∈ T ∗(P) and j ∈ {1, . . . ,m}, we denote
by κj(t) the number of permutations σ ∈ Sλj(t) satisfying tj,σ(ν) = tj,ν for
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all ν ∈ {1, . . . , λj(t)}, and we set

κ(t) =
m∏
j=1

κj(t)−1 .

(e) For t = ((tj,ν)ν∈N)j=1,...,m ∈ T ∗(P) and j ∈ {1, . . . ,m}, we denote
by δj(t) the number of ν ∈ N for which tj,ν = 1, and we call

δ(t) =
m∑
j=1

%(Pj)>0

δj(t)

the depth of t (depending on D and P).

(f) For a ∈ D and t = ((tj,ν)ν≤λj
)j=1,...,m ∈ T ∗(P), we say that a has

the P-type t, τP(a) = t, if

a = a0 ·
m∏
j=1

λj∏
ν=1

p
tj,ν

j,ν ,

where a0 ∈ F(P0), and pj,ν ∈ Pj are distinct. Obviously, τP(a) = t implies
δP(a) = δ(t).

Theorem 1. Let [D,H, | · |] be an arithmetical formation, D = F(P )
and P = (P0, P1, . . . , Pm) a partition of P . Let ∅ 6= T ⊂ T ∗(P) and suppose
that

d = max{δ(t) | t ∈ T} <∞ .

Let y ∈ G and let a1 ∈ y satisfy τP(a1) ∈ T and δP(a1) = d. If %0 = %(P0)
and %0 + d > 0, then we have, as x→∞,

#{a ∈ y | |a| ≤ x, τP(a) ∈ T} � x(log x)−1+%0(log log x)d
′
,

where

d′ =
{
d if %0 > 0,
d− 1 if %0 = 0.

If %0 = d = 0, then

#{a ∈ y | |a| ≤ x, τP(a) ∈ T} � xη

for some 0 < η < 1.

P r o o f. 1. We first show that it is sufficient to prove Theorem 1 under
the additional assumption

(+) If g ∈ G and P0 ∩ g 6= ∅ , then %(P0 ∩ g) > 0 .

Assume that Theorem 1 is true whenever (+) holds. We set {g1, . . . , gk} =
{g ∈ G | P0∩g 6= ∅, %(P0∩g) = 0}, P ′0 = P0 \ (g1∪ . . .∪gk), Pm+i = P0∩gi



Chebotarev formations 183

for i = 1, . . . , k and P ′ = (P ′0, P1, . . . , Pm, Pm+1, . . . , Pm+k). Then P ′ is a
partition of P satisfying (+). We define θ : T ∗(P ′) → T ∗(P) by

θ((t′j,ν)ν≤λj
)j=1,...,m+k = ((t′j,ν)ν≤λj )j=1,...,m ,

and we set

T′ = {t′ ∈ T ∗(P ′) | θ(t′) ∈ T} .
For a ∈ D, we have τP(a) = θ(τP

′
(a)), and therefore τP(a) ∈ T if and only

if τP
′
(a) ∈ T′. Since moreover δ(t′) = δ(θ(t′)) for all t′ ∈ T′, the assertion

of the theorem follows with P ′ and T′ instead of P and T.

2. The proof of Theorem 1 uses a Tauberian theorem for Dirichlet series,
essentially due to H. Delange [1]. For convenience, we state it as the following
lemma.

Lemma 2. Let

f0(s) =
∞∑
n=1

an
ns

be a Dirichlet series with real coefficients an ≥ 0, converging for <s > 1,
and suppose that

f0(s) =
m∑
j=1

(
1

s− 1

)wj
dj∑
ν=0

gj,ν(s)
(

log
1

s− 1

)ν
+ g0(s) ,

where m ∈ N, dj ∈ N0, gj,ν ∈ Λ, g1,d1(1) > 0, g0 ∈ Λ, w1 ∈ R, w2, . . . , wm
∈ C and either m = 1, w1 = 0 or m ≥ 2, w1 > <wj ≥ 0 for 2 ≤ j ≤ m.
Then the function

A(x) =
∑
n≤x

an

behaves as follows (for x→∞):

(i) If w1 = d1 = 0, then A(x) = O(xη) for some 0 < η < 1.
(ii) If w1 + d1 > 0, then

A(x) �
{
x(log x)−1+w1(log log x)d1 if w1 > 0,
x(log x)−1(log log x)d1−1 if w1 = 0.

P r o o f. (i) If w1 = d1 = 0, then f0 is regular at s = 1, and therefore
the defining Dirichlet series has an abscissa of absolute convergence σ0 < 1.
For σ0 < η < 1, we have ∑

n≤x

an
xη

≤
∞∑
n=1

an
nη

<∞ ,

whence the assertion.
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(ii) See [1] (Theorem IV and Remark 4.2); there the arguments are given
for wj ∈ R, but they remain valid in the general case.

3. The following proposition embodies the crucial point in the proof of
Theorem 1. We denote by G∗ = Hom (G,C×) the character group of G
and by χ0 ∈ G∗ the principal character. For χ ∈ G∗, we denote by χ the
conjugate character, and for a ∈ D we set χ(a) = χ([a]). We denote by
G∗(P0) the set of all χ ∈ G∗ satisfying χ(p) = 1 for all p ∈ P0. We set
G0 = 〈[p] | p ∈ P0〉, and we identify G∗(P0) with (G/G0)∗.

Proposition 5. Under the hypothesis of Theorem 1 and the assumption
(+) we have, for χ ∈ G∗ and <s > 1,

Sχ =
∑
a∈D

�
P(a)∈T

χ(a)
|a|s

=
(

1
s− 1

)%χ

Rχ

(
log

1
s− 1

)
,

where

%χ =
∑
g∈G

χ(g)%(P0 ∩ g) ,

and Rχ ∈ Λ[X] is a polynomial of degree degRχ ≤ d. The coefficient of Xd

in Rχ is of the form

Aχ(s) =
∑

γ∈G/G0

Aχ,γ(s) ,

where Aχ,γ ∈ Λ are functions with the following property :

If there exists g ∈ G such that γ = g +G0, and a1 ∈ g such that τP(a1)
∈ T and δP(a1) = d, then

χ̄(g)Aχ,γ(1) = Aχ0,γ(1) > 0

for all χ ∈ G∗(P0); otherwise Aχ,γ = 0 for all χ ∈ G∗.

P r o o f o f T h e o r e m 1 (by means of Proposition 5 and Lemma 2).
The orthogonality relations for characters imply∑

a∈y
�
P(a)∈T

|a|−s =
∑
a∈D

�
P(a)∈T

1
#G

∑
χ∈G∗

χ̄(y)
χ(a)
|a|s

=
1

#G

∑
χ∈G∗

χ̄(y)Sχ

=
(

1
s− 1

)%0
R0

(
log

1
s− 1

)
+

∑
χ∈G∗\G∗(P0)

(
1

s− 1

)%χ χ̄(y)
#G

Rχ

(
log

1
s− 1

)
,
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where

R0 =
∑

χ∈G∗(P0)

χ̄(y)
#G

Rχ ∈ Λ[X] .

By Proposition 5, all Rχ (and hence also R0) are polynomials of degree at
most d, and the coefficient of Xd in R0 is given by

A0(s) =
∑

χ∈G∗(P0)

χ̄(y)
#G

∑
γ∈G/G0

Aχ,γ(s) .

If Γ = {γ ∈ G/G0 | Aχ0,γ(1) > 0}, then y0 + G ∈ Γ by assumption, and
Proposition 5 implies

A0(1) =
∑

χ∈G∗(P0)

χ̄(y)
#G

∑
γ∈Γ

χ(γ)Aχ0,γ(1)

=
∑
γ∈Γ

Aχ0,γ(1)
#G

∑
χ∈G∗(P0)

χ̄(y)χ(γ) > 0 ,

by the orthogonality relations. For χ ∈ G∗ \G∗(P0), we have <%χ < %0, and
therefore the assertion follows from Lemma 2.

4. P r o o f o f P r o p o s i t i o n 5. Every a ∈ D has a unique decom-
position a = a0a1, where a0 ∈ F(P0) and a1 ∈ F(P \ P0), and we have
τP(a) = τP(a1). This implies

Sχ =
( ∑
a0∈F(P0)

χ(a0)
|a0|s

)( ∑
a∈F(P\P0)

�
P(a)∈T

χ(a)
|a|s

)
,

and Proposition 5 is a consequence of the following two lemmata dealing
with the two factors.

Lemma 3. Under the assumptions of Proposition 5 we have, for every
χ ∈ G∗ and <s > 1, ∑

a0∈F(P0)

χ(a0)
|a0|s

=
(

1
s− 1

)%χ

Fχ(s) ,

where Fχ ∈ Λ. If χ ∈ G∗(P0), then Fχ = Fχ0 , and Fχ0(1) > 0.

Lemma 4. Under the assumptions of Proposition 5 we have, for every
χ ∈ G∗ and <s > 1,

S′χ =
∑

a∈F(P\P0)

�
P(a)∈T

χ(a)
|a|s

= R′χ

(
log

1
s− 1

)
,
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where R′χ ∈ Λ[X] and degR′χ ≤ d. The coefficient A′χ(s) of Xd in R′χ is of
the form

A′χ(s) =
∑

γ∈G/G0

A′χ,γ(s) ,

where A′χ,γ ∈ Λ are functions with the following property :

If there exist g ∈ G and a1 ∈ g such that γ = g + G0, τ
P(a1) ∈ T and

δP(a1) = d, then
χ(g)Aχ,γ(1) = Aχ0,γ(1) > 0

for every χ ∈ G∗(P0); otherwise Aχ,γ = 0 for all χ ∈ G∗.

5. P r o o f o f L e m m a 3. For χ ∈ G∗ and <s > 1, we make use of the
identity∑

a0∈F(P0)

χ(a0)
|a0|s

=
∏
p∈P0

(
1− χ(p)

|p|s

)−1

= exp
{ ∑
p∈P0

− log
(

1− χ(p)
|p|s

)}

= exp
{ ∑
p∈P0

χ(p)
|p|s

+
∑
p∈P0

∞∑
ν=2

χ(p)ν

ν|p|νs

}
.

By assumption, we have∑
p∈P0

χ(p)
|p|s

=
∑
g∈G

χ(g)
{
%(P0 ∩ g) log

1
s− 1

+ hg,0(s)
}

= %χ log
1

s− 1
+

∑
g∈G

χ(g)hg,0(s) ,

where hg,0 ∈ Λ; the assertion follows with

Fχ(s) = exp
{ ∑
p∈P0

∞∑
ν=2

χ(p)ν

ν|p|νs
+

∑
g∈G

χ(g)hg,0(s)
}
.

6. P r o o f o f L e m m a 4. Let 1 ≤ l ≤ m be such that %j = %(Pj)
> 0 for 1 ≤ j ≤ l and %j = 0 for l < j ≤ m. For t ∈ T ∗(P), we set
δ(t) = (δ1(t), . . . , δl(t)) ∈ Nl0, and for d = (d1, . . . , dl) ∈ Nl0, we set |d| =
d1 + . . .+ dl; this implies δ(t) = |δ(t)|.

We proceed by induction on d and suppose that the assertion is true for
all sets of types with depths less than d. We consider the decomposition

T =
⊎

d∈Nl
0

|d|=d

T(d) ] T′ (disjoint union) ,

where T(d) = {t ∈ T | δ(t) = d} and T′ = {t ∈ T | δ(t) < d}. By additivity
and induction hypothesis, we may suppose that T = T(d) for some d ∈ Nl0.
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Under this assumption, every t ∈ T is of the form t = ((tj,ν)ν≤λj(t))j=1,...,m,
where tj,ν = 1 for ν ≤ dj and tj,ν ≥ 2 for dj < ν ≤ λj(t), and we obtain

S′χ =
∑
(p)

[( l∏
j=1

dj∏
ν=1

χ(gj)
|pj,ν |s

) ∑
t∈T

κ(t)
∑

(q,p,t)

( l∏
j=1

λj(t)∏
ν=dj+1

χ(gj)tj,ν

|qj,ν |tj,νs

)

×
∑

(q,t)∗

( m∏
j=l+1

λj(t)∏
ν=1

χ(gj)tj,ν

|qj,ν |tj,νs

)]
,

where (p) denotes the sum over all (pj,1, . . . , pj,dj )j=1,...,l with distinct pj,ν ∈
Pj ; if dj = 0, the corresponding factor has to be given the value 1. The
symbol (q,p, t) denotes the sum over all (qj,dj+1, . . . , qj,λj(t))j=1,...,l with
distinct qj,ν ∈ Pj such that {pj,1, . . . , pj,dj} ∩ {qj,dj+1, . . . , qj,λj(t)} = ∅ for
all j; again, if dj = λj(t), the corresponding factor has to be given the value
1. The symbol (q, t)∗ denotes the sum over all (qj,1, . . . , qj,λj(t))j=l+1,...,m

with distinct qj,ν ∈ Pj ; again, if λj(t) = 0, the corresponding factor has to
be given the value 1.

For every (p) and t ∈ T, we consider the decomposition∑
(q,p,t)

(. . .) =
∑
(q,t)

(. . .)−
∑
(E)

∑
(q,p,t,E)

(. . .) ,

where (q, t) denotes the sum over all (qj,dj+1, . . . , qj,λj(t))j=1,...,l with dis-
tinct qj,ν ∈ Pj . The symbol (E) denotes the sum over all sequences E =
(E1, . . . , El) 6= (∅, . . . , ∅) of subsets Ej ⊂ {1, . . . , dj}, and for any such E,
the symbol (q,p, t,E) denotes the sum over all (qj,dj+1, . . . , qj,λj(t))j=1,...,l

with distinct qj,ν ∈ Pj such that {qj,dj+1, . . . , qj,λj(t)} ∩ {pj,1, . . . , pj,dj} =
{pj,ν | ν ∈ Ej} for all j. For each E, we apply the induction hypothesis for
the sum

S
′
χ =

∑
(p)

[
(. . .)

∑
t∈T

κ(t)
∑

(q,p,t,E)

(. . .)
∑

(q,t)∗

(. . .)
]

which is in fact a sum over types t′ with δ(t′) < d; this implies S
′
χ =

R(log 1
s−1 ) for some polynomial R ∈ Λ[X] with degR < d, and we are left

with the sum

S′′χ =
∑
(p)

(. . .)
∑
t∈T

κ(t)
∑
(q,t)

(. . .)
∑

(q,t)∗

(. . .) ,

where the second factor is independent of (p). We must prove that S′′χ has
the properties asserted for S′χ.

The first factor of S′′χ is investigated by means of the decomposition∑
(p)

(. . .) =
∑
(p)∗

(. . .)−
∑
(F)

∑
(p,F)

(. . .) ,
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where (p)∗ denotes the sum over all (pj,1, . . . , pj,dj )j=1,...,l with pj,ν ∈ Pj .
The symbol (F) denotes the sum over all sequences F = (F1, . . . , Fl) of
subsets Fj ⊂ {1, . . . , dj} such that #(F1× . . .×Fl) ≥ 2; for any such F, the
symbol (p,F) denotes the sum over all (pj,1, . . . , pj,dj )j=1,...,l with pj,ν ∈ Pj
satisfying pj,ν = pj,µ for some j and µ 6= ν if and only if {µ, ν} ⊂ Fj . For
each F, the induction hypothesis applies for the sum

S
′′
χ =

∑
(F)

∑
(p,F)

(. . .)
∑
t∈T

κ(t)
∑
(q,t)

(. . .)
∑

(q,t)∗

(. . .) ,

and we must prove that the sum

S∗χ =
∑
(p)∗

(. . .)
∑
t∈T

κ(t)
∑
(q,t)

(. . .)
∑

(q,t)∗

(. . .)

has the properties asserted for S′χ.

The first factor of S∗χ is evaluated in the form∑
(p)∗

(. . .) =
l∏

j=1

[ ∑
p∈Pj

χ(p)
|p|s

]dj

=
l∏

j=1

[
χ(gj)

(
%j log

1
s− 1

+ hj(s)
)]dj

= R0,χ

(
log

1
s− 1

)
,

where hj ∈ Λ and R0,χ ∈ Λ[X] is a polynomial of degree d and leading
coefficient

A0,χ =
l∏

j=1

[χ(gj)%j ]dj .

For the calculation of the second factor of S∗χ, we set Pl+1 ∪ . . . ∪ Pm =
{r1, . . . , rM} (for some M ∈ N0) and find∣∣∣ ∑

(q,t)∗

(. . .)
∣∣∣ ≤ M∏

j=1

1
1− |rj |−1

,

whence ∣∣∣ ∑
t∈T

κ(t)
∑
(q,t)

(. . .)
∑

(q,t)∗

(. . .)
∣∣∣ � ∑

a∈D2

|a|−1 <∞ ,

uniformly for <s > 1, where D2 = {a ∈ D | vp(a) 6= 1 for all p ∈ P}
(observe that the Dirichlet series

∑
a∈D2

|a|−s converges for <s ≥ 1). We
thus conclude that the second factor of S′′χ belongs to Λ.

Putting all together, we have proved that

S′χ = R′χ

(
log

1
s− 1

)
,
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where R′χ ∈ Λ[X],degR′χ ≤ d, and the coefficient of Xd in R′χ is given by

A′χ(s) =
∑
d∈Nl

0
|d|=d

l∏
j=1

[χ(gj)%j ]dj

∑
t∈T(d)

κ(t)
∑
(q,t)

( l∏
j=1

λj(t)∏
ν=dj+1

χ(gj)tj,ν

|qj,ν |tj,νs

)

×
∑

(q,t)∗

( m∏
j=l+1

λj(t)∏
ν=1

χ(gj)tj,ν

|qj,ν |tj,νs

)
.

For t = ((tj,ν)ν≤λj(t))j=1,...,m ∈ T ∗(P), we set

ι(t) =
m∑
j=1

λj(t)∑
ν=1

tj,νgj ∈ G ;

if a ∈ F(P \ P0) and τP(a) = t, then [a] = ι(t). Now we consider the
decomposition

A′χ(s) =
∑

γ∈G/G0

A′χ,γ(s) ,

where

A′χ,γ(s) =
∑
d∈Nl

0
|d|=d

l∏
j=1

[χ(gj)%j ]dj

∑
t∈T(d)

ι(t)+G0=γ

κ(t)
∑
(q,t)

(. . .)
∑

(q,t)∗

(. . .) .

If A′χ,γ 6= 0, then there exist some d ∈ Nl0 with |d| = d, t ∈ T(d) such
that ι(t) + G0 = γ and a1 ∈ F(P \ P0) such that τP(a1) = t; this implies
δP(a1) = d and [a1] +G0 = γ.

Now let γ = g + G0 ∈ G/G0 and a1 ∈ g be such that τP(a1) = t ∈ T
and δP(a1) = d. We set a1 = a0a

′
1, where a0 ∈ F(P0) and a′1 ∈ F(P \ P0);

then τP(a′1) = t and [a′1] + G0 = [a1] + G0 = γ. If d = δ(t), then |d| =
d, t ∈ T(d), ι(t) +G0 = γ and χ̄(a′1)Aχ,γ(1) = Aχ0,γ(1) > 0 for all χ ∈ G∗.
If moreover χ ∈ G∗(P0), then χ̄(a′1) = χ̄(a1), and the assertion follows.

3. Type-dependent factorization properties. The nature of type-
dependent factorization properties is described by the following (rather for-
mal) Theorem 2. The subsequent arithmetical applications are partitioned
into three groups dealt with in subsections 3.1–3.3. These latter results
should be regarded as examples. It is of course possible to derive dozens of
similar statements.

Theorem 2. Let ([D,H, | · |], [D,H], ϕ) be a Chebotarev formation, D =
F(P ), M = {P1, . . . , Pm, Pm+1, . . . , Pm+l} the set of ϕ-equivalence classes
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(for some m ∈ N and l ∈ N0), P0 = Pm+1 ∪ . . . ∪ Pm+l, %0 = %(P0) and
P = (P0, P1, . . . , Pm). Let ∅ 6= Z ⊂ D have the following two properties:

(1) If a, b ∈ D, a ∈ Z and τP(a) = τP(b), then b ∈ Z.
(2) d = sup{δP(a) | a ∈ Z} <∞.

Let y ∈ G = D/H and let a1 ∈ Z ∩y be such that δP(a1) = d. If d+%0 > 0,
then we have, as x→∞,

#{a ∈ Z ∩ y | |a| ≤ x} � x(log x)−1+%0(log log x)d
′

where

d′ =
{
d if %0 > 0,
d− 1 if %0 = 0.

P r o o f. Apply Theorem 1 with T = {τP(a) | a ∈ Z} ⊂ T ∗(P).

3.1. Elements with a given number of distinct factorizations

Proposition 6. Let ([D,H, | · |], [D,H], ϕ) be a Chebotarev formation,
D = F(P ), D = F(P ) 6= H, and suppose that there is a finite subset
P ∗ ⊂ P such that p ∈ P \ P ∗ implies ϕ(p) = p1 . . . ps with s ≥ 1 distinct
primes pj ∈ P and p, q ∈ P \ P ∗, p 6= q implies gcd(ϕ(p), ϕ(q)) = 1. Let
ē ∈ D be such that gcd(ϕ(a), ē) = 1 for all a ∈ D. Let y ∈ G = D/H,
k ∈ N, and suppose that there exists a1 ∈ y satisfying ϕ(a1)ē ∈ H and
fH(ϕ(a1)ē) ≤ k. Let P0 be the set of all p ∈ P satisfying vp(ϕ(p)) = 0 for
all p ∈ P \H and assume that %0 = %(P0) > 0. Then we have, as x→∞,

#{a ∈ y | |a| ≤ x, fH(ϕ(a)ē) ≤ k} � x(log x)−1+%0(log log x)d ;

the exponent d is given by

d = max{δ(a) | a ∈ y, fH(ϕ(a)ē) ≤ k} ,
where δ(a) is the number of p ∈ P \ P0 lying in a ϕ-equivalence class of
positive density and satisfying vp(a) = 1.

P r o o f. We set G = D/H = {H, ḡ2, . . . , ḡN}, where N = #G ≥ 2
and consider the partition P = (P ∩ H,P ∩ ḡ2, . . . , P ∩ ḡN ). If ā, b̄ ∈ H,
then τP(ā) = τP(b̄) implies fH(ā) = fH(b̄) by [14; Satz 6], and ak(G) =
sup{δ(τP(ā)) | ā ∈ H, fH(ā) ≤ k} <∞ by [14; Satz 9].

Let M = {P1, . . . , Pm, Pm+1, . . . , Pm+l} be the set of all ϕ-equivalence
classes (m ∈ N, l ∈ N0), and suppose that P0 = Pm+1 ∪ . . . ∪ Pm+l consists
of all p ∈ P satisfying vP (ϕ(p)) = 0 for all p ∈ P \ H (i.e., ϕ(p) ∈ D is a
product of principal primes). If P = (P0, P1, . . . , Pm), then τP(a) = τP(b)
implies τP(ϕ(a)ē) = τP(ϕ(b)ē) and hence fH(ϕ(a)ē) = fH(ϕ(b)ē) for all
a, b ∈ ϕ−1(H) ⊂ D. We apply Theorem 2, setting

Z = {a ∈ ϕ−1(H) | fH(ϕ(a)ē) ≤ k} .
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We have just proved that Z has property (1) of Theorem 2. For the proof
of property (2), set M = #P ∗; then, for any a ∈ Z, we obtain

δ(τP(a)) ≤ δ(τP(ϕ(a))) +M ≤ δ(τP(ϕ(a)ē)) +M ≤ ak(G) +M ,

and the assertion follows.

Proposition 6A. Let R be a holomorphy ring in a global field , G its
ideal class group, N = #G ≥ 2 and k ∈ N. Let f be a cycle of R and α0 ∈ R
such that gcd(α0, f) = 1. Then we have, as x→∞,

#{(α) ∈ HR | α ∈ R, |(α)| ≤ x, α ≡ α0 mod f, fHR
((α)) ≤ k}

� x(log x)−1+1/N (log log x)ak(G) ,

where ak(G) ∈ N is the constant introduced by W. Narkiewicz in [29]; it
depends only on k and G.

P r o o f. We apply Proposition 6 with the Chebotarev formation
([I(f)

R ,S(f)
R , | · | ], [IR,HR], ϕ), where ϕ = (I(f)

R ↪→ IR), y = {(α) ∈ H(f)
R |

α ∈ R, α ≡ α0 mod f} ∈ I(f)
R /S(f)

R and ē = 1. Then we have P0 = P(f)
R ∩HR

and %0 = 1/N ; Proposition 6 implies

#{. . .} � x(log x)−1+1/N (log log x)d,

where d = max{δ(a) | a ∈ y, fHR
(a) ≤ k}, and δ(a) is the number of prime

ideals p ∈ P(f)
R \ HR satisfying vp(a) = 1. It was proved in [14; Satz 9] that

ak(G) = max{δ(a) | a ∈ HR, fHR
(a) ≤ k}. Now let a∗ = (α∗) ∈ HR satisfy

fHR
(a∗) ≤ k and δ(a∗) = ak(G). If a∗ = pm1

1 . . . pmr
r a∗0 where p1, . . . , pr ∈

PR are distinct prime ideals dividing f and a∗0 ∈ I
(f)
R , choose distinct prime

ideals p̄1, . . . , p̄r ∈ P(f)
R such that [pi] = [p̄i] ∈ IR/HR, consider the principal

ideal p̄m1
1 . . . p̄mr

r a∗0 = (α) ∈ H(f)
R , and let (π) ∈ P(f)

R ∩HR be a principal prime
ideal satisfying απ ≡ α0 mod f. Then the ideal a = (απ) has the desired
properties: a ∈ y, fHR

(a) ≤ k and δ(a) = ak(G).

R e m a r k. If R is the ring of integers of an algebraic number field and
f = 1, the assertion of Proposition 6A was proved in [28]; for more general
cases with f = 1 see [17].

Proposition 6B. Let K/K be a finite extension of algebraic number
fields, R,R their rings of integers, f a cycle of R and α0 ∈ R such that
fH

R
(α0R) ≤ k for some k ∈ N. If R is not a principal ideal domain, then

we have, as x→∞,

#{(α) ∈ HR | α ∈ R, |(α)| ≤ x, α ≡ α0 mod f, fH
R
(αR) ≤ k}

� x(log x)−%(log log x)d

for some 0 < % < 1 and d ∈ N0.



192 F. Halter-Koch

P r o o f. Suppose that f = f0w1 . . . wr, where f0 ∈ IR and w1, . . . , wr :
K → R are distinct real imbeddings. We set a0 = gcd(α0R, f0) ∈ IR and
f′ = a−1

0 f; f′ is a cycle of R, and gcd(a−1
0 α0R, f

′) = 1. Let y ∈ I(f′)
R /S(f′)

R

be the ray class modulo f′ containing the ideal a−1
0 α0R. If a ∈ HR, then we

have a = (α) for some α ∈ R satisfying α ≡ α0 mod f if and only if a = a0c
for some c ∈ y. This implies

#{(α) ∈ HR | α ∈ R, |(α)| ≤ x, α ≡ α0 mod f, fH
R
(αR) ≤ k}

= #{c ∈ y| |c| ≤ x/|a0|, fH
R
(a0cR) ≤ k} ,

and therefore it is sufficient to prove that

#{c ∈ y | |c| ≤ x, fH
R
(a0cR) ≤ k} � x(log x)−%(log log x)d

for some 0 < % < 1 and d ∈ N0. We apply Proposition 6 with the Chebotarev
formation ([I(f′)

R ,S(f′)
R , | · | ], [IR,HR], ϕ), ē = a0R and a1 = a−1

0 α0R. The

set P0 consists of all p ∈ P(f′)
R for which pR is a product of principal prime

ideals. In particular, P0 contains all p splitting completely in the Hilbert
class field of K, and therefore %(P0) > 0. If ḡ is a non-principal ideal class
of R, then the set of prime ideals p ∈ PR having a prime factor in ḡ has
positive density, and therefore %(P0) < 1. On putting % = 1 − %(P0), the
assertion follows.

R e m a r k s. The special case K = K and gcd(α0, f) = 1 of Proposi-
tion 6B is contained in Proposition 6A; the case K = Q and f = 1 was
settled in [37]. In general, it seems to be very complicated to determine %
and d. If K = Q, K/Q is cyclic of prime degree l, f = 1 and h is the class
number of K, we have % = 1/l− 1/(lh) [32; Theorem 9.7]. If K = Q and K
is a quadratic number field, there are precise results due to W. Narkiewicz
[24], [25], [26].

The following Proposition 6C is a variant of Proposition 6B in the case
K = Q which avoids the hypothesis fH

R
(α0R) ≤ k.

Proposition 6C. Let L be an algebraic number field whose ring of in-
tegers R is not a principal ideal domain. Let f ≥ 2 and a0 ≥ 1 be coprime
integers, and suppose that either f is relatively prime to the discriminant of
L, or L/Q is cyclic of prime degree. Then we have, as x→∞,

#{a ∈ N | a ≤ x, a ≡ a0 mod f, fHR
(aR) ≤ k} � x(log x)−%(log log x)d

for some 0 < % < 1 and d ∈ N0.

P r o o f. We apply Proposition 6B with K = Q, K = L and f = f∞;
it is sufficient to prove that there exists an integer a1 ≥ 2 such that a1 ≡
a0 mod f , and a1R is a product of principal prime ideals of R.
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Suppose first that f is relatively prime to the discriminant of L, let L̄
be the Hilbert class field of L and ζ a primitive fth root of unity. Since
Q(ζ)∩ L̄ = Q, it follows from Chebotarev’s theorem that every residue class
g ∈ (Z/fZ)× contains a prime p splitting completely in L̄, whence pR is a
product of principal prime ideals of R.

Now suppose that L/Q is cyclic of prime degree, and let m be the con-
ductor of L. Assume first that m | f ; then L is defined by a character
χ : (Z/fZ)× → C×. Let L̄ be the Hilbert class field of L and L∗ its abso-
lute genus field [23], i.e., L∗ is the maximal absolutely abelian subfield of
L̄. If χ = χ1 . . . χr is the decomposition of χ into characters χi of prime
power conductor, then L∗ is defined by χ1, . . . , χr, and therefore a class
g ∈ (Z/fZ)× contains a prime p splitting completely in L̄ if and only if
χi(g) = 1 for all i ∈ {1, . . . , r}.

Let g1, . . . , gr ∈ (Z/fZ)× be classes satisfying

χν(gi) =
{
χi(a0 + fZ) if ν = i,
1 if ν 6= i,

for all i, ν ∈ {1, . . . , r}, and let g0 ∈ (Z/fZ)× be such that a0 + fZ =
g0g1 . . . gr. Then, for any i ∈ {0, 1, . . . , r}, either χ(gi) 6= 1 or χν(gi) = 1
for all ν ∈ {1, . . . , r}. If χ(gi) 6= 1, take any prime pi ∈ gi; it is inert in
L, whence piR ∈ PR. If χν(gi) = 1 for all ν ∈ {1, . . . , r}, then there exists
a prime pi ∈ gi splitting completely in L̄, and then, by class field theory,
piR is a product of principal prime ideals of R. Setting a1 = p0p1 . . . pr,
we obtain a1 ≡ a0 mod f , and a1R is a product of principal prime ideals
of R.

If m - f , we set f̄ = lcm(f,m) and determine integers a(1)
0 , . . . , a

(r)
0 ≥ 2

such that

a0 + fZ =
r⊎
i=1

(a(i)
0 + f̄Z) ,

and gcd(a(i)
0 , f̄) = 1. Then the result follows by applying the above argu-

ments for f̄ and a(i)
0 instead of f and a0.

R e m a r k. Proposition 6 and its followers have their counterparts for
sets defined by the property f(. . .) = k instead of f(. . .) ≤ k; for classical
cases see [14].

3.2. Elements with a given factorization scheme. We recall the concept
of a factorization scheme from [14]: Let H be an atomic semigroup and
E = (eij)i=1,...,r,j=1,...,m a matrix of non-negative integers. We say that
a ∈ H allows the factorization scheme E if there exist irreducible elements
u1, . . . , ur ∈ H such that a ' u

e1j

1 . . . u
erj
r for all j ∈ {1, . . . ,m}.
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Proposition 7. Let ([D,H, | · | ], [D,H], ϕ) be a Chebotarev formation,
D = F(P ), and suppose that the set P ∗ = {p ∈ P | ϕ(p) = 1} is finite.
Let ē ∈ D satisfy gcd(ϕ(a), ē) = 1 for all a ∈ D. Let E be a matrix of
non-negative integers, and let y ∈ G = D/H and a1 ∈ y have the following
properties: ϕ(a1)ē ∈ H,ϕ(a1)ē allows the factorization scheme E, and there
exists p ∈ P lying in a ϕ-equivalence class of positive density and satisfying
vp(a1) = 1. Then we have, as x→∞,

#{a ∈ y | |a| ≤ x, ϕ(a)ē allows E} � x(log x)−1(log log x)d

for some d ∈ N0.

P r o o f. We set G = D/H = {H = ḡ1, ḡ2, . . . , ḡN}, where N = #G and
consider the partition P = (∅, P ∩ ḡ1, . . . , P ∩ ḡN}. If ā, b̄ ∈ H and τP(ā) =
τP(b̄), then ā and b̄ allow the same factorization schemes by [14; Satz 5].
Let M = {P1, . . . , Pm} be the set of all ϕ-equivalence classes and P =
(∅, P1, . . . , Pm). If a, b ∈ D and τP(a) = τP(b), then τP(ϕ(a)ē) = τP(ϕ(b)ē),
and therefore ϕ(a)ē and ϕ(b)ē allow the same factorization schemes if they
lie in H.

There is an integer r = r(E) such that every ā ∈ H allowing the factor-
ization scheme E is a product of at most r irreducible elements of H, and
therefore

δ(τP(ā)) ≤ rD(G) <∞
by [14; Satz 7] (where D(G) is Davenport’s constant). If a ∈ D,ϕ(a)ē ∈ H
and ϕ(a)ē allows the factorization scheme E, then δ(τP(a))≤δ(τP(ϕ(a)ē))+
#P ∗ ≤ rD(G) + #P ∗ < ∞. By assumption, δ(τP(a1)) ≥ 1, and therefore
the assertion follows from Theorem 2.

Proposition 7A. Let K be an algebraic number field , R its ring of
integers and E a matrix of non-negative integers. Let f ≥ 2 and a0 be
integers, and suppose that there exists an integer a1 ≥ 2 with the following
properties: a1R allows the factorization scheme E in HR, a1 ≡ a0 mod f ,
and there exists a prime p such that p | a1, p

2 - a1, p - f , and p is unramified
in K. Then we have, as x→∞,

#{a ∈ N | a ≤ x, a ≡ a0 mod f, aR allows E} � x(log x)−1(log log x)d

for some d ∈ N0.

P r o o f. We set c = gcd(a0, f), f ′ = c−1f, a′0 = c−1a0, and we must
prove that

#{a ∈ N | a ≤ x, a ≡ a′0 mod f ′, acR allows E} � x(log x)−1(log log x)d

for some d ∈ N0.
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We observe that [N(f ′),Hf ′,{1+f ′Z}, | · | ] = [I(f ′∞)
Z ,S(f ′∞)

Z , | · | ], and we
consider the Chebotarev formation ([N(f ′),Hf ′,{1+f ′Z}, | · | ], [IR,HR], ϕ),
where ϕ(a) = aR. We apply Proposition 7 with ē = cR. Since unramified
primes fall into ϕ-equivalence classes of positive density, the result follows.

3.3. Elements with prime factors in a given class. In this subsection we
content ourselves with one characteristic example.

Proposition 8. Let R be a holomorphy ring in a global field , G its ideal
class group and N = #G. For a ∈ IR and y ∈ G, we set

ωy(a) = #{p ∈ PR ∩ y | vp(a) > 0} .

Let y ∈ G, f a cycle of R, c ∈ I(f)
R /S(f)

R , ĉ ∈ G the absolute class containing
c and k ∈ N. Then we have, as x→∞,

#{a ∈ c | |a| ≤ x, ωy(a) = k} � x(log x)−1/N (log log x)k
′
,

where

k′ =
{
k − 1 if either N = 1 or N = 2, y 6= 0, ky 6= ĉ,
k otherwise.

P r o o f. We consider the Chebotarev formation ([I(f)
R ,S(f)

R , | · |],
[IR,HR], ϕ), where ϕ is the inclusion map. Then M = {PR ∩ b | b ∈
I(f)
R /S(f)

R } is the set of ϕ-equivalence classes, and we set M = {P1, . . .

. . . , Pm, Pm+1, . . . , Pm+l}, where P0 = Pm+1 ∪ . . . ∪ Pm+l = P(f)
R \ y, and

P = (P0, P1, . . . , Pm). Then %(P0) = 1 − 1/N , and if a, b ∈ I(f)
R satisfy

τP(a) = τP(b), then ωy(a) = ωy(b). We set

Z = {a ∈ I(f)
R | ωy(a) = k} ,

and we are going to apply Theorem 2; for a ∈ I(f)
R , we have a ∈ Z if and

only if a = pm1
1 . . . pmk

k a0, where p1, . . . , pk ∈ PR∩y are distinct, mi ∈ N and
a0 ∈ I(f)

R , ωy(a0) = 0; obviously, δ(τP(a)) = #{1 ≤ i ≤ k | mi = 1} ≤ k,
and [a] = (m1 + . . . + mk)y + [a0] ∈ G. We must prove that there exists
an ideal a1 ∈ Z ∩ c such that δ(τP(a1)) = k except in the special case
N = 2, y 6= 0, ky 6= ĉ; in this special case we must prove that there exists
an ideal a2 ∈ Z ∩ c such that δ(τP(a2)) = k − 1, but no ideal a1 ∈ Z ∩ c
such that δ(τP(a1)) = k.

C a s e 1: ĉ = ky. Let p1, . . . , pk−1 ∈ y be arbitrary distinct prime ideals,
and choose a further prime ideal pk ∈ y such that a1 = p1 . . . pk ∈ c.

C a s e 2: ĉ 6= ky, ĉ 6= (k + 1)y. Let p1, . . . , pk ∈ y be arbitrary
distinct prime ideals, and choose a prime ideal pk+1 ∈ P(f)

R such that
a1 = p1 . . . pkpk+1 ∈ c; since ĉ− ky 6= y, we infer pk+1 6∈ y.
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C a s e 3: ĉ 6= ky, ĉ = (k + 1)y, N ≥ 3. Let p1, . . . , pk ∈ y be arbitrary
distinct prime ideals. Since N ≥ 3, there exist y′, y′′ ∈ G \ {y} such that
y = y′+ y′′; we choose distinct prime ideals p′ ∈ y′ ∩P(f)

R and p′′ ∈ y′′ ∩P(f)
R

such that a1 = p1 . . . pkp
′p′′ ∈ c.

C a s e 4: ĉ 6= ky, ĉ = (k + 1)y, N = 2. This is exactly the exceptional
case N = 2, y 6= 0, ky 6= ĉ. Suppose that a1 = p1 . . . pka0 ∈ Z ∩ c, where
p1, . . . , pk ∈ PR∩y are distinct and ωy(a0) = 0; then a0 ∈ HR, and therefore
ĉ = [a1] = ky, a contradiction. If p1, . . . , pk ∈ PR∩y are distinct, there exists
a principal prime ideal p0 ∈ P(f)

R ∩HR such that a2 = p1 . . . pk−1p
2
ka0 ∈ c.

4. Valuation-dependent factorization properties. The methods
developed so far are not suitable for the study of the functions Gk and
related functions. We are now going to describe a formalism which is able to
produce very general quantitative results concerning lengths. We start with
a description of the combinatorial setting (Definition 5 and Proposition 9)
and a very general analytical result. After that we recall the formalism of
block semigroups and give several arithmetical applications.

The combinatorial formalism has its prototype in [9].

Definition 5. Let [D,H] be a formation, D = F(P ) and G = D/H.

(a) By a decomposition of P we mean a finite set R = {P1, . . . , Pm}
of mutually disjoint subsets Pj ⊂ P such that P = P1 ∪ . . . ∪ Pm. For
j ∈ {1, . . . ,m}, we define

vj = vPj
: D → N0 by vj(a) =

∑
p∈Pj

vp(a) .

For a subset I ⊂ {1, . . . ,m}, we set I c = {1, . . . ,m} \ I; for a function
σ : I c → N0 and l ∈ N0, we set

ΩR(I, σ)(l) =
{
a ∈ D

∣∣∣∣ vj(a) = σ(j) for j ∈ I c

vj(a) ≥ l for j ∈ I

}
,

and

ΩR(I, σ) = ΩR(I, σ)(0) .

(b) Let R = {P1, . . . , Pm} be a decomposition of P . A subset ∅ 6= Z ⊂ D
is called R-valuation-dependent if there exists y ∈ G such that

(V) Z ⊂ y, and if a, c ∈ Z, b ∈ y and vj(a) ≤ vj(b) ≤ vj(c) for all
j ∈ {1, . . . ,m}, then b ∈ Z.

(c) Let R = {P1, . . . , Pm} be a decomposition of P , y ∈ G and Z ⊂ y an
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R-valuation-dependent subset; we set

Z# =
{
a ∈ y

∣∣∣∣ there exists c ∈ Z such that
vj(a) ≤ vj(c) for all 1 ≤ j ≤ m

}
⊃ Z .

By a Z-system (I, σ) we mean a subset I ⊂ {1, . . . ,m} together with a
function σ : I c → N0 such that ∅ 6= y ∩ΩR(I, σ) ⊂ Z#. A Z-system (I, σ)
is called a maximal Z-system if there is no Z-system (Ī , σ̄) such that I  Ī
and σ̄ = σ|Īc. A subset I ⊂ {1, . . . ,m} is called a Z-set if there exists
σ : I c → N0 such that (I, σ) is a Z-system.

If I is a maximal Z-set and σ : I c → N0 is such that (I, σ) is a Z-system,
then (I, σ) is a maximal Z-system; on the other hand, if (I, σ) is a maximal
Z-system, then I need not be a maximal Z-set.

The following simple lemma will be useful.

Lemma 5. Let [D,H] be a formation, D = F(P ) and y ∈ G = D/H. Let
R = {P1, . . . , Pm} be a decomposition of P, I ⊂ {1, . . . ,m}, σ : I c → N0

and y ∩ΩR(I, σ) 6= ∅. Then y ∩ΩR(I, σ)(l) 6= ∅ for all l ∈ N0.

P r o o f. For any i ∈ I, fix pi ∈ Pi, and set q =
∏
i∈I pi. If a ∈

y ∩ ΩR(I, σ) and N = #G, then we clearly obtain aqNl ∈ y ∩ ΩR(I, σ)(l)
for all l ∈ N0.

Proposition 9. Let [D,H] be a formation, D = F(P ) and y ∈ G =
D/H. Let R = {P1, . . . , Pm} be a decomposition of P , and let Z ⊂ y be an
R-valuation-dependent subset.

(i) There exist only finitely many maximal Z-systems; if these are
(I1, σ1), . . . , (Im, σm), then

(∗) Z# =
m⋃
j=1

y ∩ΩR(Ij , σj) .

(ii) If (I, σ) is a Z-system, then either ΩR(I, σ)∩Z = ∅, or there exists
some l ∈ N0 such that y ∩ΩR(I, σ)(l) ⊂ Z.

(iii) There exist finitely many Z-systems (Ī1, σ̄1), . . . , (Īr, σ̄r) and integers
l1, . . . , lr ∈ N0 such that

(∗∗) Z =
r⋃
i=1

y ∩ΩR(Īi, σ̄i)(li) .

(iv) Let (I, σ), (I1, σ1), . . . , (In, σn) be Z-systems, l ∈ N0 and

y ∩ΩR(I, σ)(l) ⊂
n⋃
ν=1

ΩR(Iν , σν) .

Then there exists some ν ∈ {1, . . . , n} such that I ⊂ Iν and σν = σ|I c
ν .
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In particular , the representation (∗) above is unique. If the representa-
tion (∗∗) is incontractible, i.e., if there are no inclusions y ∩ ΩR(Īi, σ̄i) ⊂
y ∩ΩR(Īk, σ̄k) for i 6= k, then (∗∗) is also unique.

P r o o f. (i) If a ∈ Z# and σ : {1, . . . ,m} → N0 is defined by σ(j) =
vj(a), then (∅, σ) is a Z-system and a ∈ y ∩ ΩR(∅, σ). For every Z-
system (I, σ), there exists a maximal Z-system (Ī , σ̄) such that ΩR(I, σ) ⊂
ΩR(Ī , σ̄); therefore it remains to prove that there are only finitely many
maximal Z-systems. If not, then there exists a Z-set I ⊂ {1, . . . ,m} and
there exist infinitely many functions σ : I c → N0 such that (I, σ) is a Z-
system. In particular, there exists a sequence of functions (σν : I c → N0)ν≥0

such that all (I, σν) are Z-systems, and limν→∞ σν(i1) = ∞ for some i1 ∈ I c.
By extracting subsequences of (σν)ν≥0 we arrive, in a finite number of steps,
at the following situation: there exists a subset ∅ 6= I1 ⊂ I c, an integer
M ∈ N and a sequence of functions (σν : I c → N0)ν≥0 such that all (I, σν)
are Z-systems, limν→∞ σν(i) = ∞ for all i ∈ I1, and σν(i) ≤M for all ν ≥ 0
and i ∈ I c \ I1. Therefore there exists σ : I c \ I1 → N0 and a subsequence
(σνk

)k≥0 of (σν)ν≥0 such that σνk
(i) = σ(i) for all k ≥ 0 and i ∈ I c \ I1.

We assert that (I ∪ I1, σ) is a Z-system, contrary to the maximality of the
Z-systems (I, σν). Indeed, ∅ 6= y ∩ ΩR(I, σνk

) ⊂ y ∩ ΩR(I ∪ I1, σ), and
if a ∈ y ∩ ΩR(I ∪ I1, σ), then there exists k ∈ N such that σνk

(i) ≥ vi(a)
for all i ∈ I1; obviously, σνk

(i) = σ(i) = vi(a) for all i ∈ I c \ I1. If
l = max{vi(a) | i ∈ I}, then y∩ΩR(I, σνk

) 6= ∅ implies y∩ΩR(I, σνk
)(l) 6= ∅

by Lemma 5; if b ∈ y∩ΩR(I, σνk
)(l), then we infer b ∈ Z#, and vi(a) ≤ vi(b)

for all i ∈ {1, . . . ,m} implies a ∈ Z#.
(ii) Suppose that there exists some c ∈ ΩR(I, σ) ∩ Z, and set l =

max{vi(c) | i ∈ I}. If a ∈ y ∩ ΩR(I, σ)(l), then vi(a) ≥ vi(c) for all
i ∈ {1, . . . ,m}. Since a ∈ Z#, there exists b ∈ Z such that vi(a) ≤ vi(b) for
all i ∈ {1, . . . ,m}, and therefore (V) implies a ∈ Z.

(iii) By (i), we have

Z =
m⋃
j=1

ΩR(Ij , σj) ∩ Z ;

therefore it is sufficient to prove the following statement:
Given a Z-system such that ΩR(I, σ) ∩Z 6= ∅, there exist finitely many

Z-systems (Iν , σν) (ν = 1, . . . , n) and l1, . . . , ln ∈ N0 such that

ΩR(I, σ) ∩ Z =
n⋃
ν=1

y ∩ΩR(Iν , σν)(lν) .

We do this by induction on #I. For I = ∅, there is nothing to prove;
thus we suppose I 6= ∅. By (ii), there exists some l ∈ N0 such that y ∩
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ΩR(I, σ)(l) ⊂ Z, and

ΩR(I, σ) = ΩR(I, σ)(l) ∪
⋃

(I′,σ′)

ΩR(I ′, σ′),

where the union is taken over all proper subsets I ′  I and all functions
σ′ : I ′c → N0 satisfying σ′|Ic = σ and σ′(i) < l for all i ∈ I \I ′. This implies

ΩR(I, σ) ∩ Z = y ∩ΩR(I, σ)(l) ∪
⋃

(I′,σ′)

ΩR(I ′, σ′) ∩ Z ,

and the assertion follows by induction hypothesis.

(iv) Since y ∩ ΩR(I, σ) 6= ∅, Lemma 5 implies the existence of a ∈
y ∩ ΩR(I, σ)(l) satisfying vi(a) > max{σν(j) | j ∈ Iν , 1 ≤ ν ≤ n} for all
i ∈ I. If ν ∈ {1, . . . , n} is such that a ∈ ΩR(Iν , σν), then we obtain I ⊂ Iν
and σν = σ|Ic

ν . The uniqueness assertions are now obvious.

The following proposition is fundamental for a quantitative investigation
of valuation-dependent sets (cf. Theorem 3 below).

Proposition 10. Let [D,H, | · | ] be an arithmetical formation, D =
F(P ), G = D/H and R = {P1, . . . , Pm} a decomposition of P with the
property that for every j ∈ {1, . . . ,m}, there exists gj ∈ G such that Pj ⊂ gj ,
and Pj is regular with density %j. Let I ⊂ {1, . . . ,m}, % =

∑
i∈I %i,

σ : Ic → N0,

d =
∑
j∈Ic
%j>0

σ(j) and %+ d > 0 .

Let y ∈ G, y ∩ΩR(I, σ) 6= ∅ and l ∈ N0. Then we have, as x→∞,

#{a ∈ y ∩ΩR(I, σ)(l) | |a| ≤ x} � x(log x)−1+%(log log x)d
′
,

where

d′ =
{
d if % > 0,
d− 1 if % = 0.

P r o o f. It suffices to consider the case l = 0; then the general case
follows by means of the identity

ΩR(I, σ)(l) = ΩR(I, σ) \
⊎

(ei)i∈I

0≤ei<l

{a ∈ ΩR(I, σ) | vi(a) = ei for all i ∈ I} .

We may suppose that I = {n + 1, . . . ,m} and Ic = {1, . . . , n} for some
0 ≤ n ≤ m. We set P0 = Pn+1 ∪ . . . ∪ Pm, and we consider the parti-
tion P = (P0, P1, . . . , Pm) of P . Let T ⊂ T ∗(P) be the set of all P-types



200 F. Halter-Koch

((tj,ν)ν≤λj )j=1,...,n satisfying
λj∑
ν=1

tj,ν = σ(j) for all j ∈ Ic.

For a ∈ D, we have a ∈ ΩR(I, σ) if and only if τP(a) ∈ T. Now the assertion
follows from Theorem 1.

Theorem 3. Let [D,H, | · | ] be an arithmetical formation, D = F(P ),
G = D/H and R = {P1, . . . , Pm} a decomposition of P with the property
that for every j ∈ {1, . . . ,m}, there exists a class gj ∈ G such that Pj ⊂ gj ,
and Pj is regular with density %j. Let Z ⊂ D be R-valuation-dependent.

(i) If

% = max
{∑
i∈I

%i

∣∣∣ I ⊂ {1, . . . ,m} is a Z-set
}
,

d = max
{ ∑
j∈Ic
%j>0

σ(j)
∣∣∣ (I, σ) is a Z-system,

∑
i∈I

%i = %

}

and %+ d > 0, then we have, as x→∞,

#{a ∈ Z# | |a| ≤ x} � x(log x)−1+%(log log x)d
′
,

where

d′ =
{
d if % > 0,
d− 1 if % = 0.

(ii) If

%̄ = max
{∑
i∈I

%i

∣∣∣∣ I ⊂ {1, . . . ,m} is a Z-set such that

y ∩Ω(I, σ)(l) ⊂ Z for some σ : Ic → N0 and l ∈ N0

}
,

d̄ = max
{∑
j∈Ic
%j>0

σ(j)
∣∣∣∣ (I, σ) is a Z-system such that

y ∩Ω(I, σ)(l) ⊂ Z for some l ∈ N0 and
∑
i∈I%i = %

}

and %̄+ d̄ > 0, then we have, as x→∞,

#{a ∈ Z | |a| ≤ x} � x(log x)−1+%̄(log log x)d̄
′
,

where

d̄′ =
{
d̄ if %̄ > 0,
d̄− 1 if %̄ = 0.

P r o o f. By Proposition 9(i),

Z# =
m⋃
µ=1

y ∩ΩR(Iµ, σµ) ,
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where the union is taken over all maximal Z-systems (Iµ, σµ), and Proposi-
tion 9(iv) implies

% = max
{∑
i∈Iµ

%i

∣∣∣ µ = 1, . . . ,m
}

and
d = max

{ ∑
j∈Icµ
%j>0

σµ(j)
∣∣∣ µ ∈ {1, . . . ,m}, ∑

i∈Iµ

%i = %
}
.

Similarly, again by Proposition 9,

Z =
r⋃

ν=1

y ∩ΩR(Īν , σ̄ν)(lν)

where the union is taken over all Z-systems (Īν , σ̄ν) and lν ∈ N0 such that
y ∩ ΩR(Īν , σ̄ν)(lν) ⊂ Z which are maximal with this property (then the
representation is incontractible and thus unique). Therefore

%̄ = max
{∑
i∈Īν

%i

∣∣∣ ν = 1, . . . , r
}

and
d̄ = max

{ ∑
j∈Īcν
%j>0

σ̄ν(j)
∣∣∣ ν ∈ {1, . . . , r}, ∑

i∈Īν

%i = %̄
}
.

Now the assertion follows from Proposition 10 and the observation that, for
any Z-systems (I1, σ1), (I2, σ2) and l1, l2 ∈ N0 we have either ΩR(I1, σ1)(l1)
∩ΩR(I2, σ2)(l2) = ∅, or ΩR(I1, σ1)(l1)∩ΩR(I2, σ2)(l2) = ΩR(I1∩ I2, σ)(l),
where σ|Ic

1 = σ1, σ|Ic
2 = σ2 and l = max(l1, l2).

For subsequent arithmetical applications of Theorem 3 we recall the con-
cept of block semigroups (cf. [11; Beispiel 6]). For an additive finite abelian
group G, let F(G) be the (multiplicative) free abelian monoid with basis G.
For B =

∏
g∈G g

vg(B) ∈ F(G), the element

ι(B) =
∑
g∈G

vg(B)g ∈ G

is called the content of B, and

B(G) = {B ∈ F(G) | ι(B) = 0} ⊂ F(G)

is called the block semigroup over G. If #G ≥ 3, then [F(G),B(G)] is a for-
mation, and ι : F(G)→G induces a group isomorphism ι∗ : F(G)/B(G)∼→G.
We identify the class group of [F(G), B(G)] with G by means of ι∗.

If [D,H] is a formation, D = F(P ) and G = D/H, then there is a unique
semigroup homomorphism β : D → F(G) such that β(p) = [p] ∈ G for all
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p ∈ P . We have ι◦β(a) = [a] for all a ∈ D, and hence H = β−1(B(G)). β is
called the block homomorphism of [D,H]; it has the following arithmetical
significance (cf. [4; Prop. 1]):

If a ∈ H, and a = u1 . . . ur is a factorization into irreducible elements
ui ∈ H, then β(a) = β(u1) . . .β(ur) is a factorization of β(a) into irreducible
blocks in B(G), and every factorization of β(a) into irreducible elements of
B(G) arises in this way. In particular, lH(a) = lB(G)(β(a)).

Now let ([D,H, | · | ], [D,H], ϕ) be a Chebotarev formation, G = D/H,
and let β : D → F(G) be the block homomorphism of [D,H]. If D = F(P )
and p, p′ ∈ P are ϕ-equivalent, then β ◦ ϕ(p) = β ◦ ϕ(p′). If #G ≥ 3,
then ([D,H, | · | ], [F(G), B(G)], β◦ϕ) is a Chebotarev formation, and the
(β ◦ ϕ)-equivalence classes coincide with the ϕ-equivalence classes.

As in Section 3, we continue with two subsections dealing with arith-
metical applications.

4.1. Elements with a given block

Proposition 11. Let ([D,H, | · | ], [D,H], ϕ) be a Chebotarev formation,
D = F(P ), G = D/H, D = F(P ), G = D/H, β : D → F(G) the block
homomorphism, and suppose that the set P ∗ = {p ∈ P | ϕ(p) = 1} is finite.
Let ē ∈ D and y ∈ G be fixed. Let B ∈ F(G) be given, and suppose that
there exists a1 ∈ y having a prime factor in a ϕ-equivalence class of positive
density and satisfying β(ϕ(a1)ē) = B. Then we have, as x→∞,

#{a ∈ y | |a| ≤ x, β(ϕ(a)ē) = B} � x(log x)−1(log log x)d

for some d ∈ N0.

P r o o f. Let R = {P1, . . . , Pm} be the set of all ϕ-equivalence classes,
and Z = {a ∈ y | β(ϕ(a)ē) = B}. If a, b ∈ D, then vj(a) ≤ vj(b) for
all j ∈ {1, . . . ,m} implies β(ϕ(a)ē) |β(ϕ(b)ē) in F(G). Therefore Z is R-
valuation dependent. A subset I ⊂ {1, . . . ,m} is a Z-set if and only if⋃
i∈I Pi ⊂ P ∗. We apply Theorem 3; obviously, %̄ = 0, and our assumption

on a1 guarantees d = d̄− 1 ≥ 0.

R e m a r k s. 1. In Proposition 11, Z# = {a ∈ y | β(ϕ(a)ē) |B}, and
Theorem 3 yields a similar asymptotic behaviour of #{a ∈ Z# | |a| ≤ x}.

2. In concrete arithmetical examples the exponent d can be determined
very precisely (cf. [32; Theorem 9.4]).

As an application of Proposition 11, we determine the number of irre-
ducible elements in residue classes of a holomorphy ring.

Proposition 11A. Let R be a holomorphy ring in a global field. Let f be
a cycle of R, α0 ∈ R, and suppose that there exists an irreducible element
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u ∈ R such that u ≡ α0 mod f and (u) 6= gcd(α0, f). Then we have, as
x→∞,

#{(α) ∈ HR | α ∈ R, |(α)| ≤ x, α ≡ α0 mod f, α is irreducible in R}
� x(log x)−1(log log x)d

′

for some d′ ∈ N0.

P r o o f. If β : IR → F(G) is the block homomorphism of the formation
[IR,HR], then an element α ∈ R is irreducible if and only if (α) 6= (1) ∈ HR,
and β((α)) is irreducible in B(G). Since there exist only finitely many ir-
reducible blocks in B(G), the problem is reduced to that of counting ele-
ments with a given block. Therefore Proposition 11 applies, and the result
is derived by the same methods as used in the proofs of Propositions 6A
and 6B.

R e m a r k s. 1. Proposition 11A can be strengthened if gcd(α0, f) = 1.
Then the existence of an element u with the indicated properties is obvious;
moreover, we obtain d′ = D(G)− 1, where D(G) is Davenport’s constant of
the ideal class group G of R.

2. The first special case of Proposition 11A was proved in [35]; for
generalizations see [15].

4.2. Elements with a given number of lengths

Proposition 12. Let ([D,H, | · | ], [D,H], ϕ) be a Chebotarev formation,
D = F(P ), D = F(P ), G = D/H, G = D/H and #G ≥ 3. Suppose that
for every ḡ ∈ G there exists p ∈ P , lying in a ϕ-equivalence class of positive
density , such that ϕ(p) has a prime factor in ḡ. We set

P0 = {p ∈ P | vp(ϕ(p)) = 0 for all p̄ ∈ P \H}

and suppose that %0 = %(P0) > 0. Let ē ∈ D satisfy gcd(ϕ(a), ē) = 1 for all
a ∈ D. Let y ∈ G, k ∈ N, and suppose that there exists a1 ∈ y such that
ϕ(a1)ē ∈ H and lH(ϕ(a1)ē) ≤ k. Then we have, as x→∞,

#{a ∈ y | |a| ≤ x, lH(ϕ(a)ē) ≤ k} � x(log x)−1+%(log log x)d,

where %0 ≤ % < 1 and d ∈ N0.

P r o o f. Let R = {P1, . . . , Pm} be the set of all ϕ-equivalence classes.
Since ϕ(H) ⊂ H, we obtain ϕ(a)ē ∈ H for all a ∈ y, and we consider the set
Z = {a ∈ y | lH(ϕ(a)ē) ≤ k}. If β : D → F(G) is the block homomorphism,
then lH(ϕ(a)ē) = lB(G)(β(ϕ(a)ē)) for all a ∈ y, and vj(a) = vj(b) for all
j ∈ {1, . . . ,m} implies β(ϕ(a)ē) = β(ϕ(b)ē) for all a, b ∈ D. Therefore Z is
valuation-dependent, and even Z = Z#; we shall apply Theorem 3(i).
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If p ∈ P0, then β(ϕ(p)) = (0)k for some k ∈ N, and lB(G)(B(0)k) =
lB(G)(B) for every B ∈ B(G). Consequently, every set I ⊂ {1, . . . ,m}
satisfying

⋃
i∈I Pi ⊂ P0 is a Z-set, which implies % ≥ %0.

It remains to prove that % < 1. If, on the contrary, % = 1, then there
exists a Z-system (I, σ) such that

∑
i∈I %i = 1 and consequently %j = 0 for

all j ∈ Ic. Since #G ≥ 3, there exists B ∈ B(G) such that lB(G)(B) > k (see
[4; Lemma 1]). For every g ∈ G there exists (by assumption) p ∈ Pi (for some
i ∈ I) such that g|β(ϕ(p)) in F(G). Therefore there exists a ∈ y ∩ Ω(I, σ)
such that B|β(ϕ(a)ē) in B(G), whence lH(ϕ(a)ē) > k, a contradiction.

Proposition 12A. Let K/K be a finite extension of algebraic number
fields, R, R their rings of integers, f a cycle of R and α0 ∈ R such that
lH

R
(α0R) ≤ k for some k ∈ N. If the class number of K is at least 3, then

we have, as x→∞,

#{(α) ∈ HR | α ∈ R, |(α)| ≤ x, α ≡ α0 mod f, lH
R
(αR) ≤ k}

� x(log x)−%(log log x)d

for some 0 < % < 1 and d ∈ N0.

P r o o f. By Proposition 12, similarly to Proposition 6B.
R e m a r k 1. There are several special cases of Proposition 12A in which

the exponents % and d can be given more precisely (cf. [37], [38], [5], [10]
and [26], [30]).

R e m a r k 2. There are some other properties of non-unique factorization
which have been studied in recent years and which can be handled (and
generalized) using the method of valuation-dependent sets (cf. [20], [9]).

5. More precise asymptotics. All results of this paper are of the
shape

A(x) � x(log x)−%(log log x)d

for some 0 < % < 1 and d ∈ N0. The weakness of these results comes from
the weak notion of regularity introduced in Definition 2. If there the algebra
Λ is replaced by the algebra Λ of all complex functions which are regular in
the closed half-plane <s ≥ 1, then all asymptotic results get the form

A(x) ∼ Cx(log x)−%(log log x)d

for some positive constant C, which can be explicitly calculated and has
been determined in several special cases (cf. [32; Ch. 9], [26], [27], [16]). In
particular, in Proposition 1 we obtain C = %.

In the case of algebraic number fields, the methods of J. Kaczorowski
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[21] yield more precise results, namely

A(x) =
r∑

ν=1

x(log x)−%ν

[ M∑
j=0

(log x)−jPk,j(log log x)

+O((log x)−M−1(log log x)N )
]

for every M ∈ N; here N ∈ N is a fixed exponent, Pk,j ∈ C[X] are polyno-
mials, 0 < %1 ≤ 1, %2, . . . , %r ∈ C, 0 ≤ <%ν < %1 and r = 1 in all results of
Section 3 and Subsection 4.1. Moreover, it is even possible not to fix M , but
to take a suitable M = M(x) → ∞ (x → ∞), thereby obtaining asymp-
totics which can be made as precise as zero-free regions of Hecke L-functions
are known.

In the case of algebraic function fields, the L-functions have zeros for
<s = 1. Using the methods of [17] it is possible to derive a result which is
formally analogous to that of the number field case, but under the restriction
that x goes to ∞ through natural powers of q, the cardinality of the constant
field.
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