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Abstract

The synthetic control (SC) method has been recently proposed as an alternative method to estimate
treatment effects in comparative case studies. Abadie et al. [2010] and Abadie et al. [2015] argue that
one of the advantages of the SC method is that it imposes a data-driven process to select the comparison
units, providing more transparency and less discretionary power to the researcher. However, an important
limitation of the SC method is that it does not provide clear guidance on the choice of predictor variables used
to estimate the SC weights. We show that such lack of specific guidances provides significant opportunities
for the researcher to search for specifications with statistically significant results, undermining one of the
main advantages of the method. Considering six alternative specifications commonly used in SC applications,
we calculate in Monte Carlo simulations the probability of finding a statistically significant result at 5% in at
least one specification. We find that this probability can be as high as 13% (23% for a 10% significance test)
when there are 12 pre-intervention periods and decay slowly with the number of pre-intervention periods.
With 230 pre-intervention periods, this probability is still around 10% (18% for a 10% significance test).
We show that the specification that uses the average pre-treatment outcome values to estimate the weights
performed particularly bad in our simulations. However, the specification-searching problem remains relevant
even when we do not consider this specification. We also show that this specification-searching problem is
relevant in simulations with real datasets looking at placebo interventions in the Current Population Survey
(CPS). In order to mitigate this problem, we propose a criterion to select among SC different specifications
based on the prediction error of each specifications in placebo estimations.
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1 Introduction

The synthetic control (SC) method has been recently proposed in a series of seminal papers by Abadie

and Gardeazabal [2003], Abadie et al. [2010], and Abadie et al. [2015] as an alternative method to estimate

treatment effects in comparative case studies. In situations in which there is only one treated unit and many

control units, SC provides a way to estimate the counterfactual for the treated unit using a data-driven

weighted average of the outcomes for the control units. Since then, SC has been used in a wide range

of applications, including the evaluation of the impact of terrorism, civil wars and political risk, natural

resources and disasters, international finance, education and research policy, health policy, economic and

trade liberalization, political reforms, labor, taxation, crime, social connections, and local development.1

Abadie et al. [2010] and Abadie et al. [2015] describe many advantages of the synthetic control estimator

over techniques traditionally used in comparative studies. According to them, an important advantage of this

method is that it provides a transparent way to choose comparison units. It reduces researchers’ discretionary

power by imposing a data-driven process that computes the control unit that is most similar to the treated

unit. They also argue that, since estimation of the synthetic control weights does not require access to post-

intervention outcomes, researchers could decide on the study design without knowing how those decisions

would affect the conclusions of their studies. Consequently, the synthetic control method would be less

susceptible to specification searching. Given the growing debate on the importance of transparency in social

science research (Miguel et al. [2014]), this could be an important advantage of the SC method.

However, an important limitation of the synthetic control method is that it does not provide clear

guidance on the choice of predictor variables should be used to estimate the synthetic control weights.

Abadie et al. [2010] define vectors of linear combinations of pre-intervention outcomes that could be used as

predictors. They give examples where these linear combinations yield the value of the outcome variable in

the period immediately prior to the intervention or the average of the outcome variable in the pre-treatment

period. However, there is no guidance about which linear combinations should be used. They also suggest

that, if the number of pre-intervention periods is large enough, researchers may divide them into an initial

training period and a subsequent validation period. However, there is again no guidance determining when

1SC has been used in the evaluation of the impact of terrorism, civil wars and political risk (Abadie and Gardeazabal [2003],
Bove et al. [2014], Li [2012], Montalvo [2011], Yu and Wang [2013]), natural resources and disasters (Barone and Mocetti
[2014], Cavallo et al. [2013], Coffman and Noy [2011], DuPont and Noy [2012], Mideksa [2013], Sills et al. [2015], Smith [2015]),
international finance (Jinjarak et al. [2013], Sanso-Navarro [2011]), education and research policy (Belot and Vandenberghe
[2014], Chan et al. [2014], Hinrichs [2012]), health policy (Bauhoff [2014], Kreif et al. [2015]), economic and trade liberalization
(Billmeier and Nannicini [2013], Gathani et al. [2013], Hosny [2012]), political reforms (Billmeier and Nannicini [2009], Carrasco
et al. [2014], Dhungana [2011] Ribeiro et al. [2013]), labor (Bohn et al. [2014], Calderon [2014]), taxation (Kleven et al. [2013],
de Souza [2014]), crime (Pinotti [2012a], Pinotti [2012b], Saunders et al. [2014]), social connections (Acemoglu et al. [2013]),
and local development (Ando [2015], Gobillon and Magnac [2016], Kirkpatrick and Bennear [2014], Liu [2015], Severnini [2014]).

2



a researcher should follow this strategy and on how the pre-intervention periods should be divided into these

two periods2. Such lack of consensus on how to implement the synthetic control method translates into a

wide variety of specification choices in empirical applications of this method.3 If different specifications result

in widely different choices of the synthetic control unit, then a researcher would have relevant opportunities

to select “statistically significant” specifications even when there is no effect. Since a researcher would

usually not be able to commit to a specific specification before knowing how these decisions would affect the

conclusion of his study, this flexibility may undermine one of the main advantages of the SC method.4

In this paper, we evaluate the extent to which this variety of options in the synthetic control method

creates opportunities for specification searching considering one particular dimension of this problem: the

choice of which pre-treatment outcome values to include in the estimation of the synthetic control unit. Using

Monte Carlo simulations, we calculate the probability that a researcher would find at least one specification

that would lead him to reject the null at 5%. Considering six different specifications commonly used in SC

applications5, the probability of detecting a false positive in at least one specification can be as high as 13%

when there are 12 pre-treatment periods (23% if we consider a 10% significance test). If the variation in the

synthetic control weights across different specifications vanishes when the number of pre-treatment periods

is large, then we would expect this probability to get close to 5% in applications with a large number of

pre-treatment periods.6 We do find that the possibility of specification searching decreases with the number

of pre-treatment periods. However, even with 230 pre-treatment periods, we still find a probability of around

10% that at least one specification is significant at 5% (18% if we consider a 10% significance test). These

results suggest that even with a large number of pre-treatment periods, different specifications can lead to

significantly different synthetic control units, generating substantial opportunities for specification searching.

We find simular results in placebo simulations using the Current Population Survey (CPS).

2Moreover, Abadie et al. [2015] are not clear on how to compute their recommended test statistic when the pre-intervention
period is divided in a training period and in a validation period.

3For example, Abadie and Gardeazabal [2003], Abadie et al. [2015] and Kleven et al. [2013] use the mean of all pre-treatment
outcome values as predictor; Billmeier and Nannicini [2013], Bohn et al. [2014], Gobillon and Magnac [2016], Hinrichs [2012]
use all the pre-treatment outcome values; Smith [2015] selects 4 out of 10 pre-treatment periods; Abadie et al. [2010] select 3
out of 19 pre-treatment periods; and Montalvo [2011] uses only the last two pre-treatment outcome values.

4Olken [2015] and Coffman and Niederle [2015] evaluate the use of pre-analysis plans in social sciences. For randomized
control trials (RCT), the American Economic Association (AEA) launched a site to register experimental designs. However,
there is no site where one would be able to register a prospective synthetic control study. Moreover, in many synthetic control
applications both pre- and post-intervention information would be available to the researcher before the possibility of registering
the study. In this case, it would be unfeasible to commit to a particular specification.

5We consider (1) the mean of all pre-treatment outcome values, (2) all pre-treatment outcome values, (3) the first half of the
pre-treatment outcome values, (4) the first three quarters of the pre-treatment outcome values, (5) odd pre-treatment outcome
values, and (6) even pre-treatment outcome values. Note that these six specifications do not exhaust all specification options
that have been considered in SC applications.

6In this case, all different specifications would provide roughly the same synthetic control unit and, therefore, the same
treatment effect estimate.
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The data-generating process (DGP) in our MC slmulations also provides a way to measure the extent

to which different specifications assign positive weight to control units that should not be considered in

the synthetic control unit. Since, in our DGP, we divide units into groups whose trends are parallel only

when compared to units in the same group, the sum of weights allocated to the units in the other groups is a

measure of the relevance given by the synthetic control method to units whose true potential outcome follows

a different trajectory than the one followed by the unit chosen to be the treated one. The specification that

uses the mean of all pre-treatment outcome values as predictor misallocates remarkably more weight when

compared to alternative specifications. This result is not surprising given that, in our DGP, the expected

value of the outcome variable is the same for all groups. Still, this result highlights that, when no covariates

are used to compute the synthetic control unit, using the average of the pre-treatment outcome values might

not capture the time-series dynamics of the groups, which is the main goal of the SC method. Excluding

this specification, however, there is only a mechanical and marginal decrease in the probability of rejecting

the null in at least one specification.

It is important to note that our results by no means imply that researchers that have implemented the

synthetic control method did incur in specification searching. Given that SC is a relatively new method,

there would not be enough papers to formally test for specification searching.7 However, given the evidence

that there is a high return for reporting “significant” results and that scientists tend to incur in p-hacking

(Rosenthal [1979], Lovell [1983], De Long and Lang [1992], Simmons et al. [2011] and Simonsohn et al. [2014]),

our findings raise important concerns about the synthetic control method. One possibility to mitigate this

problem would be to require researchers applying the SC method to report results for different specifications.

However, it is important to note that testing all the possible SC specifications separately would not provide

a valid hypothesis test since there would not be a defined decision rule (see White [2000]). Our preferred

solution is to adopt a mean squared prediction error (MSPE) criterion based on the estimated post-treatment

effects in placebo estimations and, then, focus all the analysis on the specification that minimizes this

criterion. If there is an agreement on how the SC specification should be selected, then the scope for

p-hacking (in this dimension) would be limited.

Finally, we find some implementation issues when using the Synth package for R (Abadie et al. [2011a])

7Brodeur et al. [2016] analyzes 641 articles (providing more than 50,000 tests) published in the American Economic Review,
the Journal of Political Economy, and the Quarterly Journal of Economics. They identify a residual in the distribution of
tests that cannot be explained solely by journals favoring rejection of the null hypothesis. Simonsohn et al. [2014] suggest the
use of the P-curve as a way to distinguish between selective reporting findings and true effects. One of the requirements to the
inference from p-curve to be valid is that we have great pool of studies from which we can select studies and p-values that test
similar hypothesis. Given that the synthetic control estimator is a relatively recent method, there are less than 100 published
papers that used this method even if we consider a wide range of journals. Therefore, it would be unfeasible to replicate these
methodologies for synthetic control applications.
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and the synth command for Stata, that are available on of the author’s webpage (Abadie et al. [2011b]).

When implementing the synthetic control method by solving a nested minimization problem (R’s default

and Stata’s nested option), all of our placebo simulations using the CPS have not found a synthetic control

unit for at least one of the observed states.8 When using Stata’s regression-based version of the Synthetic

Control Method, we find that this procedure pays attention only to a small subset of the predictor variables.

In particular, it only considers at most J + 1 predictor variables, where J is the number of control units,

reducing the accuracy of the Synthetic Control Estimator.

2 Synthetic Control Method and Specification Search

Abadie and Gardeazabal [2003], Abadie et al. [2010] and Abadie et al. [2015] have recently developed the

Synthetic Control Method in order to address counterfactual questions involving only one treated unit and a

few control units. Intuitively, this method estimates the potential outcome of the treated unit if there were

no treatment by constructing a weighted average of control units that is as similar as possible to the treated

unit regarding the pre-treatment outcome variable and covariates. For this reason, this weighted average

of control units is known as the synthetic control and treatment effects can be flexibly estimated for each

post-treatment period. Below, we follow Abadie et al. [2010], explaining their estimator.

Suppose that we observe data for (J + 1) ∈ N units during T ∈ N time periods. Additionally, assume

that there is a treatment that affects only unit 19,10 from period T0 + 1 to period T uninterruptedly, where

T0 ∈ (1, T )∩N. Let the scalar Y 0
j,t be the potential outcome that would be observed for unit j in period t if

there were no treatment for j ∈ {1, ..., J + 1} and t ∈ {1, ..., T}. Let the scalar Y 1
j,t be the potential outcome

that would be observed for unit j in period t if unit j received the treatment from period T0 +1 to T . Define

αj,t := Y 1
j,t − Y 0

j,t (1)

as the treatment effect for unit j in period t and Dj,t as a dummy variable that assumes value 1 if unit j is

treated in period t and value 0 otherwise. With this notation, we have that the observed outcome for unit

8This issue may be caused by two different problems: (i) the theoretical literature have not yet elaborated a sufficient
condition for the existence of the synthetic control estimator — in parallel with the rank condition for the OLS estimator —
and there may be no solution for some datasets; and/or (ii) SC objective function may be approximately flat in some regions
of the parameter space, making it hard to find a solution using iterated process.

9We can assume that there is only one treated unit without loss of generality, because, if there is more than one treated
unit, we can look to their weighted average, where the weights are given, for example, by their population share as suggested
by Imbens and Wooldridge [2009].

10The control units j ∈ {2, · · · , J + 1} constitute the donor pool.
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j in period t is given by

Yj,t := Y 0
j,t (1−Dj,t) + Y 1

j,tDj,t.

Since only the first unit receives the treatment from period T0 + 1 to T , we have that:

Dj,t :=

 1 if j = 1 and t > T0

0 otherwise

We aim to identify (α1,T0+1, ..., α1,T ). Since Y 1
1,t is observable for t > T0, equation (1) guarantees that

we only need to estimate Y 0
1,t to accomplish this goal.

Let Yj := [Yj,1...Yj,T0 ]
′

be the vector of observed outcomes for unit j ∈ {1, ..., J + 1} in the pre-treatment

period and Xj a (F × 1)-vector of predictors of Yj. Those predictors can be not only covariates that explain

the outcome variable, but also linear combinations of the variables in Yj.
11 Let also Y0 = [Y2...YJ+1] be

a (T0 × J)-matrix and X0 = [X2...XJ+1] be a (F × J)-matrix.

Since we want to make unit 1’s synthetic control as similar as possible to the actual unit 1, the Synthetic

Control Estimator of Y 0
1,t is given, for each t ∈ {1, ..., T}, by

Ŷ 0
1,t :=

J+1∑
j=2

ŵjYj,t, (2)

where Ŵ = [ŵ2...ŵj+1]
′

:= Ŵ(V̂) ∈ RJ is given by the solution to a nested minimization problem:

Ŵ(V) := arg min
W∈W

(X1 −X0W)′V(X1 −X0W) (3)

where W :=
{

W = [w2...wJ+1]
′ ∈ RJ : wj ≥ 0 for each j ∈ {2, ..., J + 1} and

∑J+1
j=2 wj = 1

}
and V is a

diagonal positive semidefinite matrix of dimension (F × F ) whose trace equals one. Moreover,

V̂ := arg min
V∈V

(Y1 −Y0Ŵ(V))′(Y1 −Y0Ŵ(V)) (4)

where V is the set of diagonal positive semidefinite matrix of dimension (F × F ) whose trace equals one.

Intuitively, Ŵ is a weighting vector that measures the relative importance of each unit in the synthetic

control of unit 1 and V̂ measures the relative importance of each one of the F predictors. Consequently, this

11For example, if the outcome variable is a country’s per capita GDP and T0 = 12, Xj may contain the investment rate, some
measures of human capital and institutional quality, population, and the average per capita GDP from 1 to 4, from 5 to 8 and
from 9 to 12.
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technique makes the synthetic control of unit 1 as similar as possible with the actual unit 1 considering the

F predictors and the pre-intervention values of the outcome variable when we choose the Euclidean metric

(or a reweighed version of it) to evaluate the distance between the observed variables for unit 1 and the

values predicted by the Synthetic Control Method.

Abadie and Gardeazabal [2003], Abadie et al. [2010] and Abadie et al. [2015] propose two other ways

to choose V̂. The first and most simple one is to use subjective and previous knowledge about the relative

importance of each predictor. Since, according to the authors, one of the advantages of the Synthetic Control

Method is to make the choice of comparison groups in comparative case studies more objective, this method

of choosing V is discouraged by those authors. Another choice method for V̂ is to divide the pre-intervention

period in two sub-periods: one training period and one validation period. While data from the training period

are used to solve problem (3), data for the validation period are used to solve problem (4). Intuitively, this

technique of cross-validation chooses matrix Ŵ(V̂) to minimize the out-of-sample prediction errors, an

advantage when compared to the method described above. However, the cost of this improvement is the

need of a longer pre-intervention period. Moreover, the Stata command made available by those authors also

allows the researcher to use a regression-based method in order to compute matrix V̂.12 According to Kaul

et al. [2015], this choice method estimates, for each time period t ∈ {1, ..., T0}, a cross-section regression

of yj,t on all F predictor variables, yielding regression coefficients β̂t,f for each t ∈ {1, ..., T0} and for each

f ∈ {1, ..., F}. It then populates the diagonal of matrix V̂ by imposing vf,f :=

∑T0

t=1 β̂
2
t,f∑F

f=1

∑T0

t=1 β̂
2
t,f

for each

f ∈ {1, ..., F}. A natural problem of this choice method is that it will allocate strictly positive weights vf,f

for only f̃ := min {F, J + 1} due to a degrees of freedom restriction, actually making it impossible to use

many predictor variables — i.e., F > J + 1.13

Finally, we define the Synthetic Control Estimator of α1,t (or the estimated gap) as

α̂1,t := Y1,t − Ŷ N
1,t (5)

for each t ∈ {1, ..., T}.

Abadie et al. [2015] propose an inference procedure that consists in a straightforward permutation test.

They permute which unit is assumed to be treated and estimate, for each j ∈ {2, ..., J + 1} and t ∈ {1, ..., T},

α̂j,t as described above. Then, they compute the test statistic

12This method is not covered in Abadie and Gardeazabal [2003], Abadie et al. [2010] and Abadie et al. [2015].
13This situation arises in the empirical literature when T0 > J+1 and the empirical researcher wants to use all pre-treatment

outcome values as predictor variables, following, for example, Billmeier and Nannicini [2013].
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RMSPEj :=

∑T
t=T0+1

(
Yj,t − Ŷ N

j,t

)2/(T − T0)∑T0
t=1

(
Yj,t − Ŷ N

j,t

)2/T0

where the acronym RMSPE stands for ratio of the mean squared prediction errors14. Moreover, they propose

to calculate a p-value

p :=

∑J+1
j=1 1 [RMSPEj ≥ RMSPE1]

J + 1
, (6)

where 1[�] is the indicator function of event �, and reject the null hypothesis of no effect if p is less than some

pre-specified significance level, such as the traditional value of 0.1.15 Ferman and Pinto [2015] show that a

test statistic that includes in the denominator only the pre-treatment periods not used in the estimation of

the SC weights provides a better heteroskedasticity correction, although they also argue that such test could

have low power if there are only few pre-treatment periods not included in the estimation of the SC weights.

Abadie et al. [2010] and Abadie et al. [2015] describes many advantages of the synthetic control estimator

over techniques traditionally used in comparative studies. According to them, this method is a transparent

way to choose comparison units, reducing researchers’ discretionary power by imposing a data-driven process

that computes the control unit that is most similar to the treated unit. They also argue that, since estimation

of the synthetic control weights does not require access to post-intervention outcomes, researchers could

decide on study design without knowing how those decisions would affect the conclusions of their studies.

Consequently, the synthetic control method would be robust against specification searching, a common

problem in many empirical areas as pointed out by Brodeur et al. [2016]. However, researchers frequently

have access to post-intervention outcomes in the empirical contexts most common for synthetic control

applications, creating an opportunity to search for significant results if there is publication bias.

Abadie et al. [2010] and Abadie et al. [2015] recommend several robustness checks for synthetic control

applications: in-time placebo tests16, leave-one-out tests in the comparison units dimension17 and restricted

synthetic control unit18. Reducing the donor pool size is another robustness check recommend by them that

14When dividing the pre-treatment period in a training period and in a validation period, the authors are not clear about
whether the denominator of this test statistic should include all pre-treatment values or only the validation period outcome
values.

15Firpo and Possebom [2016] detailedly discuss this inference procedure, formalizing and generalizing it.
16This test consists in assigning the beginning of the post-treatment period to a earlier period t∗ < T0 and look for a treatment

effect before T0. If there is one, there is evidence that estimated effect is not actually caused by the investigated treatment.
17Generally, the synthetic control method allocates positive weights to a small number of control units. This test consists in

dropping one of the units that received a positive weight from the donor pool and reestimating the treatment effect. It aims to
verify the influence of a particular unit in the estimated result.

18In order to avoid over-fitting, this test force the synthetic control method to allocate positive weights only to a fixed number
of control units, mimicking the n nearest neighbors matching estimator.
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many authors follow, e.g.: Ando [2015], Barone and Mocetti [2014], Kreif et al. [2015] and Mideksa [2013].

Despite all the cautionary notes by Abadie et al. [2010] and Abadie et al. [2015] about the importance of

robustness checks in synthetic control applications, the literature is mute, to the best of our knowledge,

about the specification-search possibilities generated by the choice of predictors variables19. Since any linear

combination of pre-treatment outcome values can be an element of Xj, a researcher may look for a significant

estimate by including or excluding some pre-treatment outcome values from its specification. This risk is

even greater when we consider that there is no consensus about which outcome values should be included

in Xj: Abadie and Gardeazabal [2003], Abadie et al. [2015] and Kleven et al. [2013] use the mean of all

pre-treatment outcome values; Smith [2015] uses Yj,T0
, Yj,T0−3, Yj,T0−5 and Yj,T0−7; Abadie et al. [2010]

picks Yj,T0 , Yj,T0−8 and Yj,T0−13; Billmeier and Nannicini [2013], Bohn et al. [2014], Gobillon and Magnac

[2016], Hinrichs [2012] use all pre-treatment outcome values; and Montalvo [2011] uses only the last two

pre-treatment outcome values.20 If different specifications result in wildly different SC estimators, then it

would be possible to search for specifications that reject then null hypothesis.

3 Monte Carlo Simulations

In order to verify the possibility of specification search, we elaborate a Monte Carlo Experiment in which

we generate 20,000 data sets and, for each one of them, test the null hypothesis of no effect adopting several

different specifications. We compute the rejection rate of this simulation by counting how many data sets are

associated to a rejected null hypothesis at the 5%-significance level for at least one specification. If different

SC specifications lead to similar SC weights, then this rejection rate would be close to 5% and the risk of

specification searching would be low.

Our data generating process (DGP) is given by:

Y 0
j,t = δt + λtµj + εj,t (7)

We set the total number of units J = 20; λt is a (K, 1) vector with λkt ∼ N(0, 1); µj is such that the

20 units are divided into K groups where the units in each group assign µk
j = 1 for one k and zero for the

others21; εj,t ∼ N(0, 1). Finally, we impose that there is no treatment effect, i.e., Yj,t = Y 0
j,t = Y 1

j,t for each

19From now on, we call the choice of predictors variables of the synthetic control estimator as specification search because it
mimics the choice of functional form in a linear model.

20By no means, we imply that those authors have incurred in specification search. We have only listed them as prominent
examples of different choices regarding predictor variables.

21For example, with K = 2 we have λt = (λ1t , λ
2
t ), µj = (1, 0) for j = 1, ..., 10 and µj = (0, 1) for j = 11, ..., 20.
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time period t ∈ {1, ..., T0}.

We consider variations in the DGP along two dimensions:

• The number of pre-intervention periods: T0 ∈ {12, 32, 100, 230}.

• The number of different groups whose units follow parallel trends: K ∈ {2, 10}.

We test the null hypothesis of no effect at the 5%-significance level adopting the following six specifications

that differ only in the linear combinations of pre-treatment outcome values used as predictors:

1. Pre-treatment outcome mean: Xj = [
∑T0

t=1 Yj,t/T0]

2. All pre-treatment outcome values: Xj = [Yj,1, · · · , Yj,T0
]
′

3. The first half of the pre-treatment outcome values: Xj =
[
Yj,1, · · · , Yj,T0/2

]′
4. The first three fourths of the pre-treatment outcome values22: Xj =

[
Yj,1, · · · , Yj,3T0/4

]′
5. Odd pre-treatment outcome values: Xj =

[
Yj,1, Yj,3, · · · , Yj,(T0−3), Yj,(T0−1)

]′
6. Even pre-treatment outcome values: Xj =

[
Yj,2, Yj,4, · · · , Yj,(T0−2), Yj,T0

]′
We run our simulations in Stata using the synth module (Abadie et al. [2011b]). We do not use the nested

option and we set the diagonal matrix V as the identity matrix. All of our MC results are very similar if we

compare to simulations using the command in R (Abadie et al. [2011a]), which uses a fully nested optimization

procedure to determine the optimal V.23 We focus on the non-nested minimization problem because in the

placebo simulations using CPS that we run in Stata with the nested option, the nested minimization problem

failed to converge. More importantly, the default option in the Stata command without the nested option uses

a data-driven regression based method to obtain the variable weights contained in the matrix V. However,

we found that the number of non-zero entries in the diagonal matrix V that results from this procedure is

always equal to min{F, J+1}. This implies that, when T0 grows, this method essentially discards part of the

information that should be used to estimate the SC weights. For example, with J + 1 = 20 and considering

the specification that uses all pre-treatment outcome values, this command would solve essentially the same

minimization problem whether T0 is equal to 32, 100 or 230. In all these cases, the weights would be based

on the fit of only 20 out of the T0 pre-treatment periods, so more pre-treatment periods would not translate

22When T0 = 230, we use the smallest integer that is larger than 3T0/4 as the last period included in matrix Xj
23Results available upon request.
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into more accurate weights. Since all our specifications include pre-treatment lags of the outcome variable

(except for specification 1 in which the choice of V is not relevant), we follow Bohn et al. [2014] and estimate

the SC estimators setting the diagonal matrix V as the identity matrix, which implies that we consider equal

weights for all lags.

For each specification, we run a permutation test using the Abadie et al. [2015] RMSPE test statistic

and reject the null at 5%-significance level if the treated unit has the largest RMSPE among the 20 units.

By construction, this leads to a 5% rejection rate when we look at each specification separately. We are

interested, however, in the probability that we would reject the null at 5%-significance level in at least one

specification. This is the probability that a researcher would be able to report a significant result even

when there is no effect if he incurs in specification searching. If all different specifications result in the

same synthetic control unit, then we would find that the probability of rejecting the null in at least one

specification would be equal to 5% as well. However, this number may be higher if the synthetic control

weights depend on specification choices.

We present in column 1 of Table 1 the probability of rejecting the null at 5% in at least one specification

when there are 10 groups of 2 units each following different parallel trends. With T0 = 12, a researcher

considering these six different specification would be able to report a specification with statistically significant

results at the 5% level with probability 13.3%. If we consider 10% significance tests, then the probability

of rejecting the null in at least one specification would be up to 23.5%. Therefore, with few pre-treatment

periods, a researcher would have substantial opportunities to select statistically significant specifications

even when the null hypothesis is true. Note that it is not unusual to have SC applications with as few as 12

pre-intervention periods24.

If the variation in the synthetic control weights across different specifications vanishes when the number

of pre-treatment periods goes to infinity, then we would expect this probability to get close to 5% once the

number of pre-treatment periods gets large. In this case, all different specifications would provide roughly

the same synthetic control unit and, therefore, the same treatment effect estimate. We show in columns 1

and 2 of Table 1 the probabilities of rejecting the null in at least one specification is, as expected, decreasing

with the number of pre-treatment periods. However, these probabilities decrease very slowly. Even if we

consider a scenario with 230 pre-intervention periods, it would still be possible to reject the null in at least

one specification 10% (18%) of the time for a 5% (10%) significance test. Therefore, specification searching

24See, for example, Abadie and Gardeazabal [2003], Kleven et al. [2013], Kreif et al. [2015], Smith [2015], Ando [2015], Liu
[2015], Sills et al. [2015], Billmeier and Nannicini [2013], Bohn et al. [2014], Cavallo et al. [2013], Gobillon and Magnac [2016],
Hinrichs [2012], Montalvo [2011], Li [2012] and Hosny [2012].
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would remain a problem for the SC method unless the number of pre-intervention periods is remarkably

large.25 In columns 3 and 4 of Table 1 we present the results when there are 2 groups of 10 units each

following different parallel trends. The probabilities of rejecting the null in at least one specification are

similar to the previous case.

We present in Table 2 a measure of the variability in the allocation of weights across specifications. For

each unit in the donor pool we look for the specifications that allocate the most and the least weight for

this unit. Then we take the maximum value of this difference across units in the donor pool. With 12

pre-treatment periods, we find, on average, 0.67, which suggests that different specifications allocate wildly

different weights across units in the donor pool. These numbers decreases very slowly with the number of

pre-treatment periods, which justifies the fact that there are still significant possibilities for specification

searching even when T0 is large.

Our data-generating process (DGP) also provides a way to measure the extent to which different spec-

ifications assign positive weight to units in the donor pool that should not be considered in the synthetic

control unit. Since, in our DGP, we divide units into groups whose trends are parallel only when compared

to units in the same group, the sum of the weights allocated to the units in the other groups is a measure of

the relevance given by the synthetic control method to units whose true potential outcome follows a different

trajectory than the one followed by the unit chosen to be the treated one. In Panel A of Table 3, we present

the proportion of misallocated weights by the SC estimator for each specification when there are 10 groups of

2 units each following different parallel trends. Note that, in this case, there is only one unit that follows the

same parallel trend as the treated unit, while all the other units follow different parallel trends. Therefore,

the SC control method should allocate 100% of the weight to the unit that follows a parallel trend. The

results presented in column (1) shows that the specification that uses the mean of all pre-treatment outcome

values as predictor misallocates remarkably more weight when compared to alternative specifications. More

specifically, almost 91% of the weights used to construct the SC unit is allocated to units that follow different

trends relative to the treated unit. Also, this number does not decrease with the number of pre-intervention

periods. This result is not surprising given that, in our DGP, the expected value of the outcome variable is

the same for all groups. Still, this result highlights that, when there is no covariates, using the average of the

pre-treatment outcome values might not capture the time-series dynamics of the groups, which is the main

goal of the SC method. The other specifications do a slightly better job in assigning weights to the correct

25We stress that, in our review of the empirical literature, Saunders et al. [2014] use the largest pre-treatment period that we
have found: 36 months.
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unit in the donor pool. However, the share of misallocated weights is still higher than 50% even when there

are 230 pre-intervention periods. In Panel B we present the results when there are 2 groups of 10 units each

following different parallel trends. We find the same patterns, although the numbers are mechanically lower

because now there are only 10 units (instead of 18) that should not receive positive weights.

Given that the specification that uses the average of the pre-intervention outcomes stands out by mis-

allocating significantly more weights, we replicate our results on specification-searching possibilities and on

the variability in the allocation of weights in Tables 4 and 5. The probability of rejecting the null in at

least one specification decreases mechanically relative to the previous case, since we are considering only 5

instead of 6 specifications. We find that the probability of rejecting the null in at least one specification

decreases more rapidly with T0 once we discard specification 1, although there is still a probability of 7.6%

of rejecting the null at 5% even when we have 230 pre-intervention periods (14.7% if we consider a 10% test).

With T0 = 32, which is more pre-treatment periods than available for most SC application, the probability

of rejecting the null in at least one of the five specifications at 5% is around 10% (around 18% if we consider

a 10% significance level). The variability in the allocation of weights also decreases substantially once we

discard specification 1.

Finally, in Table 6 we present specification-searching possibilities using an alternative test statistic that

uses in the denominator only the MSPE of lags not used in the estimation of the SC weights. As suggested

in Ferman and Pinto [2015], this alternative test statistic provides a better heteroskedasticity correction

with finite T0 in MC simulations. The specification-searching possibilities are higher than with the original

test statistic. The reason is that using only lags not used in the estimation of the SC weights induces more

variability in the denominator, which increases the probability that different test statistics would provide

different test results.

4 Simulations with Real Data

The results presented in Section 3 suggest that different specifications of the SC method can generate

significant specification-searching opportunities. We now check whether the results we find in our MC sim-

ulations are also relevant when we consider real datasets by conducting simulations of placebo interventions

with the Current Population Survey (CPS). We use the CPS Merged Outgoing Rotation Groups for the

years 1979 to 2014, and extract information on employment status and earnings for women between ages

25 and 50, following Bertrand et al. [2004]. We first consider simulations with 12 pre-intervention periods,
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4 post-intervention periods, and 20 states. In each simulation, we randomly select 20 out of the 51 states

(including Washington, D.C.) and then we randomly select the first periods between 1979 and 1999 and

we extract 16 consecutive years of data. Then we consider simulations with 32 pre-intervention periods, 4

post-intervention periods, and 20 states. In this case, we randomly select 20 states and use the entire 36

years of data. In each scenario, we run 20,000 simulations using either employment or log wages as the

dependent variable and test the null hypothesis using the same six specifications of section 3.

We present the probabilities of rejecting the null in at least one specification in Table 7. We present

in Panel A results considering all 6 specifications defined in Section 3. In Panel B we exclude specification

1, while in Panel C we use the test statistic suggested in Ferman and Pinto [2015]. We use standard

errors clustered at the level of the treated state in order to take into account that the simulations are not

independent. The results are very similar to our finding in the MC simulations. In particular, with 32

pre-intervention periods, we find that the a researcher would have a probability higher than 10% of finding

at least one specification that is statistically significant at 5% even excluding specification 1 (the probability

of rejecting the null in at least one specification is around 20% if we consider 10% significance level tests).

These results suggest that specification-searching possibilities in SC applications can be relevant in real

applications of the method.

5 Recommendations

Our first recommendation is that researchers applying the SC should report results for different specifica-

tions. However, even if a researcher present results for all possible SC specifications with an hypothesis test

for each specification, this would not provide a valid a valid hypothesis test. If the decision rule is to reject

the null if the test rejects in all specifications, then we could end up with a very conservative test (Romano

and Wolf [2005]).26 If the decision rule is to reject the null if the test rejects in at least one specification,

then we would be back in the situation where we over-reject the null. Also, we would not have objectively

a point estimate for the policy effect, as different specifications would yield different results. Therefore, it

is important to provide a valid hypothesis testing procedure combined with a decision rule that determines

which specification we should look at as suggested by White [2000].

We need to consider a criterion to choose among all possible specifications. One possibility is to choose

the specification that minimizes the mean squared prediction error (MSPE) for the post-intervention period.

26When we adopt this decision rule, the rejection rate in our simulations for a 5%-significance level test in section 3 considering
the six specifications is around 0.6% when T0 = 12 and around 1.6% when T0 = 230.
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For each specification, we compute the SC estimator considering each unit j in the donor pool as the treated.

Then we calculate for each specification s, unit j ∈ {2, .., J + 1} and time t ∈ {T0 + 1, ..., T} the predicted

error:

Yj,t − Ŷ s
j,t = Yj,t −

∑
l 6=j

ŵj,s
l Yl,t (8)

where l ∈ {1, ..., J + 1} \ {j} indexes units in the control group that are used to construct the synthetic

control and ŵj,s
l represents the SC weights using specification s when unit j is used as treated. Then we can

calculate the MSPE of each specification by averaging across time and units in the donor pool:

MSPE(s) =
1

(T − T0)J

J+1∑
j=2

T∑
t=T0+1

(
Yj,t − Ŷ s

j,t

)2
(9)

If the specification provides an accurate synthetic control estimator, we expect that the mean squared

error of prediction should be close to zero, since the units in the control group were not affect by the

intervention in the post-treatment period.

Our recommendation for the researcher is to choose the specification that minimizes the MSPE. If we

have S ∈ N specifications, we choose the specification s that solves the following minimization problem:

mins∈S

 1

(T − T0)J

J+1∑
j=2

T∑
t=T0+1

(
Yj,t − Ŷ s

j,t

)2
The idea of using the mean squared error criterion to choose the model specification is not new in the

literature. In the time series literature, the mean squared error of forecast has been used to evaluate post-

sample prediction performance (Tsurumi and Wago [1991]). while the out-of-sample mean squared prediction

error has been used to evaluate the predictability of the models (Clark and West [2006]). In addition, the

mean squared error of prediction is also used to compare alternative models in ecological and agronomic

systems (Wallach and Goffinet [1989]).

Another possible solution to the potential specification-searching problem is suggested by Imbens and

Rubin [2015]. After reporting results for all specifications, the researcher could construct a new test statistic

as a function that combines all the test statistics and base his or her inference procedure on this new test

statistic. One limitation of this approach is that it would not determine a point estimate for the effect.
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6 Conclusion

We show that the lack of specific guidance on how to choose among different SC specification gener-

ates scope for specification searching. While the possibility for specification searching diminishes when the

number of pre-intervention periods increases, the probability of rejecting the null hypothesis in at least one

specification diminishes very slowly. The results from our MC simulations and simulations with the CPS sug-

gest significant possibilities for specification searching even when one has information on 230 pre-intervention

periods, which would imply almost 20 years of monthly data. Therefore, common SC applications should be

susceptible to this specification-searching problem.

Our results point out that using the average of the pre-intervention average, which is a common specifi-

cation in SC applications, does a poor job in capturing the time series dynamics of the data. However, there

are still plenty of alternative specifications that a researcher could choose in SC applications even when we

discard this specification. This lack of specific guidance in determining which economic predictors should

be used is an important limitation of the SC method, and further research is needed in order to determine

which specification should be chosen. We work in this direction by proposing a MSPE criterion based on

the estimated post-treatment effects in placebo estimations.

Finally, we show that the choice of the weighting matrix V can be important, and that the commonly

used Stata command without the nested option provides a choice for this matrix that should not be used

in applications with a large number of pre-intervention periods. On the other hand, there is a high chance

that the optimization program will not converge if one uses the nested command in Stata or the command

in R. Therefore, it is also is important that applied researchers present all details in the implementation of

the SC method, including which software was used and what was the choice for matrix V .
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puc-rio.br/pergamum/tesesabertas/1212327_2014_completo.pdf.

Sandesh Dhungana. Identifying and Evaluating Large Scale Policy Interventions: What Questions Can

We Answer? Available at: https://openknowledge.worldbank.org/bitstream/handle/10986/3688/

WPS5918.pdf?sequence=1., December 2011.

William DuPont and Ilan Noy. What Happened to Kobe? A Reassessment of the Impact of the 1995

Earthquake in Japan. Available at: http://www.economics.hawaii.edu/research/workingpapers/

WP_12-4.pdf., March 2012.

Bruno Ferman and Cristine Pinto. Inference in Differences-in-Differences with Different Group Sizes. Working

Paper, October 2015.

Sergio Firpo and Vitor Possebom. Synthetic Control Estimator: A Generalized Inference Procedure and

Confidence Sets. Working Paper, https://goo.gl/oQTX9c, April 2016.

Sachin Gathani, Massimiliano Santini, and Dimitri Stoelinga. Innovative Techniques to Evaluate the Im-

pacts of Private Sector Developments Reforms: An Application to Rwanda and 11 other Countries. Work-

ing Paper, https://blogs.worldbank.org/impactevaluations/files/impactevaluations/methods_

for_impact_evaluations_feb06-final.pdf, February 2013.

Laurent Gobillon and Thierry Magnac. Regional Policy Evaluation: Interative Fixed Effects and Synthetic

Controls. Review of Economics and Statistics, 2016. Forthcoming.

Peter Hinrichs. The Effects of Affirmative Action Bans on College Enrollment, Educational Attainment, and

the Demographic Composition of Universities. Review of Economics and Statistics, 94(3):712–722, March

2012.

Amr Sadek Hosny. Algeria’s Trade with GAFTA Countries: A Synthetic Control Approach. Transition

Studies Review, 19:35–42, 2012.

Guido W. Imbens and Donald B. Rubin. Causal Inference for Statistics, Social and Biomedical Sciences:

An Introduction. Cambridge University Press, United Kingdom, 1st edition, 2015.

Guido W. Imbens and Jeffrey M. Wooldridge. Recent Developments in the Econometrics of Program Eval-

uation. Journal of Economic Literature, 47(1):5–86, 2009.

19

http://www.dbd.puc-rio.br/pergamum/tesesabertas/1212327_2014_completo.pdf
http://www.dbd.puc-rio.br/pergamum/tesesabertas/1212327_2014_completo.pdf
https://openknowledge.worldbank.org/bitstream/handle/10986/3688/WPS5918.pdf?sequence=1
https://openknowledge.worldbank.org/bitstream/handle/10986/3688/WPS5918.pdf?sequence=1
http://www.economics.hawaii.edu/research/workingpapers/WP_12-4.pdf
http://www.economics.hawaii.edu/research/workingpapers/WP_12-4.pdf
https://goo.gl/oQTX9c
https://blogs.worldbank.org/impactevaluations/files/impactevaluations/methods_for_impact_evaluations_feb06-final.pdf
https://blogs.worldbank.org/impactevaluations/files/impactevaluations/methods_for_impact_evaluations_feb06-final.pdf


Yothin Jinjarak, Ilan Noy, and Huanhuan Zheng. Capital Controls in Brazil — Stemming a Tide with a

Signal? Journal of Banking & Finance, 37:2938–2952, 2013.
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Table 1: Probability of rejecting the null in at least one specification

K = 10 K = 2
5% test 10% test 5% test 10% test

(1) (2) (3) (4)
T0 = 12 0.133 0.235 0.132 0.232

(0.002) (0.003) (0.002) (0.003)

T0 = 32 0.117 0.211 0.115 0.211
(0.002) (0.003) (0.002) (0.003)

T0 = 100 0.103 0.193 0.104 0.193
(0.002) (0.003) (0.002) (0.003)

T0 = 230 0.097 0.184 0.097 0.179
(0.002) (0.003) (0.002) (0.003)

Source: Authors’ own elaboration. Note: Rejection rates are esti-
mated based on 20,000 observations and on six specifications — (1)
the mean of all pre-treatment outcome values, (2) all pre-treatment
outcome values, (3) the first half of the pre-treatment outcome val-
ues, (4) the first three quarters of the pre-treatment outcome values,
(5) odd pre-treatment outcome values, and (6) even pre-treatment
outcome values. K ∈ N indicates the number of groups whose units
follow parallel trends, z% test indicates that the nominal size of the
analyzed test is z% and T0 is the number of pre-treatment periods.
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Table 2: Variability of Weights

K = 10 K = 2
(1) (2)

T0 = 12 0.670 0.671
(0.001) (0.001)

T0 = 32 0.580 0.565
(0.001) (0.001)

T0 = 100 0.549 0.470
(0.001) (0.002)

T0 = 230 0.545 0.422
(0.001) (0.002)

Source: Authors’ own elaboration.
Note: The average variability of
weights is based on 20,000 observa-
tions. This measure is computed in
the following way: for each unit in
the donor pool, we look for the spec-
ifications that allocate the most and
the least weight for this unit. Then
we take the maximum value of this
difference across units in the donor
pool. We use six specifications —
(1) the mean of all pre-treatment out-
come values, (2) all pre-treatment
outcome values, (3) the first half of
the pre-treatment outcome values, (4)
the first three quarters of the pre-
treatment outcome values, (5) odd
pre-treatment outcome values, and
(6) even pre-treatment outcome val-
ues — to construct this variable. K ∈
N indicates the number of groups
whose units follow parallel trends and
T0 is the number of pre-treatment pe-
riods.
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Table 3: Misallocation of weights

Specification
1 2 3 4 5 6

Panel A: K = 10
T0 = 12 0.907 0.695 0.774 0.728 0.775 0.771

(0.001) (0.002) (0.002) (0.002) (0.002) (0.002)

T0 = 32 0.909 0.591 0.659 0.616 0.658 0.660
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

T0 = 100 0.910 0.532 0.564 0.543 0.563 0.562
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

T0 = 230 0.911 0.513 0.529 0.518 0.528 0.529
(0.001) (0.000) (0.001) (0.000) (0.001) (0.001)

Panel B: K = 2
T0 = 12 0.410 0.215 0.247 0.227 0.250 0.249

(0.002) (0.001) (0.002) (0.001) (0.002) (0.002)

T0 = 32 0.418 0.171 0.197 0.183 0.199 0.198
(0.002) (0.001) (0.001) (0.001) (0.001) (0.001)

T0 = 100 0.414 0.134 0.156 0.143 0.155 0.156
(0.002) (0.000) (0.001) (0.001) (0.001) (0.001)

T0 = 230 0.413 0.114 0.130 0.120 0.130 0.130
(0.002) (0.000) (0.000) (0.000) (0.000) (0.000)

Source: Authors’ own elaboration. Note: The average of misallocated weights is
based on 20,000 observations. The reasiong behind this variable is the following:
since, in our DGP, we divide units into groups whose trends are parallel only when
compared to units in the same group, the sum of the weights allocated to the units
in the other groups is a measure of the relevance given by the synthetic control
method to units whose true potential outcome follows a different trajectory than
the one followed by the unit chosen to be the treated one. Specifications s is one
of the specifications used to compute the synthetic control unit: (1) the mean of
all pre-treatment outcome values, (2) all pre-treatment outcome values, (3) the
first half of the pre-treatment outcome values, (4) the first three quarters of the
pre-treatment outcome values, (5) odd pre-treatment outcome values, and (6) even
pre-treatment outcome values. K ∈ N indicates the number of groups whose units
follow parallel trends and T0 is the number of pre-treatment periods.
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Table 4: Probability of rejecting the null in at least one specification excluding specification 1

K = 10 K = 2
5% test 10% test 5% test 10% test

(1) (2) (3) (4)
T0 = 12 0.116 0.209 0.115 0.206

(0.002) (0.003) (0.002) (0.003)

T0 = 32 0.100 0.183 0.099 0.182
(0.002) (0.003) (0.002) (0.003)

T0 = 100 0.085 0.160 0.087 0.162
(0.002) (0.003) (0.002) (0.003)

T0 = 230 0.076 0.147 0.078 0.146
(0.002) (0.003) (0.002) (0.002)

Source: Authors’ own elaboration. Note: Rejection rates are es-
timated based on 20,000 observations and on five specifications —
(2) all pre-treatment outcome values, (3) the first half of the pre-
treatment outcome values, (4) the first three quarters of the pre-
treatment outcome values, (5) odd pre-treatment outcome values,
and (6) even pre-treatment outcome values. K ∈ N indicates the
number of groups whose units follow parallel trends, z% test indi-
cates that the nominal size of the analyzed test is z% and T0 is the
number of pre-treatment periods.
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Table 5: Variability of weights excluding specification 1

K = 10 K = 2
(1) (2)

T0 = 12 0.581 0.591
(0.001) (0.001)

T0 = 32 0.401 0.438
(0.001) (0.001)

T0 = 100 0.241 0.295
(0.000) (0.001)

T0 = 230 0.171 0.216
(0.000) (0.000)

Source: Authors’ own elaboration.
Note: The average variability of
weights is based on 20,000 observa-
tions. This measure is computed in
the following way: for each unit in
the donor pool, we look for the spec-
ifications that allocate the most and
the least weight for this unit. Then
we take the maximum value of this
difference across units in the donor
pool. We use six specifications —
(1) the mean of all pre-treatment out-
come values, (2) all pre-treatment
outcome values, (3) the first half of
the pre-treatment outcome values, (4)
the first three quarters of the pre-
treatment outcome values, (5) odd
pre-treatment outcome values, and
(6) even pre-treatment outcome val-
ues — to construct this variable. K ∈
N indicates the number of groups
whose units follow parallel trends and
T0 is the number of pre-treatment pe-
riods.
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Table 6: Probability of rejecting the null in at least one specification using alternative test
statistic

K = 10 K = 2
5% test 10% test 5% test 10% test

(1) (2) (3) (4)
T0 = 12 0.155 0.272 0.154 0.272

(0.003) (0.003) (0.003) (0.003)

T0 = 32 0.141 0.244 0.138 0.241
(0.002) (0.003) (0.002) (0.003)

T0 = 100 0.115 0.203 0.116 0.206
(0.002) (0.003) (0.002) (0.003)

T0 = 230 0.097 0.178 0.099 0.178
(0.002) (0.003) (0.002) (0.003)

Source: Authors’ own elaboration. Note: Rejection rates are esti-
mated based on 20,000 observations and on six specifications — (1)
the mean of all pre-treatment outcome values, (2) all pre-treatment
outcome values, (3) the first half of the pre-treatment outcome val-
ues, (4) the first three quarters of the pre-treatment outcome values,
(5) odd pre-treatment outcome values, and (6) even pre-treatment
outcome values. K ∈ N indicates the number of groups whose units
follow parallel trends, z% test indicates that the nominal size of the
analyzed test is z% and T0 is the number of pre-treatment periods.
Here, we consider the alternative test statistic that calculates the
pre-intervention MSPE using only lags not used in the estimation of
weights.
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Table 7: Probability of rejecting the null in at least one specification - CPS simulations

Pooled Employment Log wages
5% test 10% test 5% test 10% test 5% test 10% test

(1) (2) (3) (4) (5) (6)

Panel A: all specifications
T0 = 12 0.136*** 0.240*** 0.141*** 0.242*** 0.132*** 0.238***

(0.010) (0.014) (0.013) (0.017) (0.012) (0.017)

T0 = 32 0.126*** 0.219*** 0.119** 0.209*** 0.133*** 0.228***
(0.021) (0.027) (0.032) (0.041) (0.029) (0.038)

Panel B: exclude specification 1
T0 = 12 0.123*** 0.219*** 0.127*** 0.221*** 0.118*** 0.216***

(0.010) (0.014) (0.012) (0.017) (0.012) (0.017)

T0 = 32 0.111*** 0.199*** 0.107* 0.194** 0.116** 0.203***
(0.019) (0.026) (0.029) (0.039) (0.027) (0.036)

Panel C: alternative test statistic
T0 = 12 0.146*** 0.258*** 0.148*** 0.260*** 0.144*** 0.256***

(0.007) (0.009) (0.009) (0.012) (0.008) (0.012)

T0 = 32 0.135*** 0.235*** 0.129*** 0.223*** 0.141*** 0.247***
(0.019) (0.025) (0.030) (0.039) (0.028) (0.037)

Source: Authors’ own elaboration. Note: Rejection rates are estimated based on 20,000 observations
for each outcome variable (employment and log wages) and number of pre-treatment periods (T0 ∈
{12, 32}). Columns 1 and 2 present results pooling results using employment and log wages as
outcome variable. In Panel A we consider the probability of rejecting in at least one of the six
specifications described in Section 3. In Panel B we present this probability excluding specification
1. In Panel C we consider the alternative test statistic that calculates the pre-intervention MSPE
using only lags not used in the estimation of weights. z% test indicates that the nominal size of the
analyzed test is z%. * means that we reject at 10% the null that the probability of rejecting at least
one specification at z% is equal to z%. ** means that we reject at 5%, while *** means that we
reject at 1%.
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