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ABSTRACT With the advancement of Artificial Intelligence technology, the development of various applied 

software and studies are actively conducted on detection, classification, and prediction through 

interdisciplinary convergence and integration. Among them, medical AI has been drawing huge interest and 

popularity in Computer-Aided Diagnosis, which collects human body signals to predict abnormal symptoms 

of health, and diagnoses diseases through medical images such as X-ray and CT. Since X-ray and CT in 

medicine use high-resolution images, they require high specification equipment and huge energy 

consumption due to high computation in learning and recognition, incurring huge costs to create an 

environment for operation. Thus, this paper proposes a chest X-ray outlier detection model using dimension 

reduction and edge detection to solve these issues. The proposed method scans an X-ray image using a 

window of a certain size, conducts difference imaging of adjacent segment-images, and extracts the edge 

information in a binary format through the AND operation. To convert the extracted edge, which is visual 

information, into a series of lines, it is computed in convolution with the detection filter that has a coefficient 

of 2n and the lines are divided into 16 types. By counting the converted data, a one-dimensional 16-size array 

per one segment-image is produced, and this reduced data is used as an input to the RNN-based learning 

model. In addition, the study conducted various experiments based on the COVID-chest X-ray dataset to 

evaluate the performance of the proposed model. According to the experiment results, the LFA-RNN showed 

the highest accuracy at 97.5% in the learning calculated through learning, followed by CRNN 96.1%, VGG 

96.6%, AlexNet 94.1%, Conv1D 79.4%, and DNN 78.9%. In addition, LFA-RNN showed the lowest loss at 

about 0.0357. 

INDEX TERMS Computer-Aided Diagnosis (CAD) system, Feature Extraction, Line Feature Analysis 

(LFA), RNN, Deep learning 

I. INTRODUCTION 

As the healthcare industry is recently shifting its focus from 

disease treatment the past to prevention, patients are 

demanding more effective and safe treatment and personalized 

treatment from medical care providers [1-3]. To achieve this, 

it is necessary to comprehensively analyze and utilize patients' 

lifelog data, medical image data, genetic data, medical 

literature data, and medical records in hospitals. There are 

limitations in diagnosing patients by analyzing the vast 

amounts of data through doctors' cognitive judgment ability 

and effort, and environmental factors [4-7]. Thus, studies have 

been actively conducted on AI technologies that assist and 

replace doctors to analyze patients' data and support decision-

making. Even for the same disease, doctors have huge 

differences in treatment and lack consistency [8-10]. Since 

healthcare determines a person's life and diagnoses diseases, 

its diagnosis accuracy is very important. Patients' confidence 

is increasing toward AI-based healthcare technology with fast 

computational power and high accuracy based on diagnosis 

evidence [11-15]. Medical imaging technology in AI is one of 

the fields with the most active research. To diagnose a disease, 

medical images collect various parts inside and outside the 

human body through an image collecting device, and clinical 

or image medical specialists use the collected images for 

diagnosis by relying entirely on their visual cognitive ability 

and judgment. However, such an existing method is being 

improved or replaced by AI [16-18]. Many studies are actively 

in progress because AI can recognize the characteristics of 
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image data more accurately and faster than doctors. In 

particular, the recent outbreak of an unprecedented COVID-

19 pandemic has increased the interest in responding to 

diseases by using new technologies such as AI and data to 

detect chest diseases, leading to more active related studies. 

[19-25].  

Xiaojie Huang [26] proposes a system that uses a 3D 

Convolutional Neural Network (CNN) from CT data to detect 

lung nodules. It uses the prior knowledge of lung nodules, 

confusing anatomical structures, data-based machine learning 

functions, and classifiers. The CNN especially reduces 

structure variability further by producing nodule candidates 

using a topical geometric model-based filter and assuming the 

topical direction. Wentao Zhu [27] proposes Deep Lung to 

detect two components of nodule detection and classification, 

for which two deep 3D DPNs are designed, respectively, given 

the 3D characteristics of lung CT data and the compressibility 

of DPN (Double Path Network). To effectively learn the 

features of a nodule, 3D Faster Regions with R-CNN 

(Convolutional Neural Net) are designed to detect nodules 

using an encoder-decoder structure such as a 3D Double Path 

Block and U-net. Abhir Bhandary [28] proposes a modified 

AlexNet (MAN) to detect lung abnormalities, with a deep 

learning framework to predict lung cancer and pneumonia. He 

initially uses modified AlexNet for chest X-ray diagnosis and 

implements SVM for classification in the modified AlexNet.  

Despite many studies, disease diagnosis systems based on 

medical images require several calculations and longer time 

for an AL model to learn and recognize high-quality medical 

images, reducing the speed of software development and 

research [29]. Although hardware devices are generally 

replaced by high-performing ones to increase speed, this also 

leads to new problems since high-performance equipment and 

high-quality networks incur huge costs in creating an AI 

environment and consume a huge amount of energy. It is also 

difficult to create an AI environment in small mobile devices, 

which also have the issues of heating and battery discharge 

due to limited resources [30-34].  

To solve these problems, this study will propose a Chest X-

ray outlier detection model using dimension reduction and 

edge detection. The proposed method will accurately identify 

the disease using the X-ray of 'chest disease patients.' The 

large size of the input image data lowers the processing speed 

and may impede accurate analysis due to the restrictions on 

resource use. To overcome this, the study proposed a Line-

Feature Analysis algorithm that converts high-quality, high-

resolution original images into low-dimension data to reduce 

the data processing speed for accurate analysis. For the 

accuracy and reliability of the LFA algorithm proposed in this 

study, accuracy was measured in an experiment according to 

the edge detection algorithm, and the performance of the LFA-

RNN model was compared with the existing learning model 

to confirm its performance. This paper is structured as follows. 

Chapter 2 describes an AI-based precise chest disease 

diagnosis service and the dimension reduction technology of 

medical images. Chapter 3 shows the data production through 

the dimension reduction LFA technique proposed in this paper, 

the RNN model designed to learn LFA data, and the chest X-

ray outlier detection-based chest disease detection system 

based on it. Chapter 4 tests the performance of the proposed 

algorithm through an experiment, and Chapter 5 is the 

conclusion of this study 

II. RELATED RESEARCH 

A. AI-BASED PRECISE CHEST DISEASE DIAGNOSIS 

SERVICE 

As a very serious health problem in people's everyday lives, 

chest diseases include chronic obstructive lung disease, 

pneumonia, asthma, tuberculosis, and lung disease. Since 

professionally trained physicians are needed to detect chest 

disease, studies on chest disease diagnosis using AI 

methodology are actively in progress these days. Korean 

company VUNO [35] developed VUNO-med, a CT image-

based lung nodule detection AI software solution that learns, 

diagnoses, and assists AI-based medical data. VUNO-med is 

a diagnosis and assistive technology that has doctor-level 

accuracy by extracting the features of CT images on lung 

disease and lung cancer. The model learns X-ray image data 

and automatically reads pediatric bones age through deep 

learning, which is an AI technology, presenting the bone age 

as a probability with an accuracy of 96% or higher. The 

technology learns a lung image based on the lung CT image 

and reads the parts that are difficult for medical specialists to 

read, which has 97% of accuracy, searches similar patients 

based on this, and assists with the diagnosis.  

Figure 1 shows auto lung nodule detection software of 

Samsung Electronics. To detect chest diseases, Samsung 

Electronics has developed Auto Lung Nodule Detection 

(ALND), which is AI-based diagnosis assistive software [36] 

that assists a doctor in diagnosis by marking the area of 

suspected lung nodule on the chest PA X-ray image. 

This technology has applied Samsung’s own deep learning 
technology and has already completed clinical tests in multiple 

domestic and overseas hospitals, with approval at more than 

80% of sensitivity and 0.15 false-positive cultures per image. 

It also provides an option (Autorun) that automatically 

performs ALND immediately after chest X-ray shooting 

depending on the user’s workflow, and it provides flexibility 
through three options of transmitting to PACS according to the 

hospital environment. Several calculations and much time are 

required for the AI model to learn and recognize high-quality 

medical images in a diagnosis system. Thus, a study on 

dimension reduction is needed to convert high-dimension data 

into low-dimension and use them in learning and recognition 

by the AI-model.
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Figure 1. Auto Lung Nodule Detection Software of Samsung Electronics. 

B. MEDICAL IMAGE DIMENSION REDUCTION 

TECHNOLOGY 

The medical image dimension reduction technologies used for 

medical devices to smoothly read data include Linear 

Discriminant Analysis (LDA), Independent Component 

Analysis (ICA), and Principal Component Analysis (PCA). 

ICA separates independent signals mixed with each other, and 

the greater the amount of data is, the closer the distribution 

becomes to the Gauss function [37]. Next, PCA converts high-

dimension space to low-dimension without linear association 

by finding new axes orthogonal to each other while preserving 

the dispersion of data as much as possible. Figure 2 shows the 

dimensionality reduction process of PCA, which produces 

new features by linearly combining all features of the data. It 

converts the input data into a covariance matrix during the 

combination and defines the eigenvector as the principal 

component by ∑ the unknown dimension coefficient vector in 

this matrix. However, it is difficult to identify which class is 

used by PCA to calculate since it projects high-dimension into 

low-dimension using a variance, and the number of main 

components changes according to the input data. That is, if the 

learning and test data do not apply PCA at the same time, a 

classifier cannot be used due to the different size of the 

principal components derived from the two data, but 

performing PCA at the same time makes the application on 

real-life data difficult. In addition, the number of main 

components changes as the classification criteria changes 

according to the number of learning data, and such criteria 

must be re-established by combining with the original data 

even if additional data are collected [38]. 

 

 

 
Figure 2. Dimensionality Reduction Process of PCA 
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Figure 3. Processing of Chest X-ray outlier detection model using dimension reduction and edge detection 

 

This study complements these shortcomings and proposes an 

algorithm that easily interprets the reduced data by reducing 

the size of data while keeping all line characteristics of the X-

ray image as much as possible. It maintains the unique shape 

of each object and collects the characteristics of weak and 

strong lines that have their own shape by aggregating the lines. 

A rough classification criterion is formed based on the strong 

line in the class, and the model is designed to classify objects 

in more detail based on the weak characteristics. In addition, 

the proposed algorithm is easy to apply since it does not 

change the size of result data according to the data 

characteristics such as PCA and calculates data of a certain 

size, so only additional data can be used as learning data 

immediately after processing. 

III. CHEST X-RAY OUTLIER DETECTION MODEL USING 
DIMENSION REDUCTION AND EDGE DETECTION 

Existing medical image-based diagnosis systems require 

several calculations and a longer time for an AI model to learn 

and recognize high-quality medical images. Another problem 

is that accurate diagnosis cannot be made since high-quality 

images lower the speed of software development and research. 

Thus, this paper proposes a chest X-ray outlier detection 

model using dimension reduction and edge detection to solve 

this problem. It presents a line-segment feature analysis 

algorithm to extract the characteristics from chest X-ray 

images taken by the system to diagnose a chest disease as well 

as an RNN structure to construct a model that can recognize 

an image segmentation-based chest disease.  

Figure 3 shows the processing of the chest X-ray outlier 

detection model using dimensionality reduction and edge 

detection, which is divided into outlier detection, data 

conversion and reduction, and a learning process.  

A. CHEST X-RAY OUTLIER DETECTION THROUGH 

LINE-SEGMENT EXTRACTION 

COVID-19 frequently has cardio-vasal shadow within limits 

on the X-ray and becomes similar to pneumonia as the left 

basilar becomes larger and opaque. It also shows symptoms 

such as progressive infiltrate and consolidation, small 

consolidation in the right upper lobe, and ground-glass 

opacities [39-40]. To comprehend such symptoms, the entire 

area of the image is scanned through a same-size window, 

which produces partial segment-images by scanning X-ray 

images at regular intervals. For the produced images, the 

difference-of-images technique is applied to separate the 

foreground area from a computer vision by using three 

adjacent segment-images, which are overlapped with each 

other to use the partial foreground images. This is possible in 

high-resolution images since the higher number of pixels in 

the image enables the window to move closer and obtain a 

sufficient foreground. Figure 4 represents the segment-image 

detection process. Algorithm 1 shows the operation process of 

figure 4. 

Figure 4 shows the segment-images (C1, C2, and C3) 

extracted by scanning an X-ray image through a window of 

M×N size and a binary image detected by intersecting the 

extracted images and by applying subtraction and AND 

operation. As shown in Figure 4, segment-images are adjacent 

to each other in a certain direction, which is grouped into (C1, 

C2), (C2, C3), and (C1, C3) to apply the difference image 

technique (subtraction). The difference image technique was 
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designed to accurately extract the object appearing through the 

foreground image prepared in advance by pre-taking the 

foreground of the space where the object will be located. To 

compensate for having to prepare the foreground image in 

advance, the object is extracted through multiple images with 

temporal differences. By applying this method to high-

resolution images, the edge of an object is extracted through 

minute pixel differences, and the AND operation is performed 

by crossing the results of the extracted images. The AND 

operation eliminates the noise that could not be removed in the 

segment-image process and highlights the characteristics of 

the extracted line more clearly. In Figure 4, the images 

detected through the subtraction operation are E1 and E2, and 

the final image derived through the AND operation is shown 

as the edge for C2 located in the middle among the three 

adjacent segment-images. The data calculated through this 

process shows a binary format with line characteristics for 

some of the X-ray images. This visual line data is converted 

into a series of number patterns to be computed and used easily. 

 

 
Figure 4. Three adjacent segment-image sets detected through windows 

Algorithm 1: edge detection for segment-image 

// X: X-ray image, M, N : size of window 

Input: X, M, N 

def threshold(I1, I2): 

I1I2sub = I1 – I2 

// OTSU: Otsu Algorithm, Thresholding 

return {255, 𝐼1𝐼2𝑠𝑢𝑏 > OTSU(𝐼1𝐼2𝑠𝑢𝑏)0, 𝐼1𝐼2𝑠𝑢𝑏 ≤ OTSU(𝐼1𝐼2𝑠𝑢𝑏) 

def edge detection for segment-image: 

// segmented image : sImg 

sImg = [][] 

W, H = X.shape 

for w from 0 to W-M: 

   for h from 0 to H-N: 

      sImg[w, h] = X(w+M, h+N) 

R = [], No = 0 

for j from 0 toW-M-1 do: 

for i from 0 to H-N-1 do: 

C1, C2, C3 = sImg[i, j], sImg[i, j+1], sImg[i+1, j] 

// threshold function 

C1C2 = threshold(C1, C2) 

C2C3 = threshold(C2, C3) 

C1C3 = threshold(C1, C3) 

// AND operation 

E1 = C1C2 ∧ C2C3 

E2 = C2C3 ∧ C1C3 

R[No++] = E1 ∧ E2 

Output: R 

B. DATA CONVERSION AND REDUCTION FOR 

DECTION FILTER-BASED LINE-TYPE ANALYSIS 

The previous step applied the difference image technique 

by crossing adjacent segment-images with each other, and 

extracted binary data for the edge was extracted through AND 

operation. However, it is difficult to identify the type of the 

same line since this data is visual information. It could be 

identified by converting the line type of the object existing in 

the image into a series of number patterns using the detection 

filter. Figure 5 shows the standardization conversion of visual 

data patterns using the filter. The information of line-line type 

is calculated by convoluting each segment-image extracted 

from Section 3.1 to a 2×2 detection filter (∗) with a coefficient 

of 2𝑛. This operation gives an eigenvalue to the line in each of 

the segment-images, which are as in Table 1. Table 1 shows 

the information of line type that can be identified through the 

2×2 detection filter, which changes visual images into number 

patterns and is the same as converting binary numbers into 

decimal numbers in the engineering field. All objects have 

their own unique shape, which is used as one of the key 

characteristics to classify data. A detection filter was applied 

to extract such characteristics effectively, and binary edge 

detection was performed to use the filter. Figure 6 shows a 

visual image compression using a convolution-based detection 

filter and how the detection filter and segment-image are 

convoluted. As shown in Figure 6, R means binary edge data 
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and scans all pixels by performing multiplication with the 

same size as the detection filter. Each of the response 

coefficients is generated according to the edge detection result, 

which is summed and expressed as one eigenvalue. An 𝐿𝑆𝑚𝑎𝑝 

with the value as the coefficient is produced. The converted 

data is expressed as one of the numbers from 0 to 15, as shown 

in Table 1, and the line type can be identified. Using the 𝐿𝑆𝑚𝑎𝑝  

calculated, each of the segment-images is converted into 16-

size 1D data. Equation 1 shows the production process of the 

1D array using 𝐿𝑆𝑚𝑎𝑝 . 

 

 
Figure 5. Standardization conversion of visual data patterns using 

detection filter 

 
TABLE 1. THE EIGENVALUE FOR EACH LINE TYPE 

Pattern Line Type Pattern Line Type 

0000 (0) Non-Activity 8000 (8) Point 

0001 (1) Point 8001 (9) Verticality 

0020 (2) Point 8020 (10) Diagonal 

0021 (3) Horizontality 8021 (11) Curve 

0400 (4) Point 8400 (12) Horizontality 

0401 (5) Diagonal 8401 (13) Curve 

0420 (6) Verticality 8420 (14) Curve 

0421 (7) Curve 8421 (15) Activity 

 

Algorithm 2 shows the pseudo code for figure 6. 

 

 
Figure 6. Visual image compression using a convolution-based 

detection filter 

 𝐿𝐹𝐴𝑛 = 0𝑖 , 0 ∈ Ζ𝐼
 where, 𝐿𝐹𝐴𝑛[𝐿𝑆𝑚𝑎𝑝(x, y)] = 𝐿𝐹𝐴𝑛[𝐿𝑆𝑚𝑎𝑝(x, y)] + 1;  (1) 𝑤ℎ𝑖𝑙𝑒(0 ≤ 𝑥 < 𝑊 and 0 ≤ 𝑦 < 𝐻) 

 𝑊  and 𝐻  in Formula 1 indicate the size of 𝐿𝑆𝑚𝑎𝑝 , and 𝐿𝐹𝐴𝑛  is the 1D array to aggregate the line type on the nth 

segment-image. I shows the number of line segment types, 

meaning 16. A range from 0 to 15 can be used if each 

coefficient value of 𝐿𝑆𝑚𝑎𝑝 is extracted and used as the index 

of 𝐿𝐹𝐴𝑛. Since the coefficient value means the eigenvalue of 

line type, the value of the array increases by one if the array 

index is called to count the number of lines. The 1D array has 

values for 16 line-types in total, and a final matrix of the 

“number of segment-images” × 16 sizes is produced from the 
X-ray image. The data is reduced based on the line of objects 

through this process. 

C. CONFIGURATION AND PROCESSING OF CHEST 

DISEASE DETECTION SYSTEM 

Based on the above experiment results, this study developed 

a chest disease detection system based on Chest X-ray outlier 

detection, which takes CT and X-ray images of lung disease 

patients and sends them to the server to analyze the data and 

predict disease. To predict the disease accurately, the system 

rotates the images automatically rotated to the correct position 

and checks if all patients' lung areas are covered. This Chest 

X-ray outlier detection system is very effective since it 

provides basic information to medical doctors with 

insufficient diagnosis experience and supports their decision-

making by lowering the false diagnosis rate and enabling 

accurate diagnosis. Figure 7 shows the chest disease detection 

system based on the Chest X-ray outlier detection. The 

implemented system can analyze data and predict diseases as 

it receives patients' chest X-ray images and obtains 

information on the images uploaded with a user ID, name, and 

Algorithm 2: visual image compression 

// X: segmented image, W, H : size of window 

Input: X[𝑥0, 𝑥1, 𝑥2, … , 𝑥𝑁], W, H 

 

def visual image compression: 

// lien segment map : 𝐿𝑆𝑀𝐴𝑃 𝐿𝑆𝑀𝐴𝑃 = [][] 

Filter = [[1, 2], [3, 4]] 

// Fs is the filter size. 

Fs = len(Filter)/2 

 

for x from X do 

   for w from 0 to W-Fs do 

      for h from 0 to H-Fs do 

         r = X(w:w+Fs, h:h+Fs)*Filter 

         𝐿𝑆𝑀𝐴𝑃[w][h] = sum_ft(r) 

 

Output: 𝐿𝑆𝑀𝐴𝑃 
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date set as search conditions. The system receives user X-rays 

as the input and analyzes data by expanding, reducing, moving, 

and contrasting the data. It also provides information on the 

overall lung structure and provides information about the 

disease the user has by designating the X-ray. It can detect 15 

diseases, which can be identified through probability. 

 

 

Figure 7. Chest disease detection system based on chest X-ray outlier 

detection 

 

Figure 8 shows the chest disease detection screen based on 

Chest X-ray outlier detection. The X-rays show a PA 

(Posterior to Anterior) view and can distinguish PA and AP 

views and the rotated chest PA. Since the opacity of Chest X-

rays increases when lung disease occurs, pulmonary 

opacification is used to determine and identify a lung disease, 

especially through the opacity degree of the air layer. This is 

judged by Ground-Glass Opacifications (GGO), 

Consolidation, and Ateletasis patterns. The GGO pattern can 

confirm both blood vessels and air layers through X-rays for 

results. Consolidation is used when blood vessels are 

completely invisible, and Ateletasis is used when blood 

vessels contract and become difficult to distinguish. GGO is 

the main pattern for COVID-19 patients, showing the inner 

structure with blurred opacity. Pneumonia symptoms were 

usually suspected through the x-ray at first, but it is often 

normal.  

 

 
Figure 8. Chest X-ray outlier detection-based chest disease detection 

screen 

 

Thus, it is difficult to determine early or mild COVID-19 

patients through X-rays. Since only severe COVID-19 cases 

can be detected through X-rays, it is too late to treat patients. 

GGO-based Chest CT is used to solve this. As seen in the 

figure, the X-ray showed no symptoms of COVID-19 but later 

showed blurry opacity on the left side, and a GGO pattern 

clearly showing blood vessels appeared in the CT result. In 

addition, Consolidation occurred when the GGO pattern 

became severe or turned white, with various cases such as 

Lobar, focal consolidation, ill-defined consolidation, white-

out, and multifocal ill-defined consolidation. Among them, 

multifocal ill-defined consolidation indicates the most 

common symptoms in COVID-19 patients, 83% of whom had 

GGO patterns, and 58% had Consolidation at the same time. 

Also, adjacent pleural thickening, interlobular septal 

thickening, and air bronchograms were 52%, 48%, and 46%, 

respectively, in the patients. 

 

IV. Performance Evaluation 

In this chapter, an RNN-based learning model is designed 

using LFA, and its performance is evaluated. The proposed 

structure is a model to learn dimension reduction data 

produced through an LFA algorithm and has a total of 8 layers, 

including input and output layers. Table 2 shows the RNN 

structure proposed in this study. N in the Input layer represents 

the size of input data. It is used as a preprocessing concept to 

reinforce features through a one convolution layer and 

prevents overfitting in the learning process with a 

“BatchNormalizaton” layer. To use the circulation layer, the 
size of the input data is redefined through the “Reshape layer,” 
and the dimension reduction data calculated through each 

segment-image is input through two Bidirectional-GRUs. 

Classification patterns are identified among the data 

continuously input through the two circulation layers, which 

has 64 and 32 units each. After the circulation layer, the model 

passes the “Dropout” layer and the Dense and finally output 

the results. The data with the reduced images of COVID-19 

X-ray are learned through this learning model to classify 

negative and positive results. LFA-RNN model recorded the 

weight of the lowest loss among numerous epochs measured 

in ModelCheckpoint(), and lowered the learning rate of 

optimizer when no loss was changed during a certain period 

of time by using ReduceLROnPlateau(). As the optimizer of 

the model, RMSprop was used. 

 
TABLE 2. STRUCTURE OF PROPOSED-RNN 

No. Layer Name 

1 Input Layer (N) 

2 Convolution (64, N, std=1, pad=“same,” act=“relu”) 

3 BatchNormalization 

4 Reshape (64, N) 

5 Bidirectional-GRU (64) 

6 Bidirectional- GRU (32) 

7 Dropout (0.2) 

8 Output Dense Layer (act=“sigmoid”) 
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The experiment was composed of two parts to measure the 

accuracy and reliability of the algorithm proposed in this study. 

The first part measures accuracy by comparing the algorithm 

of proposed edge detection with the algorithms of Laplacian, 

Sobel, and Canny edge detections, which are widely known.  

Second, the study compared the performance of the proposed 

learning model with CRNN, AlexNet VGG, Conv1D, and 

DNN, which are the existing learning models. The 

performance was evaluated on Windows 10 64-bit, Intel Core 

i7-7700K CPU, 32GB RAM, and NVIDIA GeForce RTX 

3090. 

A. ACCURACY CHANGES OF THE LFA-RNN MODEL 

ACCORDING TO THE EDGE DETECTION ALGORITHM 

This section conducted an experiment to measure the 

accuracy of the edge detection of the proposed LFA algorithm. 

Its performance was compared with that of Laplacian, Sobel, 

and Canny, which are well-known edge detection algorithms. 

Various parameters were applied in advance to the existing 

edge detection algorithms to conduct the experiment, and the 

value with the highest accuracy was set as the parameter value. 

For an accurate experiment, the COVID-19 chest X-ray 

dataset [34] was used, and 80% of the database was classified 

as learning data and 20% as test data. Figure 9 shows the 

accuracy measurement result of the edge detection algorithm. 

 

 
(a) Accuracy 

 

 
(b) Loss 

Figure 9. Results of measuring accuracy according to the edge detection 

algorithm 

 

Figure 9 (a) is the accurate measurement result, and (b) is 

the loss for each algorithm. The proposed algorithm shows the 

highest accuracy at 98.9%, followed by Canny (97.9%), Sobel 

(97.6%), and Laplacian (98.2%). These results are closely 

related to the edge detection results as the proposed dimension 

reduction algorithm produces a new feature map using the 

lines. That is, when the edge detection algorithm is highly 

similar to the original data, the learning model through the 

proposed dimension reduction technique also shows high 

accuracy. Figure 9 (b) shows the results of measuring the loss, 

and the proposed algorithm has the lowest loss at 0.067, 

followed by Sobel 0.113, Canny 0.124, and Laplacian 0.215. 

This confirms that the proposed algorithm has the best edge 

detection performance. In addition, the three algorithms 

compared during the edge detection experiment set the 

parameter that had the best result from the combination of 

various parameters in the prior experiment. On the contrary, 

since the proposed algorithm can be used without setting a 

parameter value since thresholds are calculated internally 

during the edge detection, it is considered more effective than 

the existing algorithm.  

Laplacian edge algorithm offers the edge judgment point 

(zero crossing) through quadratic differential so that it is able 

to detect detailed edges. Therefore, edges in all directions are 

detected. Nevertheless, the algorithm is very sensitive to noise. 

Accordingly, the noise of brightness occurs in all regions and 

causes inaccurate detection of regions. As a result, it is judged 

to influence negatively accuracy of LFA-RNN. Although 

Sobel edge algorithm is effective for emphasizing the central 

value of an input image and for averaging a saliency value, it 

responds more sensitively to the edge in a diagonal direction. 

In case of X-ray image data only with brightness, their 

background and internal regions are separated extremely, so it 

is possible to detect the edge of an outer region effectively. 

Nevertheless, it has low performance in detecting detailed 

edges. For this reason, accuracy of LFA-RNN is judged to be 

lowered. Canny edge algorithm shows strong performance in 

terms of a low error rate, high accuracy, and single point 

matching, but has several problems. Due to its complicated 

implementation and long execution time, it is inappropriate for 

real-time image processing. Since it is also applied equally to 

the gradient processed with a threshold, it shows sensitive 

performance difference in thresholds. In X-ray images, 

brightness of bones is similar to that of skin. For this reason, it 

is hard to set up an appropriate threshold for the classification, 

and it is possible to draw inaccurate contour information due 

to the fine brightness of each image. As a result, accuracy of 

LFA-RNN model is judged to be lowered somewhat. 

The contour detection method introduced in the thesis splits 

an X-ray image by a certain size first and then applies the 

technique of Fig. 4 to each split region, so it is possible to 

minimize brightness noise in the image and detect an edge. 

Additionally, since the split regions seem to be overlaid, it is 

possible to prevent regions from being detected due to 
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brightness noise in adjacent split regions. In this way, the 

method is capable of extracting detailed edges effectively. 

Therefore, the proposed algorithm is judged to have higher 

accuracy than other algorithms in comparison. 

B. ACCURACY CHANGES OF THE LFA-RNN MODEL 

ACCORDING TO THE EDGE DETECTION ALGORITHM 

An experiment was conducted using CRNN, AlexNet, VGG, 

Conv1D and DNN as comparison models to evaluate the 

performance of the proposed RNN model, and the learning 

data was gradually reduced to compare the accuracy for 

verifying its learning ability. There was a total of 950 datasets 

(normal image: 482, COVID-19 image: 468), with 70% 

learning data (665), 10% verification data, 10% (95), and 20% 

test data (190). Figure 10 shows the results of measuring 

accuracy and loss. The accuracy of the proposed LFA-RNN 

model shows the highest accuracy at 99.7%, and the loss 

shows the lowest value at 0.0357. Its performance was strong 

in the order of CRNN (99.2%), VGG (98.1%), AlexNet 

(99.7%), Conv1D (79.4%) and DNN (78.9%). 

 

 
(a) Accuracy 

 

 
(b) Loss 

Figure 10. Results of accuracy and loss measurement 

 

Next, the study measured Confusion-Matrix, and the 

Receiver Operating Characteristic (ROC) curves for the 

accuracy and reliability of the proposed algorithm, which are 

shown in Figure 11. The result of measuring Confusion-

Matrix represents the ratio of the samples that are TRUE 

among the samples predicted to be true by each class for the 

chest disease. For an average confusion-matrix, LFA-RNN 

showed 99.7%, CRNN 98.6%, AlexNet 97.7%, and VGG 

98.1%, Conv1D 77.7%, DNN 76.5%, which were better 

results than the comparison model in all classes. Each class 

can clearly extract the data for a better precision result because 

the LFA technique compresses the original images to produce 

new data and reduces the data size by using only some strong 

features and removing detailed features. In all the experiments, 

the proposed LFA-RNN model showed a stable graph in 

learning and verification and the highest performance at 99.7% 

in the evaluation using test data. It also showed the lowest loss 

at about 0.0357 and the highest performance results in 

precision and recall tests. 

 

   
LFA-RNN CRNN AlexNet 

   
VGG Conv1D DNN 

 (a) Confusion-Matrix 

 

 
(b) ROC curve of each algorithm 

Figure 11. Results of Confusion-Matrix and ROC curve evaluation for 

each algorithm  

V. Conclusions 

This paper proposes a chest X-ray outlier detection model 

using dimension reduction and edge detection. Unlike the 

existing dimension reduction techniques, the proposed 

algorithm uses its own data as the standard for dimension 

reduction and always applies a consistent classification 

criterion. In the existing techniques, classification criteria 

changed according to the number of learning data, class 

distribution, and type. However, this may degrade the 

performance of recognition by reanalyzing the classification 

criteria and using inefficient classification when applied to 

additional learning data and daily life data. The algorithm 

proposed by this paper uses only images to reduce the 

dimension by preserving their own features as much as 

possible. Dimension was reduced around the appearance of 
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objects when classifying them, and the edge detection 

technique is preceded to obtain the object's appearance 

information. Edge detection produces three different images 

by extracting and crossing three segment-images adjacents 

to each other on a window of a certain size. After conducting 

AND operation on the produced images, binary edge 

information is extracted by removing the noise that could not 

be removed by the difference image. The extracted edge 

information shows an edge through visual information, 

which is converted into a number pattern through a 2×2 

detection filter and added to produce an eigenvalue for the 

type of line. The eigenvalue can show a total of 16-line types, 

which are counted to produce 16-size 1D data. This data can 

certainly reduce the original image by segmenting the X-ray 

image by three and producing 1D data, and it can maintain 

the shape of each object as much as possible since the 

reduction method is aggregated around the unique shape of 

the object. Such produced data is used as an input of the 

RNN-based learning model, and the reduction data of each 

segment in a circulation layer is inputted to detect anomalies 

in the entire X-ray image to determine whether the X-ray 

image of COVID-19 is positive or negative. The proposed 

method classifies the line features of the learning input 

pattern based on the medical image and creates a new feature 

through the aggregation, enabling clearer dimension 

reduction criteria as well as constant size and aggregation. 

At present, LF algorithm reduces an image size on the 

basis of a contour line. For medical diagnosis, a color is also 

used as critical diagnosis information. In the future, we will 

additionally research a color region in LFA algorithm, and 

thereby try to develop a more effective diagnosis system. 
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