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#### Abstract
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This paper applies the Model Confidence Set (MCS) procedure of Hansen, Lunde, and Nason (2003) to a set of volatility models. A MCS is analogous to confidence interval of a parameter in the sense that the former contains the best forecasting model with a certain probability. The key to the MCS is that it acknowledges the limitations of the information in the data. The empirical exercise is based on 55 volatility models and the MCS includes about a third of these when evaluated by mean square error, whereas the MCS contains only a VGARCH model when mean absolute deviation criterion is used. We conduct a simulation study which shows the MCS captures the superior models across a range of significance levels. When we benchmark the MCS relative to a Bonferroni bound, the latter delivers inferior performance.


JEL Classification: C12, C19, C44, C52, C53.

Keywords: Forecasting; Model Selection; Multiple Comparison; Data Mining.

[^1]
## Determining the Best Forecasting Models

## 1. Introduction

The literature on volatility models of asset returns has proposed a large number of specifications, starting with the ARCH model of Engle (1982) and the GARCH model of Bollerslev (1986). This gives practitioners a wide range of models to choose from and naturally leads to the question: Which is the best volatility model? It is difficult to answer this question because asset returns often do not contain sufficient information to identify a single volatility model as "best".

This paper offers some resolution of this quandary. We characterize the volatility models of stock returns that significantly dominate others, in an out-of-sample setting. The metric for assessing the forecasts of volatility models is the Model Confidence Set (MCS) method of Hansen et al. (2003). The MCS is reviewed in this paper along with a discussion of the inferences that can be drawn from the MCS. We study the properties of the MCS through simulation experiments and find generally positive results. The MCS is also benchmarked to a Bonferroni bound approach, and we find the latter to be inferior to the former.

The MCS is an innovative approach to the problem of picking the "best" forecasting model, in this case volatility models, in an out-of-sample evaluation under a loss function specified by the user. The interpretation of a MCS is that of a confidence interval for a parameter, in the sense that a MCS contains the best model with a given level of confidence. Hence, the difference between the MCS and other selection criterion is analogous to the difference between the confidence interval of a parameter and a point estimate of a parameter.

The MCS procedure represents a general approach to model selection. This method neither assumes knowledge of the correct specification, nor does it require that the "true" model is available as one of the competing models. Another advantage is that a MCS does not discard a model unless it is found to be significantly inferior relative to other models. It is also more appealing to work with a set of forecasting models because in practice it often cannot be ruled out that two (or more) competing models are equally good (in population). This suggests the MCS dominates methods that require a single model be selected as "best".

The MCS accounts for uncertainty across a set of forecasting models, rather than uncertainty about the "best" model. The MCS method acknowledges the limitations of the information contained in the data by selecting a set of models, unlike more commonly used model selection criteria which select a single model. However, the MCS can consist solely of the best model. In this case, the MCS signals this model performs significantly better than all other models under consideration.

## Determining the Best Forecasting Models

The framework in which one might test for superior predictive ability (SPA), is very similar to that of the MCS method. The MCS approach has three advantages over tests for SPA. First, the MCS procedure is independent of any benchmark model, which SPA tests are not. Second, the MCS method characterizes the entire set of models that are/are not significantly out-performed by other models, while a test for SPA only provides evidence about the relative performance of a particular model. Third, the MCS method relies on tests of simple hypotheses. Thus, it avoids the potential problem of SPA tests in which composite hypotheses are examined, see Hansen (2001a) for details.

A MCS can be used to construct combination forecasts. The exact way that individual forecasts should be combined depends on several characteristics, including the loss function and the correlation structure of model forecasts. If the number of models in the MCS is too large to obtain a sensible estimate of the correlation structure a reasonable way to proceed is to weight the individual forecasts equally. The reason is that the MCS consists precisely of the models that cannot be rejected as being equally good. It is easy to analyze whether the combined forecast outperforms the individual forecasts, by deriving the MCS for the set of models, which includes the combined forecast as an additional model. If the combined forecast is superior, the MCS of the expanded set of forecasts should consist only of the combined forecast.

Construction of a MCS involves a sequence of tests for equal predictive ability (EPA). This trims the set of candidate models by deleting models that are found to be significantly inferior. The set of surviving models is the MCS, which is guaranteed to contain the best model with a certain level of confidence. The Pantula (1989) testing principle is used because it ensures that sequential testing does not distort the overall size of the test. Readers familiar with the trace-test for selecting the rank in the cointegrated vector autoregressive model will recognize this testing principle, see Johansen (1988, 1996).

Tests of EPA has been proposed by Diebold \& Mariano (1995) and West (1996). Their tests are based on asymptotic normality of average (relative) performance, which require an estimate of the asymptotic covariance matrix. Since the dimension of the estimators of this covariance matrix increase with the number of models under consideration, the Diebold and Mariano and West EPA tests are useful for comparing a moderate number of models, but become unwieldy when the objective is to compare a large number of models.

This paper is concerned with the problem of drawing correct inference from multiple models. When many models are being compared a dimensionality problem arises, and this problem can be handled with bootstrap techniques. This approach was introduced by White (2000) to test for SPA, and further examined by Hansen (2001b). This bootstrap approach was also used by Hansen (2002) for in-sample
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analysis of two or more regression models. The advantage of the bootstrap method is that it circumvents the need for an explicit estimator of a high-dimensional covariance matrix. We apply the block-bootstrap in our analysis, where the bootstrap is used repeatedly in the sequential testing.

We implement the MCS with a study of volatility models of equity returns. Volatility models attempts to describe the intertemporal behavior of the volatility in equity returns. The literature contains a vast number of studies that evaluate and compare volatility models (see, e.g., Poon \& Granger (2002) that contains a review of 93 papers). One example is Hansen \& Lunde (2001) who report that a $\operatorname{GARCH}(1,1)$ model is not significantly outperformed in an analysis of exchange rates. On the other hand, they report the $\operatorname{GARCH}(1,1)$ model is inferior to other volatility models in an analysis of IBM stock returns. In their analysis, the best performing volatility models is primarily those that can accommodate a leverage effect.

We estimate and forecast volatility models of daily returns on the SPYDER ${ }^{1}$ (Standard \& Poor's Depository Receipts, Amex: SPY), which tracks the S\&P 500 index. Daily stock returns taken from the Trade and Quote database on a sample that begins in January 3, 1995 and ends with February 28, 2002. The volatility models we examine are discussed in Hansen \& Lunde (2001). Although it seems reasonable to expect that no volatility models of equity returns outperforms the rest, we report surprisingly small MCSs for the two criteria we use in the evaluation. When evaluating the models using the mean squared error, the MCS contains about a third of the 55 models. Evaluation of models using mean absolute deviation results in a MCS that includes only a VGARCH model, see Engle \& Ng (1993). This model incorporates an asymmetry term that captures the leverage effect in a simple way, see Black (1976).

Evidence about the properties of the MCS is acquired through simulation experiments. These results are very encouraging because the MCS is shown to have the correct size and to become more powerful as the expected loss differential (between superior and inferior models) increases. We also compare the MCS to an alternative approach that employs the Bonferroni bound. These results clearly show that the Bonferroni bound method, in its simplest form, is not suitable for the problem of multiple comparison of models.

This paper is organized as follows. In Section 2, we describe the MCS method and its properties. In Section 3, we apply the MCS procedure to 55 volatility models using daily returns on the SPYDER, which tracks the S\&P 500 index. Section 4 reports our simulation study of the MCS method and compares it to a related Bonferroni bound method. Section 5 concludes. ${ }^{2}$
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Let $\left\{p_{t}\right\}$ be a logarithmic price process where a unit of time corresponds to a trading day, such that the continuously compounded daily returns are given by $r_{t}=p_{t}-p_{t-1}$, for $t \in \mathbb{Z}$. We let $\mathcal{F}_{t}$ denote the information set at time $t$, and define the conditional mean, $\mu_{t} \equiv E\left(r_{t} \mid \mathcal{F}_{t-1}\right)$, and the conditional variance, $\sigma_{t}^{2} \equiv \operatorname{var}\left(r_{t} \mid \mathcal{F}_{t-1}\right)$. The sample is divided into an estimation period, $\left(t=-n_{0}, \ldots, 0\right)$, and an evaluation period, $(t=1, \ldots, n)$. The evaluation is made conditional on the parameter estimates, in the sense that models are compared given these particular estimates.

We substitute a proxy for $\sigma_{t}^{2}$ because the conditional variance is unobserved. As has become common practice, we employ realized volatility, which is a precise measure of $\sigma_{t}^{2}{ }^{3}{ }^{3}$ In fact, it is important to use precise measures of the conditional variance to avoid an inconsistent ranking of the alternatives, see Hansen \& Lunde (2003). Our measure of realized volatility is denoted by $\hat{\sigma}_{t}^{2}$, and is estimated with the Fourier method, see Malliavin \& Mancino (2002), Barucci \& Reno (2002), and Hansen \& Lunde (2003).

The objective is to determine which volatility model best describes the variation in $\sigma_{t}^{2}$. Table 1 lists the volatility models that we compare with loss functions that are evaluated out-of-sample. The models are indexed by $i=1, \ldots, m$, and model $i$ 's forecasts of $\sigma_{t}^{2}$ is denoted by $h_{i, t}^{2}$. We rank models according to their expected loss using one of two loss functions: mean square error (MSE), $L\left(h_{i, t}^{2}, \sigma_{t}^{2}\right)=$ $\left(h_{i, t}^{2}-\sigma_{t}^{2}\right)^{2}$, and mean absolute deviation (MAD, $L\left(h_{i, t}^{2}, \sigma_{t}^{2}\right)=\left|h_{i, t}^{2}-\sigma_{t}^{2}\right|$. The loss differential between models $i$ and $j$, is given by,

$$
d_{i j, t}=L\left(h_{i, t}^{2}, \hat{\sigma}_{t}^{2}\right)-L\left(h_{j, t}^{2}, \hat{\sigma}_{t}^{2}\right), \quad i, j=1, \ldots, m, \quad t=1, \ldots, n .
$$

We make the following assumption about the loss function differential.
Assumption $1 E\left|d_{i j, t}\right|<\infty$ and $\left\{d_{i j, t}\right\}$ is stationary and ergodic, for all $i, j=1, \ldots, m$,
It is important to note that Assumption 1 does not require $L\left(h_{i, t}^{2}, \hat{\sigma}_{t}^{2}\right)$ to be stationary and ergodic. Assumption 1 makes it possible to define the best volatility model(s) from a set of models under consideration that are denoted by $\mathcal{M}_{0}=\{1, \ldots, m\}$.

Definition 1 (Set of superior models) The set of superior models is defined by,

$$
\mathcal{M}^{*} \equiv\left\{i \in \mathcal{M}_{0}: E\left(d_{i j, t}\right) \leq 0 \quad \text { for all } j \in \mathcal{M}_{0}\right\}
$$
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Our empirical problem is to determine which models are in $\mathcal{M}^{*}$ and which are not. A MCS set $\widehat{\mathcal{M}}_{\alpha}^{*}$ is guaranteed to contain any given model of $\mathcal{M}^{*}$ with a certain level of confidence, $1-\alpha$, e.g., $1-\alpha=95 \%$.

### 2.1. Estimation of Model Confidence Sets

The MCS is determined after sequentially trimming the set of candidate models, $\mathcal{M}_{0}$. At each step, the hypothesis

$$
\begin{equation*}
H_{0}: E\left(d_{i j, t}\right)=0, \quad \text { for all } i, j \in \mathcal{M} \tag{1}
\end{equation*}
$$

is tested for a set of models $\mathcal{M} \subset \mathcal{M}_{0}$. The hypothesis, $H_{0}$, is a test for EPA over the models in $\mathcal{M}$, and if $H_{0}$ is rejected, the worst performing model is eliminated from $\mathcal{M}$. The trimming ends when the first non-rejection occurs. The set of surviving models is the model confidence set, $\widehat{\mathcal{M}}_{\alpha}^{*}$. By holding the significance level, $\alpha$, fixed at each step of the MCS procedure, we construct a $(1-\alpha)$-confidence set, $\widehat{\mathcal{M}}_{\alpha}^{*}$, for the best models in $\mathcal{M}_{0}$. The algorithm is described in Appendix B.1.

We define the variables, $\bar{d}_{i j} \equiv \frac{1}{n} \sum_{t=1}^{n} d_{i j, t}$ and $\bar{d}_{i} \equiv \frac{1}{m-1} \sum_{j \in \mathcal{M}} \bar{d}_{i j}$ for $i, j \in \mathcal{M}$. The first variable, $\bar{d}_{i j}$, measures relative performance between model $i$ and $j$, whereas $\bar{d}_{i}$. can be thought of as model $i$ 's performance relative to the average of the models in $\mathcal{M}$. The measure we use to rank the models in $\mathcal{M}$ is $v_{i, \mathcal{M}} \equiv \bar{d}_{i} / \sqrt{\widehat{\operatorname{var}}\left(\bar{d}_{i} .\right)}$, where $\widehat{\operatorname{var}}\left(\bar{d}_{i}.\right)$ is a bootstrap estimate of $\operatorname{var}\left(\bar{d}_{i}.\right)$, see Appendix B. The standardized loss of model $i$ relative to the other models in $\mathcal{M}$ is given by $v_{i, \mathcal{M}}$, and the worst performing model is defined by $i^{\dagger} \equiv \arg \max _{i \in \mathcal{M}} v_{i, \mathcal{M}}$.

Our tests for EPA employ the range statistic, $T_{R}$, and the semi-quadratic statistic, $T_{S Q}$, given by

$$
T_{R}=\max _{i, j \in \mathcal{M}} \frac{\left|\bar{d}_{i j}\right|}{\sqrt{\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right)}}, \quad \text { and } \quad T_{S Q}=\sum_{i<j} \frac{\left(\bar{d}_{i j}\right)^{2}}{\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right)}
$$

where the sum is taken over the models in $\mathcal{M}$, and $\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right)$ is an estimate of $\operatorname{var}\left(\bar{d}_{i j}\right)$, see Hansen et al. (2003).

We require an estimate of the (asymptotic) distributions of $T_{R}$ and $T_{S Q}$ to test for EPA under the null hypothesis of (1). The covariances, $\operatorname{cov}\left(\bar{d}_{i j}, \bar{d}_{k l}\right), i, j, k, l \in \mathcal{M}$, are nuisance parameters in this context because the distributions of $T_{R}$ and $T_{S Q}$ depend on them. Fortunately the bootstrap is capable of estimating these distributions consistently, under mild regularity conditions. Alternatively, the asymptotic distributions can be bounded (over the nuisance parameters) using the Bonferroni bound. Although the appeal of the Bonferroni bound method is its simplicity, a drawback this method is that it can be very conservative, which results in very poor power properties.
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The Bonferroni bound is based on the observation that $T_{R}=\max _{i, j \in \mathcal{M}}\left|t_{i j}\right|$, where $t_{i j} \equiv \bar{d}_{i j} / \sqrt{\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right)}$ and the inequality (Bonferroni bound)

$$
\begin{equation*}
P\left(\max _{i, j \in \mathcal{M}}\left|t_{i j}\right|<x\right) \leq \sum_{\substack{i, j \in \mathcal{M} \\ i \neq j}} P\left(\left|t_{i j}\right|<x\right) \tag{2}
\end{equation*}
$$

Under standard regularity conditions, it holds that $t_{i j} \stackrel{A}{\sim} N(0,1)$, such that the right hand side of (2) can be approximated by $[\Phi(x)-\Phi(-x)] m(m-1) / 2$, where $\Phi$ is the cdf of the standard normal. If we apply a $\frac{2 \alpha}{m(m-1)}$ critical value from the standard normal, the result is a conservative test with significance level $\alpha$. This is the simplest form of the Bonferroni bound method, and as can be expected, the power of this method will decrease as $m$ increases. We compare the properties of the Bonferroni bound method to those of the bootstrap method with simulation experiments.

We need to strengthen Assumption 1 to validate our bootstrap implementation. Let $\mathbf{d}_{t}$ denote a $m(m-1) / 2$-dimensional vector whose elements are given by $d_{i j, t}$ for $i<j$, and $i, j \in \mathcal{M}$.

Assumption 2 The process, $\left\{\mathbf{d}_{t}\right\}$, is geometric strong mixing and $E\left|\mathbf{d}_{t}\right|^{2+\delta}<\infty$ for some $\delta>0 .{ }^{4}$

The sample average, $\overline{\mathbf{d}}=n^{-1} \sum_{t=1}^{n} \mathbf{d}_{t}$, is asymptotically normally distributed under Assumptions 1 and 2. The limit distributions of the test statistics we consider below, are given from this distribution.

The bootstrap avoids the need to obtain an estimate of the (asymptotic) covariance matrix of $\overline{\mathbf{d}}$. Since $\overline{\mathbf{d}}$ has dimension $m(m-1) / 2$, it will often be very challenging, or impossible, to work with the limit distribution of $\overline{\mathbf{d}}$. Rather than attempt to estimate the limit distribution of $\overline{\mathbf{d}}$ and transform it into the limit distribution of our test statistics, our bootstrap procedure operates on the distribution of a MCS statistic. The result is a univariate distribution which avoids the curse of dimensionality.

### 2.2. MCS $p$-values

A very useful feature of the MCS procedure is that it yields $p$-values for all models under consideration. The MCS $p$-value has the interpretation that a model with a small $p$-value is unlikely to be a member of the set of superior models, $\mathcal{M}^{*}$. We denote the $p$-value for model $i$ as $\hat{p}_{i}, i=1, \ldots, m$, such that

$$
\begin{equation*}
i \in \widehat{\mathcal{M}}_{\alpha}^{*} \text { for } \alpha \leq \hat{p}_{i} \quad \text { and } \quad i \notin \widehat{\mathcal{M}}_{\alpha}^{*} \text { for } \alpha>\hat{p}_{i} \tag{3}
\end{equation*}
$$

A MCS $p$-value is constructed as follows. Index the possible $m-1$ tests for EPA, by $k=1, \ldots m-1$, and let $p(k)$ be the $p$-value of the $k$ th test. ${ }^{5}$ Since $H_{0}$ is rejected for large values of the test statistic. The
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$p$-value, $p(k)$, is given by $1-F_{k}\left(t_{k}\right)$, where $F_{k}$ is the (estimated) cdf of the test statistic and $t_{k}$ is the observed test statistic of the $k$ th test. We compute the test, $\kappa(i)$, that would have resulted in the model $i$ being deleted from $\mathcal{M}$ for each model $i=1, \ldots, m$. If model $i$ is the model that survives all $m-1$ tests, (is the best performing model, $i^{*}$ ), we use the convention, $\kappa\left(i^{*}\right)=m$, and $p(m)=1$. The $p$-value of model $i$ is defined by

$$
\hat{p}_{i}=\max _{k \leq \kappa(i)} p(k)
$$

If $\alpha<\hat{p}_{i}$, there is a test that results in non-rejection prior to the elimination of model $i$. Conversely, model $i$ is when $\alpha \geq \hat{p}_{i}$.

## 3. Empirical Analysis

The conditional variance, $\sigma_{t}^{2}$, is our main object of interest. We examine a large number specifications for $\sigma_{t}^{2}$, but restrict the specification of the conditional mean to be constant, $\mu_{t}=\mu$, and take the standardized innovations, $e_{t} \equiv\left(r_{t}-\mu\right) / \sigma_{t}$, to be Gaussian. The parametric specifications for $\sigma_{t}$ include the GARCH model of Bollerslev (1986), the IGARCH model, the Taylor (1986)/Schwert (1989) TSGARCH model, the A-GARCH, the NA-GARCH and the V-GARCH models suggested by Engle \& Ng (1993), the threshold GARCH model (Thr.-GARCH) of Zakoian (1994), the GJR-GARCH model of Glosten, Jagannathan \& Runkle (1993), the log-ARCH developed by Geweke (1986) and Pantula (1986), the EGARCH of Nelson (1991), the A-PARCH model proposed in Ding, Granger \& Engle (1993), which nests the NGARCH of Higgins \& Bera (1992)), and the GQ-ARCH proposed by Sentana (1995). Many of these models are nested within the general specifications studied in Hentshel (1995) and Duan (1997). ${ }^{6}$ We also include the FIGARCH and FIEGARCH suggested by Baillie, Bollerslev \& Mikkelsen (1996), and finally the canonical stochastic volatility model. Table 1 summarizes the volatility specifications.

## [TABLE 1]

It is worthwhile to note that some specifications are expressed in terms of the innovation, $\varepsilon_{t} \equiv\left(r_{t}-\right.$ $\mu)$, while others are expressed in terms of the standardized innovation, $e_{t} \equiv \varepsilon_{t} / \sigma_{t}$. The specifications have two lag length parameters, denoted $p$ and $q$. We estimate the models over $p, q=1$, 2 , with the exceptions of the FIGARCH and FIEGARCH models where $p, q=0,1$.

[^5]
## Determining the Best Forecasting Models

All models are estimated by maximum likelihood. ${ }^{7}$ The first pass at the MCS compares 55 models altogether.

### 3.1. Data

The data are SPY transaction prices from the Trade and Quote (TAQ) database. SPY includes all trades and quotes from the New York Stock Exchange (NYSE), American Stock Exchange (AMEX), and National Association of Securities Dealers Automated Quotation (Nasdaq) securities. Intra-day volatility is estimated using transactions from 9:30am to 4 pm on a sample period that runs from January 3, 1995 to February 28, 2002, $T=1802$ trading days. Prior to estimation of the intra-day volatility, price observations (i) equal to zero, (ii) of transactions that occurred outside the 9:30 am to 4 pm trading day, (iii) more than a $1 \%$ deviation from a centered mean of 100 observations, (iv) that move by more than $0.5 \%$ in opposite directions in consecutive trading days, and $(v)$ that increased (decreased) by at least $0.5 \%$ between times $t$ and $t+1$ and remain there ten periods or less were removed from the sample. This reduced the number of intra-day observations from $2,991,154$ to $2,886,650$, but retained 1802 close-to-close returns.

### 3.2. Empirical Results

The parameters of the volatility models are estimated using the first 1000 inter-day observations. These parameter estimates are used to make one-step-ahead forecasts for the following 802 periods. During the evaluation period, we estimate daily volatility using intra-day returns and the Fourier method; see Malliavin \& Mancino (2002), Barucci \& Reno (2002), and Hansen \& Lunde (2003). The MCS are presented in Table 2.
[TABLE 2]

For the semi-quadratic statistic the MCS is presented in Figure 2 as a MSE/MAD scatter-plot.
[FIGURE 2]

Table 2 and Figure 2 present the MCS results for the volatility models under consideration. The $T_{S Q}$ test results in a MCS that contains eight models with a confidence level of $75 \%$ and 19 models with $90 \%$ confidence level $25 \%$ under the MSE loss function. Using the same loss function, the more conservative
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Range-test, $T_{R}$, lands 23 models in the MCS given either confidence levels. The MAD loss function leads the two tests to the same inference in which the MCS contains only a single model, the VGARCH12 model. The fact that the MAD criterion leads to fewer models is not surprising because this criterion is less sensitive to outliers (large mispredictions) such that the data can be more informative.

The best performing models have a leverage effect that allows for an asymmetric response in volatility to positive and negative shocks. Black (1976) is the first to note that leverage effect, a negative correlation between stock returns and changes in their volatility, is important for understanding stock return dynamics. The leverage effect implies that volatility tends to rise in response to bad news (defined as lower than expected returns) and tends to fall after good news. Note also that many of the best performing models have specifications for the variance that are based on the standardized innovation, $e_{t}$. In particular, the best performing model, the VGARCH12, is formulated in terms of the standardized innovations.

It may seem puzzling that the NAGARCH22 is in the MCS for MSE because its sample performance is poor, see model 21 in Table 2 and Figure 2. The explanation is found in Table 3.

## [TABLE 3]

A poor performing model may still end up in the MCS if $\widehat{\operatorname{var}}\left(\bar{d}_{i}\right.$. ) is large. From the identity $\bar{d}_{i}$. $=$ $\bar{L}_{i, \cdot}-\bar{L}_{\cdot,,}$, where $\bar{L}_{i, .} \equiv n^{-1} \sum_{t=1}^{n} L_{i, t}, L_{\cdot, t} \equiv m^{-1} \sum_{j \in \mathcal{M}} L_{j, t}$, and $\bar{L}_{\cdot,} \equiv n^{-1} \sum_{t=1}^{n} L_{\cdot, t}$, we see that

$$
\begin{aligned}
\operatorname{var}\left(\bar{d}_{i .}\right) & =\operatorname{var}\left(\bar{L}_{i, .}\right)+\operatorname{var}\left(\bar{L}_{.,}\right)-2 \operatorname{cov}\left(\bar{L}_{i, .}, \bar{L}_{.,}\right) \\
& =\operatorname{var}\left(\bar{L}_{i, .}\right)\left(1+\frac{\operatorname{var}\left(\bar{L}_{i, .}\right)}{\operatorname{var}\left(\bar{L}_{., .}\right)}-2 \sqrt{\frac{\operatorname{var}\left(\bar{L}_{i, .}\right)}{\operatorname{var}\left(\bar{L}_{.,}\right)}} \operatorname{corr}\left(\bar{L}_{i, .} \bar{L}_{\cdot,}\right)\right)
\end{aligned}
$$

provided that the variances are well defined. So the relative size of $\operatorname{var}\left(\bar{d}_{i}.\right)$ is determined by two factors. One factor is the ratio of the variance of model $i$ 's loss relative to the average loss, and the other factor is the correlation between model $i$ 's loss and the average loss. The intuition of this decomposition is that a high relative variance makes it difficult to determine whether model $i$ is truly inferior, or was simply 'unlucky' in this sample. Similarly, if the correlation is small $\bar{L}_{i, \text {. }}$ is not expected to be close to $\bar{L}_{\text {.,. }}$

In Table 3 we report the decomposition of the variance, in terms of the relative variance and the correlation. The calculations are sample averages. This table shows that the NAGARCH22 has a relatively small correlation with the average performance of the other models. ${ }^{8}$ Thus, the NGARCH22 ends up in
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the MCS using the MSE loss function because the data does not contain sufficient information to be able to infer that this model is inferior within the MCS.

## 4. A Simulation Study of the MCS Method

We construct a simulation experiment with the following design. The model performances are generated $L_{i, t} \sim \operatorname{iid} N_{m}\left(\mu_{i}, 1\right), i=1, \ldots, m$ and $t=1, \ldots, n$, where

$$
\mu_{i}=\left\{\begin{array}{ccl}
0 & \text { for } & i=1, \ldots,[\rho m] \\
\lambda / \sqrt{n} & \text { for } & i=[\rho m]+1, \ldots, m
\end{array}\right.
$$

where $\lambda>0$ defines the performance difference (in population) between good and bad models, and $\rho$ denotes the ratio of models in $\mathcal{M}^{*}$ relative to $m$, (the number of models in $\mathcal{M}$ ).

We configure our simulation experiments with $\rho \in\{.20, .50, .80\} ; \lambda \in\{1,3,5\} ; m \in\{10,40,100\}$; and we study the properties of the MCS using the significance levels $\alpha \in\{0.01,0.05,0.10,0.25\}$. In our simulations we set $n=250$. The bootstrap tests were based on $B=1,000$ iid bootstrap resamples and the results are based on $n_{i t e r}=4,000$ simulation (or more) for each configuration.

In each simulation we evaluate how the models were classified, as displayed in Figure 1.

|  | Population Classification |  |
| :---: | :---: | :---: |
|  | superior: $\mathcal{M}^{*}$ | inferior: <br> С $\mathcal{M}^{*}$ |
| superior: $\widehat{\mathcal{M}}_{\alpha}^{*}$ | $\begin{gathered} A_{11} \\ \text { \# Correctly classified } \\ \text { as superior model } \end{gathered}$ | $A_{12}$ <br> \# Inferior models wrongly classified as superior models |
| inferior: $\subset \widehat{\mathcal{M}}_{\alpha}^{*}$ | $A_{21}$ <br> \# Superior models wrongly classified as inferior models | $\begin{gathered} A_{22} \\ \text { \# Correctly classified } \\ \text { as inferior models } \end{gathered}$ |

Figure 1: Classification into superior and inferior model

We simulate again given setup $H$ times, which yields $A_{11, h}, A_{12, h}, A_{21, h}$, and $A_{22, h}$ for $h=1, \ldots, H$. From these variables, we compute summary statistics: the frequency that all superior models are con-
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tained in the MCS,

$$
Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}=\hat{P}\left\{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}\right\}=H^{-1} \sum_{h=1}^{H} 1_{\left\{A_{21, h}=0\right\}},
$$

where $1_{\{\cdot\}}$ is the indicator function; the frequency that the MCS equal was exactly equal to the true set of superior models,

$$
Q_{\widehat{\mathcal{M}}_{\alpha}^{*}=\mathcal{M}^{*}}=\hat{P}\left\{\widehat{\mathcal{M}}_{\alpha}^{*}=\mathcal{M}^{*}\right\}=H^{-1} \sum_{h=1}^{H} 1_{\left\{A_{12, h}=0\right\}} 1_{\left\{A_{21, h}=0\right\}}
$$

and the frequency that a particular model in $\mathcal{M}^{*}$ is contained in $\widehat{\mathcal{M}}_{\alpha}^{*}$,

$$
Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}=\hat{P}\left\{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}\right\}=H^{-1} \sum_{h=1}^{H} A_{11, h} /\left(A_{11, h}+A_{12, h}\right)
$$

which is the quantity being controlled in the construction of the MCS which implies $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}} \geq 1-\alpha$. We also define the proportion of the models in $\widehat{\mathcal{M}}_{\alpha}^{*}$ that are truly superior,

$$
Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}=\hat{P}\left\{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}\right\}=H^{-1} \sum_{h=1}^{H} A_{11, h} /\left(A_{11, h}+A_{21, h}\right)
$$

and the proportion of models classified as inferior that are truly inferior,

$$
Q_{\mathrm{C} \mathcal{M}^{*} \mid \mathrm{C} \widehat{\mathcal{M}}_{\alpha}^{*}}=\hat{P}\left\{\complement \mathcal{M}^{*} \mid \mathrm{C} \widehat{\mathcal{M}}_{\alpha}^{*}\right\}=H^{-1} \sum_{h=1}^{H} A_{22, h} /\left(A_{21, h}+A_{22, h}\right)
$$

which represents the "power" of the MCS.
[TABLES 4-6]

Tables 4-6 contain the simulation results. ${ }^{9}$ The properties of the MCS procedure are as could be expected. The frequency that any of the best models are contained in the $\operatorname{MCS}\left(Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}\right)$ is always greater than $(1-\alpha)$, and the MCS becomes better at separating the inferior models from the superior models, as the performance gab, $\lambda$, increases. The requirement that $\widehat{\mathcal{M}}_{\alpha}^{*}=\mathcal{M}^{*}$ is very demanding, yet as $\lambda$ increases the equality occurs quite frequently. The range test is less powerful than is the semi-quadratic test, and will on average have more models in the MCS. This is not surprising, because the range-test satisfies that all superior models are contained in the MCS, with a frequency no less than $1-\alpha$, see Hansen et al. (2003). This property is also confirmed by the simulations $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$. Since the semiquadratic test is less conservative it will delete superior models from the MCS at a higher frequency, which is also observed, in particular for the case with $m=100$.

[^8]
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### 4.1. Bootstrap versus Bonferroni Bound

Our bootstrap method and the Bonferroni bound method requires an estimate of $\operatorname{var}\left(\bar{d}_{i j}\right)$, to implement the tests. The estimate is easily obtained from the bootstrap resamples. For the sake of comparability, we use the true variance in our simulation experiments, where we compare the Bonferroni bound method to the MCS bootstrap method.

## [TABLE 7]

Table 7, $\mathrm{A}(\alpha=.05)$ and $\mathrm{B}(\alpha=0.10)$ contain a simulation experiment where we have generated random variables, $L_{i, t} \sim \operatorname{iid} N\left(\mu_{i}, 1\right), i=1, \ldots, m$ and $t=1, \ldots, n$, where

$$
\mu_{i}=\left\{\begin{array}{ccl}
0 & \text { for } & i=1, \ldots,[\rho m] \\
\lambda / \sqrt{n} & \text { for } & i=[\rho m]+1, \ldots, m
\end{array}\right.
$$

for $\lambda=1,3,5, \rho \in(0.20, .50, .80)$, and for $m=10,40$, and $n=250 . B=1,000 . n_{\text {iter }}=4,000$. $\alpha=0.05,0.10$.

The table reports four summery statistics for the two bootstrap tests, ( $T_{R}$ and $T_{S Q}$ ), and the Bonferroni bound test. As can be seen, the Bonferroni bound test perform very poorly. The test lacks power so $\lambda$ needs to be very large before the Bonferroni method is able to tell good and bad models apart.

## 5. Summary

This paper studies the model confidence set (MCS) method of Hansen et al. (2003). The MCS provides a useful tool to select the superior forecasting models from a larger set. The model whose forecasts produce the minimum expected loss defines the best model, where the loss function is selected by the user. The MCS contains the best model with a level of confidence, which is specified by the user. Generally, the number of models in the MCS will increase as the level of confidence increases. Thus, the set of models in a MCS can be interpreted in the same way that a confidence interval covers the part of the real line in which the true value of a parameter resides with a certain significance level. When the MCS (with a high level of confidence) contains only one model, this model is very likely to be the truly superior model, in terms of the loss function that was applied in the construction of the MCS.

The MCS does not require as much prior information as other methods for model selection. There is no need to assume knowledge of the "true" data generating process or the optimal forecasting model in order to apply the MCS. This focuses uncertainty on the set of forecasting models under consideration. Thus, the MCS recognizes that the limitations of the data imply that in most cases it is not possible to
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settle on a single model. Instead, the MCS usually chooses the models that perform significantly better than the rest.

We apply the MCS to volatility models to judge their ability to forecast the volatility of stock returns. The MCS selects VGARCH over the other volatility models we examine when the evaluation is made with the mean absolute deviation loss function, and the MCS contains about a third of the candidate models when the models are evaluated using the mean square error loss function. Thus, the MCS is able to separate superior from inferior volatility models under these loss functions, even at a ten percent significance level.

We study the properties of the MCS with a series of simulation experiments. These experiments reveal that the MCS possess the ability to separate superior from inferior models. In particular, the simulations show that the MCS yields a set of models that contains all, or almost all, truly superior models, but rarely exactly captures the true set of superior models, unless the difference in expected performance of superior and inferior models is large. Perhaps most importantly, the MCS faces few problems when it has to classify inferior models as truly inferior. Thus, the MCS represents a powerful tool to choose the best set of forecasting models.

## Appendix A: Assumptions and Theoretical Results

Lemma 1 Let $\overline{\mathbf{d}}=n^{-1} \sum_{t=1}^{n} \mathbf{d}_{t}$. Under Assumptions 1 and 2 it holds that

$$
\begin{equation*}
n^{1 / 2}(\overline{\mathbf{d}}-\boldsymbol{\delta}) \xrightarrow{d} N(\mathbf{0}, \boldsymbol{\Omega}), \quad \text { as } n \rightarrow \infty \tag{A.1}
\end{equation*}
$$

where $\boldsymbol{\delta} \equiv E\left(\mathbf{d}_{t}\right)$, and $\boldsymbol{\Omega}$ is the asymptotic covariance matrix.
Proof. Follows by the multivariate central limit theorem for stationary and ergodic processes.
We note that the limit distribution need not be Gaussian, when the evaluation of models is made unconditionally on parameter estimates. Situations where different limit distributions arise, are discussed in West \& McCracken (1998) and Clark \& McCracken (2001). The former studies the situation with various estimation schemes and the latter studies the case with nested models, both situations violates our Assumption 1.

Theorem 2 Under Assumptions 1 and 2, the asymptotic distribution of $T_{R}$ and $T_{S Q}$, under the hypothesis $E\left(d_{i j, t}\right)=0$ for all $i, j \in \mathcal{M}$, are given by a continuous transformation of $N(0, \boldsymbol{\Omega})$.

Proof. Define $\gamma_{i j}=\operatorname{var}\left(\sqrt{n} \bar{d}_{i j}\right)$. Under $H_{0}$, we note that $\max _{i, j \in \mathcal{M}}\left|\sqrt{n} \bar{d}_{i j}\right| / \gamma_{i j}$ and $n \sum_{i<j} \bar{d}_{i j}^{2} / \gamma_{i j}^{2}$, are continuous function of the elements of $\overline{\mathbf{d}}$, for which $E\left(d_{i j, t}\right)=0$. By the continuous mapping theorem it
follows that the asymptotic distributions of $T_{R}$ and $T_{S Q}$ are given from the limit distribution of $\overline{\mathbf{d}}$, under the assumption that $\widehat{\operatorname{var}}\left(\sqrt{n} \bar{d}_{i j}\right)$ is consistent for $\operatorname{var}\left(\sqrt{n} \bar{d}_{i j}\right)$.

## B Appendix B: Bootstrap Implementation

The bootstrap implementation consists of three steps. In the first step resamples are generated. The second step uses the resamples to estimate certain parameters, and the distribution of the test statistic of interest is estimated in step three.

1. (a) Evaluate the dependence in $d_{i j, t}$ to get the bootstrap dependence parameter (the block-length). One way to do this is to estimate an autoregressive process for $d_{i j, t} i, j \in \mathcal{M}$, and determine its lag-length, e.g., by the use of information criteria. The bootstrap block-length can be set to be the largest lag-length (over $i, j \in \mathcal{M}$ ).
(b) Generate $B$ bootstrap resamples of $\{1, \ldots, n\}$, using the block bootstrap, using $k$ as the block-length. This can be done as follows, where $\Upsilon$ denotes the uniform distribution over the integers $\{1, \ldots, n\}$.
i. Determine the number of blocks needed for a sample of size $n$. I.e., let $v$ the smallest integer that satisfies $v \geq \frac{n}{k}$.
ii. For $a=0, \ldots, v-1$, let $\tau_{b_{a k+1}} \sim$ iid $\Upsilon$. (First element of each block.)
iii. Set $\tau_{a k+t}=\tau_{b_{a k+t-1}}+1 \bmod n$, for $t=2, \ldots, k$, and for $a=0, \ldots, v-1$.
iv. The $b$ th resample index is given by $\left(\tau_{b_{1}}, \ldots, \tau_{b_{n}}\right)$.
v. This is repeated for all resamples $b=1, \ldots, B$.
2. Estimate variance parameters as follows.
(a) Define the bootstrap re-samples averages, $\bar{d}_{b, i j}^{*}=\frac{1}{n} \sum_{t=1}^{n} d_{i j, \tau_{b_{t}}}$, and let the bootstrap estimated of $\operatorname{var}\left(\bar{d}_{i j}\right)$ be given by

$$
\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right) \equiv \frac{1}{B} \sum_{b=1}^{B}\left(\bar{d}_{b, i j}^{*}-\bar{d}_{i j}\right)^{2}, \quad \text { for } i, j \in \mathcal{M}
$$

(b) Similarly, calculate $\bar{d}_{b, i, .}^{*} \equiv \frac{1}{m-1} \sum_{j \in \mathcal{M}} \bar{d}_{b, i j}^{*}$, and the bootstrap estimate of $\operatorname{var}\left(\bar{d}_{i}.\right)$, which is defined by

$$
\widehat{\operatorname{var}}\left(\bar{d}_{i .}\right) \equiv \frac{1}{B} \sum_{b=1}^{B}\left(\bar{d}_{b, i}^{*}-\bar{d}_{i .}\right)^{2}, \quad \text { for } i \in \mathcal{M}
$$
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3. Calculate the test statistic of interest, and obtain its bootstrap distribution.
(a) Calculate the two statistics, $T_{R}$ and $T_{S Q}$.
(b) The estimated bootstrap distributions of $T_{R}$ and $T_{S Q}$, under the null hypothesis, are given by the empirical distribution of

$$
T_{b, R}^{*}=\max _{i, j \in \mathcal{M}^{\prime}} \frac{\left|\bar{d}_{b, i j}^{*}-\bar{d}_{i j}\right|}{\sqrt{\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right)}} \quad \text { and } \quad T_{b, S Q}^{*}=\sum_{\substack{i, j \in \mathcal{M} \\ i<j}} \frac{\left(\bar{d}_{b, i j}^{*}-\bar{d}_{i j}\right)^{2}}{\widehat{\operatorname{var}}\left(\bar{d}_{i j}\right)}
$$

respectively.
(c) A $p$-value of the test for EPA is obtained by calculating the ratio of $T_{b, R}^{*}$ (or $T_{b, S Q}^{*}$ ) that exceed $T_{R}\left(\right.$ or $\left.T_{S Q}\right)$. I.e.,

$$
\hat{p}_{R} \equiv \frac{1}{B} \sum_{b=1}^{B} 1\left\{T_{b, R}^{*}>T_{R}\right\}, \quad \text { and } \quad \hat{p}_{S Q} \equiv \frac{1}{B} \sum_{b=1}^{B} 1\left\{T_{b, S Q}^{*}>T_{S Q}\right\}
$$

## B. 1 The MCS Testing Procedure

1. Initiate the procedure by setting $\mathcal{M}=\mathcal{M}_{0}$.
2. Test for EPA of the models in $\mathcal{M}$.
(a) If the EPA-hypothesis is "accepted". We set $\widehat{\mathcal{M}}_{\alpha}^{*} \equiv \mathcal{M}$, and report this the $(1-\alpha)$-confidence set.
(b) If the EPA-hypothesis is rejected.
i. Then define

$$
\bar{d}_{i .} \equiv \frac{1}{m} \sum_{j \in \mathcal{M}} \bar{d}_{i j}
$$

where $m$ denotes the number of models in $\mathcal{M}$. This statistic, $\bar{d}_{i}$, measures the performance of model $i$, relative to the average across models.
ii. Determine the "worst performing model" from $\mathcal{M}$, as defined by

$$
i^{\dagger} \equiv \arg \max _{i \in \mathcal{M}} \frac{\bar{d}_{i \cdot}}{\sqrt{\widehat{\operatorname{var}}\left(\bar{d}_{i \cdot}\right)}}
$$

where $\widehat{\operatorname{var}}\left(\bar{d}_{i}.\right)$ is an estimate of $\operatorname{var}\left(\bar{d}_{i}.\right)$.
iii. Remove model $i^{\dagger}$ from $\mathcal{M}$, and repeat step 2.
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Table 1: Alternative GARCH-type models: The conditional variance

SV:

$$
\ln \left(\sigma_{t}^{2}\right)=\omega+\beta \ln \left(\sigma_{t-1}^{2}\right)+\eta_{t}, \quad \eta_{t} \sim \operatorname{Nid}\left(0, \sigma_{\eta}^{2}\right)
$$

$\mathrm{ARCH}: \quad \sigma_{t}^{2}=\omega+\sum_{i=1}^{q} \alpha_{i} \varepsilon_{t-i}^{2}$

| GARCH: | $\sigma_{t}^{2}=\omega+\sum_{i=1}^{q} \alpha_{i} \varepsilon_{t-i}^{2}+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{2}$ |
| :--- | :--- |
| IGARCH | $\sigma_{t}^{2}=\omega+\varepsilon_{t-1}^{2}+\sum_{i=2}^{q} \alpha_{i}\left(\varepsilon_{t-i}^{2}-\varepsilon_{t-1}^{2}\right)+\sum_{j=1}^{p} \beta_{j}\left(\sigma_{t-j}^{2}-\varepsilon_{t-1}^{2}\right)$ |


| Taylor/Schwert: | $\sigma_{t}=\omega+\sum_{i=1}^{q} \alpha_{i}\left\|\varepsilon_{t-i}\right\|+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}$ |
| :--- | :--- |
| A-GARCH: | $\sigma_{t}^{2}=\omega+\sum_{i=1}^{q}\left[\alpha_{i} \varepsilon_{t-i}^{2}+\gamma_{i} \varepsilon_{t-i}\right]+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{2}$ |
| NA-GARCH: | $\sigma_{t}^{2}=\omega+\sum_{i=1}^{q} \alpha_{i}\left(\varepsilon_{t-i}+\gamma_{i} \sigma_{t-i}\right)^{2}+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{2}$ |
| V-GARCH: | $\sigma_{t}^{2}=\omega+\sum_{i=1}^{q} \alpha_{i}\left(e_{t-i}+\gamma_{i}\right)^{2}+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{2}$ |
| Thr.-GARCH: | $\sigma_{t}=\omega+\sum_{i=1}^{q} \alpha_{i}\left[\left(1-\gamma_{i}\right) \varepsilon_{t-i}^{+}-\left(1+\gamma_{i}\right) \varepsilon_{t-i}^{-}\right]+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}$ |

GJR-GARCH: $\quad \sigma_{t}^{2}=\omega+\sum_{i=1}^{q}\left[\alpha_{i}+\gamma_{i} I_{\left\{\varepsilon_{t-i}>0\right\}}\right] \varepsilon_{t-i}^{2}+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{2}$
log-GARCH: $\quad \ln \left(\sigma_{t}\right)=\omega+\sum_{i=1}^{q} \alpha_{i}\left|e_{t-i}\right|+\sum_{j=1}^{p} \beta_{j} \ln \left(\sigma_{t-j}\right)$
EGARCH: $\quad \ln \left(\sigma_{t}^{2}\right)=\omega+\sum_{i=1}^{q}\left[\alpha_{i} e_{t-i}+\gamma_{i}\left(\left|e_{t-i}\right|-E\left|e_{t-i}\right|\right)\right]+\sum_{j=1}^{p} \beta_{j} \ln \left(\sigma_{t-j}^{2}\right)$,
A-PARCH: $\quad \sigma^{\delta}=\omega+\sum_{i=1}^{q} \alpha_{i}\left[\left|\varepsilon_{t-i}\right|-\gamma_{i} \varepsilon_{t-i}\right]^{\delta}+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{\delta}$
GQ-ARCH: $\quad \sigma_{t}^{2}=\omega+\sum_{i=1}^{q} \alpha_{i} \varepsilon_{t-i}+\sum_{i=1}^{q} \alpha_{i i} \varepsilon_{t-i}^{2}+\sum_{i<j}^{q} \alpha_{i j} \varepsilon_{t-i} \varepsilon_{t-j}+\sum_{j=1}^{p} \beta_{j} \sigma_{t-j}^{2}$
FI-GARCH: $\quad \sigma_{t}^{2}=\omega[1-\beta(L)]^{-1}+\left\{1-[1-\beta(L)]^{-1} \phi(L)(1-L)^{d}\right\} \varepsilon_{t}^{2}$

FI-EGARCH: $:^{a} \quad \ln \left(\sigma_{t}^{2}\right)=\omega+\phi(L)^{-1}(1-L)^{-d}[1-\alpha(L)] g\left(e_{t-1}\right)$

[^9]Table 2: MCS and $p$-values

|  |  | Panel A: MSE |  |  |  | Panel B: MAD |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | Model | MSE | $\widehat{\operatorname{var}}\left(\bar{d}_{i}\right)$ | $p_{R}$ | $p_{\text {SQ }}$ | MAD | $\widehat{\operatorname{var}}\left(\bar{d}_{i}\right)$ | $p_{R}$ | $p_{\text {SQ }}$ |
| 1 | STOCH.VO | 1.617 | 3.887 | $0.444^{\star \star}$ | $0.176^{\star}$ | 0.698 | 0.150 | 0.054 | 0.000 |
| 2 | GARCH11 | 1.703 | 1.712 | 0.020 | 0.029 | 0.765 | 0.089 | 0.002 | 0.000 |
| 3 | GARCH12 | 1.825 | 2.964 | 0.020 | 0.004 | 0.789 | 0.106 | 0.002 | 0.000 |
| 4 | GARCH21 | 1.737 | 1.935 | 0.020 | 0.008 | 0.772 | 0.090 | 0.002 | 0.000 |
| 5 | GARCH22 | 1.858 | 3.435 | 0.020 | 0.003 | 0.794 | 0.137 | 0.002 | 0.000 |
| 6 | IGARCH11 | 1.731 | 1.708 | 0.020 | 0.010 | 0.779 | 0.098 | 0.002 | 0.000 |
| 7 | IGARCH12 | 1.868 | 2.856 | 0.020 | 0.002 | 0.808 | 0.120 | 0.002 | 0.000 |
| 8 | IGARCH21 | 1.771 | 1.904 | 0.020 | 0.006 | 0.787 | 0.101 | 0.002 | 0.000 |
| 9 | IGARCH22 | 1.916 | 3.405 | 0.020 | 0.001 | 0.820 | 0.153 | 0.002 | 0.000 |
| 10 | TSGARCH11 | 1.679 | 2.044 | 0.078 | 0.073 | 0.769 | 0.108 | 0.004 | 0.000 |
| 11 | TSGARCH12 | 1.739 | 2.557 | 0.020 | 0.023 | 0.776 | 0.107 | 0.002 | 0.000 |
| 12 | TSGARCH21 | 1.695 | 2.142 | 0.078 | 0.038 | 0.770 | 0.106 | 0.004 | 0.000 |
| 13 | TSGARCH22 | 1.759 | 2.607 | 0.020 | 0.008 | 0.781 | 0.115 | 0.002 | 0.000 |
| 14 | AGARCH11 | 1.584 | 0.809 | $0.444^{\text {** }}$ | 0.198* | 0.727 | 0.026 | 0.054 | 0.000 |
| 15 | AGARCH12 | 1.547 | 1.430 | $0.934^{\star \star}$ | $0.916^{\star \star}$ | 0.704 | 0.059 | 0.054 | 0.006 |
| 16 | AGARCH21 | 1.575 | 0.774 | $0.444^{\star \star}$ | $0.274^{\star \star}$ | 0.725 | 0.026 | 0.054 | 0.000 |
| 17 | AGARCH22 | 1.704 | 2.110 | 0.078 | 0.032 | 0.744 | 0.071 | 0.054 | 0.000 |
| 18 | NAGARCH11 | 1.878 | 3.376 | 0.020 | 0.006 | 0.812 | 0.116 | 0.002 | 0.000 |
| 19 | NAGARCH12 | 1.852 | 2.966 | 0.020 | 0.008 | 0.804 | 0.105 | 0.002 | 0.000 |
| 20 | NAGARCH21 | 1.873 | 4.037 | 0.020 | 0.060 | 0.817 | 0.123 | 0.002 | 0.000 |
| 21 | NAGARCH22 | 2.012 | 13.81 | $0.444^{\star \star}$ | 0.104* | 0.880 | 0.330 | 0.002 | 0.000 |
| 22 | VGARCH11 | 1.587 | 7.203 | $0.594^{\star \star}$ | 0.247 ${ }^{\star}$ | 0.659 | 0.231 | 0.054 | 0.059 |
| 23 | VGARCH12 | 1.578 | 6.673 | $0.630^{\star \star}$ | $0.312^{\star \star}$ | 0.653 | 0.240 | $1.000^{\star \star}$ | $1.000^{\star \star}$ |
| 24 | VGARCH21 | 1.583 | 6.971 | $0.630^{\star \star}$ | $0.312^{\star \star}$ | 0.659 | 0.230 | 0.054 | 0.059 |
| 25 | VGARCH22 | 1.527 | 4.960 | $1.000^{\star \star}$ | $1.000^{\star \star}$ | 0.665 | 0.173 | 0.054 | 0.059 |
| 26 | ThrGARCH11 | 1.823 | 2.293 | 0.020 | 0.007 | 0.815 | 0.083 | 0.002 | 0.000 |
| 27 | ThrGARCH12 | 1.810 | 3.411 | $0.444^{\star \star}$ | 0.036 | 0.831 | 0.126 | 0.002 | 0.000 |
| 28 | ThrGARCH21 | 1.816 | 2.566 | 0.020 | 0.010 | 0.817 | 0.084 | 0.002 | 0.000 |
| 29 | ThrGARCH22 | 1.707 | 5.481 | $0.444^{\star \star}$ | $0.176^{\star}$ | 0.825 | 0.204 | 0.002 | 0.000 |
| 30 | GJRGARCH11 | 1.803 | 2.092 | 0.020 | 0.008 | 0.777 | 0.114 | 0.054 | 0.000 |
| 31 | GJRGARCH21 | 1.803 | 2.082 | 0.020 | 0.007 | 0.776 | 0.114 | 0.054 | 0.000 |
| 32 | logGARCH11 | 1.622 | 2.035 | $0.444^{\star \star}$ | 0.176* | 0.740 | 0.088 | 0.054 | 0.000 |
| 33 | logGARCH12 | 1.652 | 2.417 | $0.444^{\star \star}$ | 0.096 | 0.741 | 0.082 | 0.054 | 0.000 |
| 34 | logGARCH21 | 1.631 | 2.129 | $0.444^{\star \star}$ | $0.176^{\star}$ | 0.740 | 0.085 | 0.054 | 0.000 |

Panel A: MSE

| No. | Model | MSE | $\widehat{v a r}\left(\bar{d}_{i .}\right)$ | $p_{R}$ | $p_{S Q}$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| 35 | logGARCH22 | 1.686 | 2.602 | $0.444^{\star \star}$ | 0.052 |
| 36 | EGARCH11 | 1.651 | 0.795 | $0.444^{\star \star}$ | $0.176^{\star}$ |
| 37 | EGARCH12 | 1.685 | 0.942 | 0.078 | 0.052 |
| 38 | EGARCH21 | 1.644 | 0.846 | $0.444^{\star \star}$ | $0.176^{\star}$ |
| 39 | EGARCH22 | 1.551 | 2.708 | $0.934^{\star \star}$ | $0.916^{\star \star}$ |
| 40 | APARCH11 | 1.902 | 2.564 | 0.020 | 0.002 |
| 41 | APARCH12 | 1.806 | 1.954 | 0.020 | 0.006 |
| 42 | APARCH21 | 1.872 | 2.518 | 0.020 | 0.004 |
| 43 | APARCH22 | 1.803 | 1.825 | 0.020 | 0.006 |
| 44 | GQARCH11 | 1.584 | 0.809 | $0.444^{\star \star}$ | $0.176^{\star}$ |
| 45 | GQARCH12 | 1.647 | 1.520 | $0.444^{\star \star}$ | $0.176^{\star}$ |
| 46 | GQARCH21 | 1.575 | 0.774 | $0.630^{\star \star}$ | $0.312^{\star \star}$ |
| 47 | GQARCH22 | 1.586 | 1.528 | $0.630^{\star \star}$ | $0.312^{\star \star}$ |
| 48 | FIGARCH00 | 1.717 | 5.128 | $0.444^{\star \star}$ | 0.088 |
| 49 | FIGARCH01 | 1.905 | 7.772 | 0.020 | 0.007 |
| 50 | FIGARCH10 | 1.840 | 4.752 | 0.020 | 0.006 |
| 51 | FIGARCH11 | 1.853 | 5.290 | 0.020 | 0.006 |
| 52 | FIEGARCH00 | 2.606 | 28.99 | 0.020 | 0.012 |
| 53 | FIEGARCH01 | 2.516 | 17.99 | 0.020 | 0.002 |
| 54 | FIEGARCH10 | 2.535 | 23.52 | 0.020 | 0.004 |
| 55 | FIEGARCH11 | 2.538 | 19.31 | 0.020 | 0.002 |

## Panel B: MAD

| MAD | $\widehat{\operatorname{var}}\left(\bar{d}_{i .}\right)$ | $p_{R}$ | $p_{S Q}$ |
| :---: | :---: | :---: | :---: |
| 0.748 | 0.089 | 0.054 | 0.000 |
| 0.750 | 0.048 | 0.054 | 0.000 |
| 0.769 | 0.089 | 0.004 | 0.000 |
| 0.749 | 0.049 | 0.054 | 0.000 |
| 0.753 | 0.149 | 0.054 | 0.000 |
| 0.854 | 0.117 | 0.002 | 0.000 |
| 0.821 | 0.098 | 0.002 | 0.000 |
| 0.847 | 0.109 | 0.002 | 0.000 |
| 0.818 | 0.097 | 0.002 | 0.000 |
|  |  |  |  |
| 0.727 | 0.026 | 0.054 | 0.000 |
| 0.765 | 0.106 | 0.054 | 0.000 |
| 0.725 | 0.026 | 0.054 | 0.000 |
| 0.740 | 0.128 | 0.054 | 0.000 |
|  |  |  |  |
| 0.735 | 0.260 | 0.054 | 0.000 |
| 0.781 | 0.210 | 0.054 | 0.000 |
| 0.777 | 0.124 | 0.002 | 0.000 |
| 0.778 | 0.138 | 0.004 | 0.000 |
| 1.112 | 0.577 | 0.002 | 0.000 |
| 1.085 | 0.520 | 0.002 | 0.000 |
| 1.092 | 0.537 | 0.002 | 0.000 |
| 1.091 | 0.532 | 0.002 | 0.000 |

This table present model confidence sets for our selection of volatility models. $P$-values marked with two stars are in $\widehat{\mathcal{M}}_{0.25}^{*}$, and one star marks models $\widehat{\mathcal{M}}_{0.1}^{*}$. Note that $\widehat{\mathcal{M}}_{0.25}^{*} \subset \widehat{\mathcal{M}}_{0.1}^{*}$
Table 3: Decomposition of Loss function variance.

|  |  | Panel A: MSE |  |  |  |  | Panel B: MAD |  |  | $\frac{\widehat{V}\left(\bar{L}_{i, .}\right)}{\widehat{V}\left(\bar{L}_{., .}\right)}$ | $\hat{\rho}\left(\bar{L}_{i, .}, \bar{L}_{., .}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No. | Model | MSE | $\frac{\mathrm{MSE}}{\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}}$ | $\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}$ | $\frac{\widehat{V}\left(\bar{L}_{i, .}\right)}{\widehat{V}(\bar{L}, .,)}$ | $\hat{\rho}\left(\bar{L}_{i, .}, \bar{L}_{., .}\right)$ | MAD | $\frac{\mathrm{MAD}}{\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}}$ | $\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}$ |  |  |
| 1 | STOCH.VO | 1.617 | 0.820 | 1.971 | 1.192 | 0.994 | 0.698 | 1.803 | 0.387 | 1.127 | 0.931 |
| 2 | GARCH11 | 1.703 | 1.301 | 1.309 | 1.068 | 0.995 | 0.765 | 2.563 | 0.299 | 1.113 | 0.959 |
| 3 | GARCH12 | 1.825 | 1.060 | 1.722 | 1.169 | 0.995 | 0.789 | 2.419 | 0.326 | 1.200 | 0.955 |
| 4 | GARCH21 | 1.737 | 1.249 | 1.391 | 1.097 | 0.996 | 0.772 | 2.566 | 0.301 | 1.138 | 0.959 |
| 5 | GARCH22 | 1.858 | 1.002 | 1.853 | 1.165 | 0.994 | 0.794 | 2.142 | 0.371 | 1.224 | 0.943 |
| 6 | IGARCH11 | 1.731 | 1.324 | 1.307 | 1.051 | 0.995 | 0.779 | 2.482 | 0.314 | 1.121 | 0.955 |
| 7 | IGARCH12 | 1.868 | 1.106 | 1.690 | 1.144 | 0.995 | 0.808 | 2.335 | 0.346 | 1.212 | 0.950 |
| 8 | IGARCH21 | 1.771 | 1.283 | 1.380 | 1.078 | 0.995 | 0.787 | 2.474 | 0.318 | 1.147 | 0.955 |
| 9 | IGARCH22 | 1.916 | 1.038 | 1.845 | 1.133 | 0.993 | 0.820 | 2.094 | 0.392 | 1.239 | 0.937 |
| 10 | TSGARCH11 | 1.679 | 1.175 | 1.430 | 1.045 | 0.994 | 0.769 | 2.339 | 0.329 | 1.085 | 0.949 |
| 11 | TSGARCH12 | 1.739 | 1.087 | 1.599 | 1.106 | 0.994 | 0.776 | 2.370 | 0.328 | 1.133 | 0.951 |
| 12 | TSGARCH21 | 1.695 | 1.158 | 1.463 | 1.063 | 0.994 | 0.770 | 2.362 | 0.326 | 1.099 | 0.950 |
| 13 | TSGARCH22 | 1.759 | 1.089 | 1.615 | 1.104 | 0.994 | 0.781 | 2.300 | 0.339 | 1.146 | 0.948 |
| 14 | AGARCH11 | 1.584 | 1.761 | 0.899 | 1.053 | 0.998 | 0.727 | 4.521 | 0.161 | 1.052 | 0.987 |
| 15 | AGARCH12 | 1.547 | 1.294 | 1.196 | 1.082 | 0.996 | 0.704 | 2.909 | 0.242 | 1.048 | 0.971 |
| 16 | AGARCH21 | 1.575 | 1.790 | 0.880 | 1.043 | 0.998 | 0.725 | 4.480 | 0.162 | 1.046 | 0.987 |
| 17 | AGARCH22 | 1.704 | 1.173 | 1.453 | 1.149 | 0.997 | 0.744 | 2.790 | 0.267 | 1.146 | 0.969 |
| 18 | NAGARCH11 | 1.878 | 1.022 | 1.838 | 0.943 | 0.991 | 0.812 | 2.387 | 0.340 | 1.214 | 0.952 |
| 19 | NAGARCH12 | 1.852 | 1.075 | 1.722 | 0.950 | 0.992 | 0.804 | 2.485 | 0.324 | 1.201 | 0.956 |
| 20 | NAGARCH21 | 1.873 | 0.932 | 2.009 | 0.898 | 0.989 | 0.817 | 2.328 | 0.351 | 1.202 | 0.948 |
| 21 | NAGARCH22 | 2.012 | 0.541 | 3.716 | 0.813 | 0.964 | 0.880 | 1.531 | 0.575 | 1.234 | 0.857 |
| 22 | VGARCH11 | 1.587 | 0.591 | 2.684 | 1.308 | 0.992 | 0.659 | 1.372 | 0.481 | 1.149 | 0.895 |
| 23 | VGARCH12 | 1.578 | 0.611 | 2.583 | 1.283 | 0.991 | 0.653 | 1.331 | 0.490 | 1.148 | 0.890 |
| 24 | VGARCH21 | 1.583 | 0.600 | 2.640 | 1.299 | 0.992 | 0.659 | 1.376 | 0.479 | 1.145 | 0.895 |
| 25 | VGARCH22 | 1.527 | 0.686 | 2.227 | 1.228 | 0.993 | 0.665 | 1.598 | 0.416 | 1.082 | 0.917 |
| 26 | ThrGARCH11 | 1.823 | 1.204 | 1.514 | 0.911 | 0.994 | 0.815 | 2.832 | 0.288 | 1.156 | 0.964 |
| 27 | ThrGARCH12 | 1.810 | 0.980 | 1.847 | 0.830 | 0.994 | 0.831 | 2.339 | 0.356 | 1.116 | 0.941 |


| No. | Model | MSE | $\frac{\mathrm{MSE}}{\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}}$ | $\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}$ | $\frac{\widehat{V}\left(\bar{L}_{i, .}\right)}{\widehat{V}\left(\bar{L}_{., .}\right)}$ | $\hat{\rho}\left(\bar{L}_{i, .}, \bar{L}_{., .}\right)$ | MAD | $\frac{\mathrm{MAD}}{\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}}$ | $\sqrt{\widehat{V}\left(\bar{d}_{i, .}\right)}$ | $\frac{\widehat{V}\left(\bar{L}_{i, .}\right)}{\widehat{V}\left(\bar{L}_{., .}\right)}$ | $\hat{\rho}\left(\bar{L}_{i, .}, \bar{L}_{., .}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 28 | ThrGARCH21 | 1.816 | 1.133 | 1.602 | 0.887 | 0.994 | 0.817 | 2.813 | 0.290 | 1.145 | 0.962 |
| 29 | ThrGARCH22 | 1.707 | 0.729 | 2.341 | 0.762 | 0.992 | 0.825 | 1.827 | 0.452 | 1.023 | 0.899 |
| 30 | GJRGARCH11 | 1.803 | 1.247 | 1.446 | 0.958 | 0.994 | 0.777 | 2.301 | 0.337 | 1.196 | 0.952 |
| 31 | GJRGARCH21 | 1.803 | 1.249 | 1.443 | 0.960 | 0.994 | 0.776 | 2.299 | 0.338 | 1.196 | 0.952 |
| 32 | logGARCH11 | 1.622 | 1.137 | 1.427 | 1.083 | 0.995 | 0.740 | 2.499 | 0.296 | 1.071 | 0.958 |
| 33 | logGARCH12 | 1.652 | 1.063 | 1.555 | 1.126 | 0.995 | 0.741 | 2.587 | 0.287 | 1.099 | 0.962 |
| 34 | logGARCH21 | 1.631 | 1.118 | 1.459 | 1.097 | 0.995 | 0.740 | 2.539 | 0.292 | 1.079 | 0.959 |
| 35 | logGARCH22 | 1.686 | 1.045 | 1.613 | 1.137 | 0.995 | 0.748 | 2.504 | 0.299 | 1.123 | 0.959 |
| 36 | EGARCH11 | 1.651 | 1.851 | 0.892 | 0.977 | 0.997 | 0.750 | 3.407 | 0.220 | 1.086 | 0.977 |
| 37 | EGARCH12 | 1.685 | 1.735 | 0.971 | 0.962 | 0.997 | 0.769 | 2.574 | 0.299 | 1.090 | 0.958 |
| 38 | EGARCH21 | 1.644 | 1.787 | 0.920 | 0.965 | 0.997 | 0.749 | 3.400 | 0.220 | 1.079 | 0.977 |
| 39 | EGARCH22 | 1.551 | 0.943 | 1.646 | 0.842 | 0.995 | 0.753 | 1.951 | 0.386 | 0.982 | 0.925 |
| 40 | APARCH11 | 1.902 | 1.188 | 1.601 | 0.917 | 0.993 | 0.854 | 2.494 | 0.342 | 1.169 | 0.948 |
| 41 | APARCH12 | 1.806 | 1.292 | 1.398 | 0.909 | 0.995 | 0.821 | 2.626 | 0.313 | 1.129 | 0.955 |
| 42 | APARCH21 | 1.872 | 1.180 | 1.587 | 0.898 | 0.994 | 0.847 | 2.565 | 0.330 | 1.150 | 0.951 |
| 43 | APARCH22 | 1.803 | 1.334 | 1.351 | 0.919 | 0.995 | 0.818 | 2.629 | 0.311 | 1.130 | 0.956 |
| 44 | GQARCH11 | 1.584 | 1.761 | 0.899 | 1.053 | 0.998 | 0.727 | 4.521 | 0.161 | 1.052 | 0.987 |
| 45 | GQARCH12 | 1.647 | 1.336 | 1.233 | 0.948 | 0.996 | 0.765 | 2.348 | 0.326 | 1.059 | 0.949 |
| 46 | GQARCH21 | 1.575 | 1.790 | 0.880 | 1.043 | 0.998 | 0.725 | 4.480 | 0.162 | 1.046 | 0.987 |
| 47 | GQARCH22 | 1.586 | 1.283 | 1.236 | 0.957 | 0.995 | 0.740 | 2.066 | 0.358 | 1.035 | 0.937 |
| 48 | FIGARCHOO | 1.717 | 0.758 | 2.265 | 1.005 | 0.986 | 0.735 | 1.441 | 0.510 | 1.173 | 0.883 |
| 49 | FIGARCH01 | 1.905 | 0.684 | 2.788 | 1.303 | 0.990 | 0.781 | 1.706 | 0.458 | 1.292 | 0.916 |
| 50 | FIGARCH10 | 1.840 | 0.844 | 2.180 | 1.265 | 0.995 | 0.777 | 2.204 | 0.353 | 1.232 | 0.949 |
| 51 | FIGARCH11 | 1.853 | 0.806 | 2.300 | 1.279 | 0.994 | 0.778 | 2.095 | 0.371 | 1.244 | 0.944 |
| 52 | FIEGARCH00 | 2.606 | 0.484 | 5.385 | 0.671 | 0.925 | 1.112 | 1.464 | 0.760 | 1.365 | 0.766 |
| 53 | FIEGARCH01 | 2.516 | 0.593 | 4.242 | 0.751 | 0.954 | 1.085 | 1.505 | 0.721 | 1.336 | 0.786 |
| 54 | FIEGARCH10 | 2.535 | 0.523 | 4.850 | 0.691 | 0.941 | 1.092 | 1.489 | 0.733 | 1.339 | 0.779 |
| 55 | FIEGARCH11 | 2.538 | 0.578 | 4.394 | 0.748 | 0.950 | 1.091 | 1.496 | 0.729 | 1.344 | 0.782 |

This table present some summary statistics of the Loss function variance decomposition.

Table 4: Simulations with $[\rho m]$ superior (EPA) models and $m-[\rho m]$ inferior models., $\rho=0.2$.

| $\lambda / \mathrm{m}$ | Panel A: $\alpha=0.25$ |  |  | Panel B: $\alpha=0.1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 10 | 40 | 100 | 10 | 40 | 100 |
|  | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9640 .953 | 0.9300 .958 | 0.9120 .940 | 0.9930 .989 | 0.9780 .990 | 0.9720 .979 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0060 .004 | 0.0000 .000 | 0.0000 .000 | 0.0010 .001 | 0.0000 .000 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9810 .975 | 0.9850 .994 | 0.9910 .997 | 0.9960 .994 | 0.9960 .999 | 0.9970 .999 |
| $Q_{\mathcal{M} * \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.2410 .238 | 0.2110 .209 | 0.2070 .206 | 0.2150 .211 | 0.2040 .203 | 0.2030 .202 |
| $Q_{\text {CM }}{ }^{*}$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9730 .967 | 0.9690 .978 | 0.9750 .982 | 0.9880 .983 | 0.9760 .986 | 0.9820 .983 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.8420 .818 | 0.8710 .729 | 0.8740 .526 | 0.9500 .931 | 0.9540 .860 | 0.9480 .693 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.3210 .277 | 0.0120 .022 | 0.0000 .000 | 0.2040 .170 | 0.0040 .006 | 0.0000 .000 |
| $3 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9210 .909 | 0.9680 .936 | 0.9840 .956 | 0.9750 .965 | 0.9910 .975 | 0.9950 .978 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.6990 .666 | 0.4520 .634 | 0.3690 .642 | 0.5270 .501 | 0.3380 .508 | 0.2900 .550 |
| $Q_{\text {СM }}{ }^{*} \mid$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9820 .978 | 0.9920 .985 | 0.9960 .988 | 0.9940 .991 | 0.9980 .993 | 0.9980 .994 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7480 .745 | 0.7740 .747 | 0.7630 .700 | 0.8940 .891 | 0.9250 .892 | 0.9190 .847 |
| ${ }_{5} Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7230 .714 | 0.5520 .587 | 0.2560 .299 | 0.8200 .782 | 0.4500 .495 | 0.1480 .188 |
| $5 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.8740 .873 | 0.9440 .940 | 0.9680 .971 | 0.9470 .946 | 0.9850 .979 | 0.9920 .989 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\widehat{M}_{\alpha}^{*}}}$ | 0.9910 .988 | 0.9550 .980 | 0.9120 .971 | 0.9700 .956 | 0.8690 .947 | 0.7920 .946 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9720 .972 | 0.9870 .986 | 0.9930 .993 | 0.9880 .988 | 0.9970 .995 | 0.9980 .997 |

Panel $C: \alpha=0.05 \quad$ Panel $D: \alpha=0.01$

| $\lambda / \mathrm{m}$ | 10 | 40 | 100 | 10 | 40 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9980 .995 | 0.9880 .996 | 0.9860 .990 | 1.0001 .000 | 0.9990 .998 | 0.9980 .999 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9990 .998 | 0.9980 .999 | 0.9990 .999 | 1.0001 .000 | 1.0001 .000 | 1.0001 .000 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.2080 .206 | 0.2020 .202 | 0.2010 .201 | 0.2020 .201 | 0.2010 .200 | 0.2000 .200 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9950 .982 | 0.9750 .992 | 0.9810 .984 | 1.0000 .996 | 0.9900 .988 | 0.9840 .992 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9800 .96 | 0.9800 .917 | 0.9760 .772 | 0.9980 .994 | 0.9980 .972 | 0.9960 .883 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.1300 .102 | 0.0010 .003 | 0.0000 .000 | 0.0300 .025 | 0.0000 .000 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9900 .982 | 0.9960 .987 | 0.9980 .985 | 0.9990 .997 | 1.0000 .996 | 1.0000 .993 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\widehat{\mathcal{M}}_{\alpha}^{*}}}$ | 0.4300 .410 | 0.2880 .442 | 0.2560 .498 | 0.2920 .291 | 0.2340 .345 | 0.2220 .413 |
|  | 0.9970 .995 | 0.9990 .996 | 0.9990 .996 | 1.0000 .999 | 1.0000 .999 | 1.0000 .998 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\widehat{M}_{\alpha}^{*}}}$ | 0.9530 .950 | 0.9660 .940 | 0.9620 .902 | 0.9900 .988 | 0.9920 .984 | 0.9940 .953 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.8120 .753 | 0.3320 .369 | 0.0880 .116 | 0.6330 .543 | 0.1320 .142 | 0.0250 .025 |
| $5 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9760 .975 | 0.9940 .990 | 0.9970 .994 | 0.9950 .994 | 0.9990 .998 | 1.0000 .997 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.9390 .918 | 0.7940 .918 | 0.7010 .928 | 0.8210 .796 | 0.6140 .854 | 0.5220 .890 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{M}_{\alpha}^{*}$ | 0.9950 .994 | 0.9990 .998 | 0.9990 .998 | 0.9990 .999 | 1.0000 .999 | 1.0000 .999 |

This table present simulation set 1 for $\rho=0.2$.

Table 5: Simulations with $[\rho m]$ superior (EPA) models and $m-[\rho m]$ inferior models., $\rho=0.5$.

| $\lambda / \mathrm{m}$ | Panel A: $\alpha=0.25$ |  |  | Panel B: $\alpha=0.1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 10 | 40 | 100 | 10 | 40 | 100 |
|  | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.8470 .851 | 0.8420 .802 | 0.8290 .673 | 0.9410 .942 | 0.9410 .911 | 0.9340 .840 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0020 .004 | 0.0000 .000 | 0.0000 .000 | 0.0000 .001 | 0.0000 .000 | 0.0000 .000 |
| $1 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9540 .950 | 0.9800 .985 | 0.9860 .990 | 0.9850 .984 | 0.9940 .994 | 0.9960 .996 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.5430 .557 | 0.5180 .525 | 0.5130 .519 | 0.5180 .522 | 0.5070 .511 | 0.5050 .510 |
| $Q_{\text {СM }{ }^{*} \mid \text { С } \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.8220 .853 | 0.8730 .896 | 0.8950 .904 | 0.8560 .881 | 0.8900 .912 | 0.9090 .918 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7890 .742 | 0.7990 .578 | 0.7750 .302 | 0.9220 .885 | 0.9190 .740 | 0.9080 .440 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.2440 .268 | 0.0050 .011 | 0.0000 .000 | 0.1490 .172 | 0.0020 .003 | 0.0000 .000 |
| $3 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9240 .904 | 0.9740 .961 | 0.9830 .969 | 0.9770 .964 | 0.9920 .981 | 0.9950 .981 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.8310 .871 | 0.7230 .853 | 0.6790 .857 | 0.7320 .788 | 0.6390 .801 | 0.6040 .821 |
| $Q_{\text {СM }}{ }^{*} \mid$ С $\widehat{M}_{\alpha}^{*}$ | 0.9430 .932 | 0.9760 .962 | 0.9840 .967 | 0.9790 .971 | 0.9910 .979 | 0.9940 .977 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.7520 .751 | 0.7560 .730 | 0.7380 .690 | 0.9070 .897 | 0.9070 .884 | 0.8960 .842 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7140 .726 | 0.4900 .483 | 0.1900 .212 | 0.7930 .815 | 0.3780 .383 | 0.1090 .111 |
| $5 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}}{ }^{*}$ | 0.9160 .908 | 0.9660 .972 | 0.9770 .987 | 0.9750 .969 | 0.9900 .991 | 0.9940 .995 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.9930 .995 | 0.9770 .986 | 0.9610 .983 | 0.9770 .986 | 0.9370 .971 | 0.9100 .971 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{M}_{\alpha}^{*}$ | 0.9410 .937 | 0.9730 .976 | 0.9810 .988 | 0.9810 .978 | 0.9920 .992 | 0.9950 .995 |


| $\lambda / \mathrm{m}$ | 10 | 40 | 100 | 10 | 40 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9760 .972 | 0.9700 .950 | 0.9660 .908 | 0.9950 .993 | 0.9950 .987 | 0.9940 .980 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9940 .993 | 0.9970 .997 | 0.9980 .998 | 0.9990 .998 | 1.0000 .999 | 1.0001 .000 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.5100 .513 | 0.5040 .507 | 0.5020 .506 | 0.5020 .503 | 0.5010 .502 | 0.5000 .502 |
|  | 0.8940 .905 | 0.9050 .917 | 0.9150 .922 | 0.9170 .909 | 0.9460 .922 | 0.9290 .945 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9630 .934 | 0.9640 .809 | 0.9560 .5 | 0.9950 .983 | 0.9930 .904 | 0.9880 .674 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0900 .105 | 0.0010 .002 | 0.0000 .000 | 0.0260 .030 | 0.0000 .000 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\sim}^{*} \mid \mathcal{M}^{*}}$ | 0.9900 .982 | 0.9970 .988 | 0.9980 .985 | 0.9990 .996 | 1.0000 .995 | 1.0000 .991 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.6730 .737 | 0.5960 .771 | 0.5690 .799 | 0.5870 .651 | 0.5430 .716 | 0.5310 .759 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9890 .984 | 0.9960 .986 | 0.9970 .982 | 0.9980 .995 | 0.9990 .992 | 0.9990 .989 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9500 .948 | 0.9540 .936 | 0.9510 .896 | 0.9900 .988 | 0.9910 .980 | 0.9880 .951 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7510 .792 | 0.2840 .279 | 0.0670 .064 | 0.5650 .596 | 0.1120 .101 | 0.0160 .012 |
| $5 Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9870 .986 | 0.9960 .996 | 0.9970 .997 | 0.9980 .997 | 0.9990 .999 | 0.9990 .999 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9570 .973 | 0.9020 .958 | 0.8670 .962 | 0.8930 .929 | 0.8140 .932 | 0.7730 .944 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9900 .989 | 0.9960 .996 | 0.9980 .997 | 0.9980 .998 | 0.9990 .999 | 1.0000 .999 |

This table present simulation set 1 for $\rho=0.5$.

Table 6: Simulations with $[\rho m]$ superior (EPA) models and $m-[\rho m]$ inferior models., $\rho=0.8$.

| $\lambda / \mathrm{m}$ |  | Panel A: $\alpha=0.25$ |  |  | Panel B: $\alpha=0.1$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 40 | 100 | 10 | 40 | 100 |
| 1 |  | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ |
|  | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7760 .764 | 0.7800 .706 | 0.7660 .594 | 0.9100 .908 | 0.9170 .866 | 0.9030 .807 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0140 .019 | 0.0000 .000 | 0.0000 .000 | 0.0070 .010 | 0.0000 .000 | 0.0000 .000 |
|  | $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9470 .944 | 0.9770 .982 | 0.9810 .989 | 0.9830 .982 | 0.9930 .994 | 0.9950 .996 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{H}_{\alpha}^{*}}}$ | 0.8240 .831 | 0.8120 .815 | 0.8090 .811 | 0.8110 .814 | 0.8050 .807 | 0.8030 .805 |
|  |  | 0.5220 .562 | 0.6250 .649 | 0.6570 .695 | 0.5780 .630 | 0.6670 .693 | 0.7010 .722 |
| 3 | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7580 .740 | 0.7490 .595 | 0.7200 .372 | 0.9040 .885 | 0.8940 .770 | 0.8810 .546 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.3640 .405 | 0.0250 .038 | 0.0000 .001 | 0.2810 .310 | 0.0100 .015 | 0.0000 .000 |
|  | $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9400 .934 | 0.9750 .976 | 0.9800 .982 | 0.9820 .977 | 0.9920 .989 | 0.9940 .990 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.9410 .953 | 0.9050 .940 | 0.8890 .941 | 0.9040 .920 | 0.8690 .916 | 0.8550 .923 |
|  |  | 0.8700 .868 | 0.9300 .914 | 0.9450 .925 | 0.9410 .938 | 0.9700 .954 | 0.9790 .953 |
| 5 | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7380 .742 | 0.7500 .727 | 0.7310 .696 | 0.8900 .888 | 0.8970 .895 | 0.8880 .864 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.7150 .726 | 0.5580 .510 | 0.2750 .230 | 0.8130 .835 | 0.4890 .434 | 0.1790 .136 |
|  | $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9340 .933 | 0.9720 .983 | 0.9800 .992 | 0.9780 .978 | 0.9910 .995 | 0.9940 .997 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.9970 .998 | 0.9920 .993 | 0.9860 .991 | 0.9910 .994 | 0.9780 .984 | 0.9690 .983 |
|  |  | 0.8830 .884 | 0.9390 .949 | 0.9520 .972 | 0.9550 .954 | 0.9780 .983 | 0.9850 .990 |

Panel C: $\alpha=0.05 \quad$ Panel D: $\alpha=0.01$

| $\lambda / \mathrm{m}$ | 10 | 40 | 100 | 10 | 40 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ | $T_{R} \quad T_{S Q}$ |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}^{*}}$ | 0.9570 .950 | 0.9600 .924 | 0.9530 .892 | 0.9930 .991 | 0.9920 .986 | 0.9890 .977 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.0030 .005 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9930 .991 | 0.9970 .997 | 0.9980 .998 | 0.9990 .999 | 1.0000 .999 | 1.0001 .000 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.8060 .808 | 0.8020 .804 | 0.8010 .803 | 0.8020 .802 | 0.8010 .801 | 0.8000 .801 |
|  | 0.6310 .663 | 0.7120 .701 | 0.7140 .731 | 0.7570 .757 | 0.7910 .775 | 0.7100 .770 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9490 .93 | 0.9520 | 0.9 | 0.9910 .981 | 0.9910 .936 | 0.9 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.2090 .227 | 0.0050 .007 | 0.0000 .000 | 0.0920 .093 | 0.0000 .002 | 0.0000 .000 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9910 .988 | 0.9970 .993 | 0.9980 .993 | 0.9990 .997 | 1.0000 .998 | 0.9990 .997 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}_{\alpha}^{*}}}$ | 0.8810 .897 | 0.8490 .902 | 0.8370 .912 | 0.8440 .859 | 0.8230 .876 | 0.8170 .893 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{M}_{\alpha}^{*}$ | 0.9620 .958 | 0.9850 .968 | 0.9880 .965 | 0.9890 .982 | 0.9960 .986 | 0.9960 .98 |
| $Q_{\mathcal{M}^{*} \subset \widehat{\widehat{M}_{\alpha}^{*}}}$ | 0.9490 .943 | 0.9470 .946 | 0.9380 .921 | 0.9900 .988 | 0.9890 .985 | 0.9850 .968 |
| $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.8170 .843 | 0.3960 .328 | 0.1220 .078 | 0.6840 .716 | 0.2000 .116 | 0.0390 .012 |
| $Q_{\widehat{\mathcal{M}}_{\alpha}^{*} \mid \mathcal{M}^{*}}$ | 0.9910 .991 | 0.9960 .998 | 0.9980 .999 | 0.9990 .998 | 0.9990 .999 | 1.0001 .000 |
| $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.9840 .989 | 0.9660 .977 | 0.9540 .978 | 0.9600 .969 | 0.9350 .962 | 0.9210 .967 |
| $Q_{\text {CM }}{ }^{*} \mid$ С $\widehat{\mathcal{M}}_{\alpha}^{*}$ | 0.9800 .978 | 0.9890 .992 | 0.9940 .995 | 0.9960 .995 | 0.9980 .998 | 0.9990 .998 |

This table present simulation set 1 for $\rho=0.8$.

Table 7: Simulations with $[\rho m]$ superior (EPA) models and $m-[\rho m]$ inferior models., $\rho=50$.
Panel A: $\alpha=0.1$

| $\lambda / \mathrm{m}$ |  | 10 |  |  | 40 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $T_{\text {Bonf }}$ | $T_{R}$ | $T_{S Q}$ | $T_{\text {Bonf }}$ | $T_{R}$ | $T_{S Q}$ |
| 1 | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.944 | 0.948 | 1.000 | 0.936 | 0.909 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.000 | 0.000 | 0.001 | 0.000 | 0.000 | 0.000 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.500 | 0.517 | 0.521 | 0.500 | 0.507 | 0.512 |
|  |  | - | 0.855 | 0.876 | - | 0.897 | 0.912 |
| 5 | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.898 | 0.892 | 1.000 | 0.892 | 0.875 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.000 | 0.782 | 0.810 | 0.000 | 0.367 | 0.384 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.500 | 0.977 | 0.986 | 0.500 | 0.938 | 0.971 |
|  | $Q_{\text {CM }}{ }^{*}$ СС $\widehat{\mathcal{M}}_{\alpha}^{*}$ | - | 0.978 | 0.976 | - | 0.990 | 0.992 |
| 20 | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.893 | 0.893 | 1.000 | 0.898 | 0.896 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.000 | 0.893 | 0.893 | 0.000 | 0.898 | 0.896 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.500 | 1.000 | 1.000 | 0.500 | 1.000 | 1.000 |
|  |  | - | 0.977 | 0.976 | - | 0.990 | 0.992 |
| 40 | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.893 | 0.898 | 1.000 | 0.888 | 0.906 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.893 | 0.898 | 0.014 | 0.888 | 0.906 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 1.000 | 1.000 | 0.510 | 1.000 | 1.000 |
|  |  | 1.000 | 0.978 | 0.978 | 1.000 | 0.990 | 0.993 |

Panel B: $\alpha=0.05$

| $\lambda / \mathrm{m}$ |  | 10 |  |  | 40 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $T_{\text {Bonf }}$ | $T_{R}$ | $T_{S Q}$ | $T_{\text {Bonf }}$ | $T_{R}$ | $T_{S Q}$ |
|  | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.972 | 0.975 | 1.000 | 0.973 | 0.952 |
|  | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 1 | $Q_{\mathcal{M}^{*} \mid \widehat{\widehat{\mathcal{M}}_{\alpha}^{*}}}$ | 0.500 | 0.509 | 0.511 | 0.500 | 0.503 | 0.507 |
|  |  | - | 0.867 | 0.898 | - | 0.921 | 0.926 |
|  | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.952 | 0.946 | 1.000 | 0.943 | 0.929 |
| 5 | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.000 | 0.750 | 0.787 | 0.000 | 0.271 | 0.277 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.500 | 0.958 | 0.972 | 0.500 | 0.902 | 0.959 |
|  |  | - | 0.990 | 0.989 | - | 0.995 | 0.996 |
|  | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.942 | 0.946 | 1.000 | 0.945 | 0.948 |
| 20 | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 0.000 | 0.942 | 0.946 | 0.000 | 0.945 | 0.948 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\widehat{M}_{\alpha}^{*}}}$ | 0.500 | 1.000 | 1.000 | 0.500 | 1.000 | 1.000 |
|  |  | - | 0.988 | 0.989 | - | 0.995 | 0.996 |
|  | $Q_{\mathcal{M}^{*} \subset \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.944 | 0.942 | 1.000 | 0.944 | 0.952 |
| 40 | $Q_{\mathcal{M}^{*}=\widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 0.944 | 0.942 | 0.000 | 0.944 | 0.952 |
|  | $Q_{\mathcal{M}^{*} \mid \widehat{\mathcal{M}}_{\alpha}^{*}}$ | 1.000 | 1.000 | 1.000 | 0.500 | 1.000 | 1.000 |
|  |  | 1.000 | 0.989 | 0.988 | 1.000 | 0.996 | 0.997 |

This table present the Bonferoni simulation set for $\rho=50$.


Figure 2: This figure present the volatility $\widehat{\mathcal{M}}_{10 \%}^{*}$ based on sequential testing using the $T_{S Q}$ statistics. The models are plotted according to their MAD/MSE combination. The model number in larger boldface are in $\widehat{\mathcal{M}}_{10 \%}^{*}$ both according to MSE and MAD loss function. The slightly smaller regular faced number are in $\widehat{\mathcal{M}}_{10 \%}^{*}$ according to the MSE loss. The small numbers are excluded from the $\widehat{\mathcal{M}}_{10 \%}^{*}$.
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