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Summary: During prolonged temporal isolation in caves or windowless rooms, 
human subjects often develop complicated sleep-wake patterns. Seeking 
lawful structure in these patterns, we have reanalyzed the spontaneous timing 
of 359 sleep-wake cycles recorded from 15 internally desynchronized human 
subjects. The observed sleep-wake patterns obey a simple rule: The phase of 
the circadian temperature rhythm at bedtime determines the lengths of both 
prior wake (ex) and subsequent sleep (p). From this rule we derive an average 
ex:p relationship that depends on circadian phase. The relationship reconciles 
the established negative ex:p correlation observed in synchronized subjects 
with the positive ex:p correlation found in desynchronized subjects. Our most 
surprising result concerns the residual deviations of ex and p from their circa­
dian phase-adjusted mean values. We report that there is no significant posi­
tive correlation between the residuals of ex and p, contrary to the prediction of 
restorative models of sleep duration. Our findings illuminate the mechanisms 
underlying sleep regulation and provide much-needed tests of mathematical 
models of the sleep-wake cycle. Key Words: Circadian-Sleep-wake-Serial 
correlation - Mathematical model- Humans. 

To better understand how human sleep is regulated, many researchers have studied 
the sleep-wake behavior of subjects living for weeks in unscheduled, time-free environ­
ments (1-9). These experiments have taken place in underground caves (6-8), bunkers 
(1,2,5), or soundproofed, windowless apartments (3,9). A common finding is that sub­
jects frequently go to bed near the minimum of their circadian temperature cycle. The 
sleep-wake and temperature rhythms then remain synchronized at a period near 25 h. 
Aschoff (1) reported the striking phenomenon of spontaneous internal desynchroniza­
tion, in which subjects unintentionally but repeatedly stay up past the temperature 
minimum, leading to average sleep-wake cycle lengths of 30-40 h. Sleep then occurs at 
unusual phases in the circadian temperature cycle, with concomitant changes in its 
internal organization (4). 

Many mathematical models of the human sleep-wake cycle (10-13) have been pro­
posed recently. Nearly all manage to simulate the qualitative aspects of internal de-
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354 S. H. STROGATZ ET AL. 

synchrony, but they have been difficult to assess rigorously. The problem has been that 
there are few solid empirical rules against which to test the proposed modeis 04, is). 
The motivation for our study was to find rules governing the duration and timing of 
unscheduled sleep and wake. 

Several authors have studied the lengths of the self-selected sleep episodes observed 
during free-run. For internally synchronized subjects, sleep length (p) was found to be 
negatively correlated (r = - 0.53 ± 0.22) to length of prior wakefulness (a) (2,16,17). 
This finding is important and surprising: On the basis of a simple restorative model, 
one would have expected the a:p serial correlation to be positive, with long sleeps 
needed for recovery from long wakes. The negative serial correlation emphasizes the 
circadian regulation of sleep length (2,16,17); wake-up tends to occur on the rising limb 
of the temperature cycle, so that lengthened wake is compensated by shortened sleep. 

The relation between a and p becomes more complicated when the sleep-wake cycle 
desynchronizes from the ongoing circadian rhythm of body temperature. Some re­
searchers (6) have characterized the observed variations in sleep length as "wild" and 
"random." More recently, a pattern has been detected (3-5). The length of a sleep 
episode depends on the phase of the body temperature rhythm at bedtime: Sleep epi­
sodes begun near low temperature are comparatively short, whereas those begun near 
high temperature are long. This is due to a circadian gating of spontaneous awakening. 
With regard to the dependence on prior wakefulness, we have reported (4) a positive 
serial correlation (r = + 0.41) between a and p, in contrast to the negative correlation 
observed in synchronized sUbjects. However, it was claimed that prior wake length 
was less important than circadian phase as the "major determinant of the length of 
sleep in normal man" (4). 

The purpose of this article is twofold. First, we set out to reconcile the opposite 
results obtained for internally synchronized versus de synchronized sUbjects: Why is 
the a:p correlation negative during synchrony and positive during desynchrony? We 
show here that a correlation coefficient is inadequate to capture the subtle structure of 
the a:p relationship during de synchrony. The main defect of the correlation coefficient 
is that it ignores circadian phase. By lumping episodes together independently of their 
timing in the circadian cycle, vital information is lost. We have taken circadian phase 
into account and thereby show that the desynchronized a:p relationship is fully com­
patible with, and indeed subsumes, the synchronized case. Thus, the apparent contra­
diction is resolved. 

Our second aim is to tease apart the determinants of sleep length. As stated above, 
during internal desynchronization, the length of a sleep episode is strongly dependent 
on the circadian phase at bedtime (3-5). The question we address is whether there is 
an additional influence of prior wake length on sleep length, above and beyond that of 
circadian phase. For example, imagine that a subject falls asleep at the same phase in 
the temperature cycle on two different occasions, but that because of random varia­
tions, on one occasion he or she has been awake longer than on the other. Will the 
sleep episode following the protracted wake be longer than that following the shorter 
wake? Our unexpected finding, which is a final blow to a simple restorative model of 
sleep duration, is that after adjustment for circadian phase has been carried out in this 
manner, the residuals of a and p show no significant positive correlation. Thus, during 
internally desynchronized free-run, spontaneous sleep length is a sum of a circadian 
component plus a random component, which is essentially independent of the length of 
prior wakefulness. 
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CIRCADIAN REGULATION AND SLEEP-WAKE PATTERNS 355 

METHODS 

Subjects 
We have reanalyzed sleep-wake and temperature data from long-term studies carried 

out by research groups in France, the United Kingdom, the United States, and West 
Germany (Table O. We included the available published instances of spontaneous in­
ternal de synchronization in which a lengthening of the sleep-wake cycle occurred. We 
excluded those records in which we had reason to doubt the accuracy of the reported 
sleep episodes [e.g., subject DL, ref. (8), had subjectively reported bedrest episodes of 
>35 h, which we assume are due to a failure to report some spontaneous awakenings]. 
The human subjects considered here were isolated from time cues for a combined total 
of >2 years. During that time 359 sleep episodes were recorded during spontaneous 
internal de synchronization in 15 subjects. 

Normalization of sleep-wake records 
We replotted each record in a standard cycle of length equal to the period of the 

educed temperature rhythm (3). Phases in the cycle are numbered from 0 to 25 "circa­
dian hours," with phase 0 = 25. Zero phase corresponds to mid-trough of the aver­
aged temperature waveform (Fig. I). When temperature data were unavailable, periods 
and phases were derived from sleep data alone, as described elsewhere (3). The point 
of these conventions is that they normalize sleep-wake records on the basis of the 
circadian cycle (the physiologically important periodicity) instead of the usual 24 h 
(irrelevant during free-run). 

Data analysis 
For each sleep-wake cycle in each record, we calculated the circadian phase of sleep 

onset (<1», the length of the subsequent sleep episode (p), the length of the prior wake 
episode (ex), and the wake-sleep cycle length. We pooled these data across subjects and 

TABLE 1. Published records of internally desynchronized human subjects 

Source Free-run Oesynchronized 
referencea Subject code Age/sex study length (days) sleep episodes 

(2):54 HN 271M 18 7 
(3):14 FR03 251M \0 8 
(8):4 06 191M 12 8 
(3):14 FR04 221M 12 9 

(25):5 N/A N/A 17 II 
(3): 14 FRIO 51/M 19 12 
(2):27 EvS 24/F 32 15 

(26):4 F N/A 17 16 
(1):7 N/A N/A 21 17 
(2):36 KO 261M 44 17 
(27) 426F 231M 28 18 
(4):1 PR01 231M 78 40 
(6):10 MS 331M 177 40 
(7):2 JC 231M 135 58 

(28):2 L003 241M 179 83 

Total 799 359 

a Column identifies the source of the data: For example, (2):36 indicates reference (2), Fig. 
36. N/A, unavailable information. 

Sleep. Vol. 9, No.2, 1986 

D
ow

nloaded from
 https://academ

ic.oup.com
/sleep/article/9/2/353/2742908 by guest on 16 August 2022



356 S. H. STROGA7Z ETAL. 

Time of day 
24 24 

Day 
'it 

o 
~---------r----------' 

Low temperature 

o-~~J_:~_ 
10-

50-

FIG. L Top left: Conventional 24 h raster 
plot of a sleep-wake record. Data are shown 
for subject PROI (3,4) during internal de­
synchronization. Black bars represent 
sleep. Successive days are plotted beneath 
one another, and the entire record is offset 
and double-plotted to the right. Dashed line 
locates the mid-trough of the educed tem­
perature rhythm. Parallel to it are stippled 
bands, phases in the circadian temperature 
cycle at which sleep never begins. Top right: 
Normalized plot of the same record, only 
now with a repeat of 24.55 h, the period of 
the temperature cycle. The mid-trough of 
the average temperature rhythm now ap­
pears as a dashed vertical line at the center 
of the figure. Bottom: Educed (average) 
temperature rhythm (mean ± SE), plotted 
in a cycle of 3600

• In the text of this article 
the circadian cycle is divided into 25 circa­
dian h instead of 360°. Mid-low temperature 
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then used computer graphics to search for relationships among the various sleep-wake 
parameters. 

To determine whether there was a relationship between p and ex after correcting for 
any effects of circadian phase, we calculated residual deviations of both from their 
circadian phase-adjusted mean values. The relationship between these residuals was 
analyzed by computing their cross-correlation coefficient and by plotting their bivar­
iate distribution. 

RESULTS 

Durations vary with circadian phase of sleep onset 
Our data confirm and extend the previous reports (3-5) of a relationship between 

sleep length and circadian phase of sleep onset (Fig. 2a). Sleep length descends from 
~18 h to 7 h along a ramp-shaped curve, then jumps to 18 h at a phase -8-9 h after 
mid-low temperature. Near this phase, sleep length is bimodal. 

We have used the method of least squares to fit a quadratic function, denoted p(<\», 
to the raw data. This fitted curve may be regarded as an estimate of the average sleep 
length obtained at each circadian phase of sleep onset. 
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CIRCADIAN REGULATION AND SLEEP-WAKE PATTERNS 357 

The phase of sleep onset also predicts the length of the prior wake episode (Fig. 2b). 
In this case, the fitted quadratic function is denoted &(<\», the average prior wake length 
at each phase of sleep onset. Prior wake length increases with phase of sleep onset, 
whereas sleep length decreases (Fig. 2a). Thus, pC<\» and &(<\» vary inversely as func­
tions of circadian phase. The longest and shortest wakes (Fig. 2b) overlap near phases 
18-23, a reminder that there is also a phase where sleep length is bimodal (Fig. 2a). 
Curiously, where one curve is bimodal the other is smooth. The jumps in both sets of 
data reflect the fact that almost no wake-ups occur on the falling part of the tempera­
ture cycle, <\> = 18 to <\> = 0 (14,18). 

The phase of sleep onset determines the lengths of both parts of the sleep-wake cycle 
and hence determines their sum: the combined sleep-wake cycle length (Fig. 2c). The 

Body 
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length 
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wake 
length 
( hours) 
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Phase of temperature cycle at sleep onset 
(circadian hours) 

FIG. 2. (a): Circadian phase <1> of sleep onset pre­
dicts subsequent sleep length p. Data are duuble­
plotted to emphasize their periodicity. Method of 
least squares was used to fit a quadratic function 
p(<1» to the data. Circadian temperature cycle is di­
vided into 25 circadian hours, with phase 0 at the 
mid-trough of the temperature rhythm. (b): Circa­
dian phase of sleep onset predicts prior wake 
length ex. Fitted quadratic function is denoted &(<1». 
Conventions and curve-fitting as in (a). (c): Circa­
dian phase of sleep onset predicts sleep-wake cycle 
length T. Cycle length is defined as sleep length 
plus prior wake length. Square wave consists of 
overlapping plateaus called SHORT and LONG. (d): 
Histogram showing the number of bedtimes se­
lected at different circadian phases. Vertical scale 
has been normalized so that a value of I corre­
sponds to the average frequency across all phases. 
Overall distribution is partitioned into contribu­
tions from LONG (shaded) and SHORT. 
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square wave shape is remarkable. Its plateaus emphasize the constancy of cycle length 
observed in each of two regimes (denoted LONG and SHORT). The regimes are distin­
guished by circadian phase: Roughly speaking, SHORT or LONG correspond to bedtimes 
when temperature is low or high, respectively. The total distribution of sleep onsets is 
bimodal (Fig. 2d), although in each regime separately it is unimodal. 

cx:p scatterplot and average dependence on circadian phase 
Figure 2a and b demonstrates that sleep length and prior wake length each vary as 

functions of circadian phase. How do sleep and prior wake length co-vary? A scatter­
plot of the raw data of p versus ex is shown in Fig. 3. The main impression is that the 
data are noisy. Others (15) have commented on the apparent lack of structure in such 
scatterplots of sleep length versus duration of prior waking. A few features are clear: 
The data segregate into two diagonally sloping clouds, in each of which ex and pare 
negatively correlated. The two clouds correspond to the SHORT and LONG regimes 
noted earlier (Fig. 2c). 

It is possible to clarify Fig. 3 by incorporating circadian phase information and by 
averaging out some of the scatter in the raw data. To this end, we use the fitted curves 
pC<\»~ and &(<\» of Fig. 2a and b. The strategy is as follows: Rather than plotting the raw 
ex:p data, we plot instead the average values &(<\» and p(<\:l) as <\:l moves through the 
circadian cycle. The joint variation of & and p is shown in Fig. 4. 

The construction of Fig. 4 will now be discussed in detail. To follow the construc­
tion, it is helpful to understand that Fig. 4 is based on a repetitive sequence of steps: (a) 
Select a circadian phase (<\» of sleep onset. (b) Refer to Fig. 2a and determine the 
average sleep length pC<\»~ at that circadian phase. (c) From Fig. 2b determine the 
average length of prior wakefulness &(<\». (d) Plot p versus &. (e) Return to step (a), and 
choose a new phase. Steps (a-e) are repeated until the entire circadian cycle has been 
covered. 

For example, at <\> = 0 we see from Fig. 2a that p(O) = 8.1 h and from Fig. 2b that 
&(0) = 19.7 h. Therefore, the curve in Fig. 4 must include the point (&,p) = (19.7,8.1). 
At that point on the curve, the adjacent tick mark with the 0 attached shows that the 
relevant phase of bedtime is <\> = O. Next we proceed to <\:l = 5 h after low tempera­
ture. Again referring to Fig. 2a and b we find p(5) = 6.8 and &(5) = 22.0. Since sleep 
length has decreased and prior wake length has increased relative to their values at 
<\> = 0, the point (22.0,6.8) lies below and to the right of [&(O),p(O)], as indicated in Fig. 

FIG. 3. Scatterplot of sleep length vs. length 
of the prior wake episode. Data segregate into 
two diagonal clouds corresponding to long 
and short wake-sleep cycles. Cycle length 
and sleep fraction vary widely within each 
cloud. 
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CIRCADIAN REGULATION AND SLEEP-WAKE PATTERNS 359 

4. Continuing to <p = 10, P has two values, one short (p = 6.3) and one long 
(p = 16.9). This double-valuedness at <p = 10 arises from the bimodality in sleep 
length (Fig. 2a). Meanwhile, & has the single value &(10) = 25.0. Thus, for <p = 10 we 
plot two points, one at (&,p) = (25.0,6.3) and one at (&,p) = (25.0,16.9). At <p = 15, 
both p and & are single-valued again, but both are large: p(l5) = 13.2 and 
&(15) = 28.6, as seen from Fig. 2a and b. Therefore, [&(15),p(l5)] lies on the LONG 

branch of the a:p average relationship. Proceeding in this way, we complete the shape 
of Fig. 4. 

The shading along the curve indicates the number of sleep onsets that occur in each 
I-h bin of circadian phase. The bin populations are divided into three equal groups, 
with black, grey, or white bins in order of decreasing population. As shown in Fig. 2d, 
the most likely phases of sleep onset are near <p = 0 (mid-low temperature) and 
<p = 10 h later. Therefore, the bins corresponding to those phases have been blackened 
in Fig. 4. 

Figure 4 summarizes a great deal of information. Unlike Fig. 3, it includes circadian 
phase, as indicated by the numbered tick marks along the two branches of the curve. 
Figure 4 also shows how the density of sleep onsets varies with the phase of bedtime. 
Most importantly, it elucidates the a:p relationship during internal desynchronization 
-the average relationship is a two-branched curve. On each branch, a and p are nega­
tively correlated. Moreover, the branches are distinguished by the circadian phase of 
sleep onset. Wake-sleep cycle length is approximately constant on each branch (aver­
aging 28 hand 42 h, respectively), whereas daily sleep fraction varies considerably on 
each branch. 

Figure 4 also enables us to reconcile the negative a:p correlation observed during 
internal synchronization (16,17) with the positive a: p correlation observed during de­
synchronization (4). First we explain how the a:p average relationship subsumes the 
results from internal synchrony. Synchronized subjects sample only the lower branch 
(SHORT) of Fig. 4, because they invariably fall asleep near the trough of the body tem­
perature cycle (by definition of internal synchrony). Note that on the SHORT branch of 
the a:p relationship (Figs. 3 and 4), a and p are clearly correlated negatively. Indeed, if 

FIG. 4. Covariations of 
average sleep and prior 
wake length, conditioned on 
phase of sleep onset. 
Average curves in Fig. 2a 
and b are replotted here to 
reveal their joint variation. 
Circadian cycle is divided 
into 25 bins, each about I h 
wide; bin 0 begins at phase 
0, the mid-trough of the tem­
perature rhythm. Circadian 
phases of sleep onset are 
numbered along the curves. 
Phase bins have been di­
vided into three equal 
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groups and shaded in such a way that darker sections of the curve represent more frequently selected phases 
of bedtime. Cycle lengths of SHORT and LONG are about 28 hand 42 h, respectively. Daily sleep fraction 
averages about 0.3 but is highly variable. In both SHORT and LONG, sleep length and prior wake length vary 
inversely. 
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360 S. H. STROGATZ ET AL. 

we calculate the a:p correlation for only the SHORT cloud in Fig. 3, we obtain 
r = - 0.47, which agrees with the result r = - 0.53 ± 0.22 obtained for internally 
synchronized subjects (17). This finding suggests that synchronized and desynchron­
ized subjects do not differ in their intrinsic a:p control mechanisms; they differ in that 
de synchronized subjects occasionally sample the LONG branch, whereas synchronized 
subjects never do. 

Furthermore, Fig. 4 accounts for the positive a:p correlation observed in de­
synchronized subjects. These subjects most often sample the SHORT and LONG 

branches near <\> = 0 and <\> = 10, respectively. These are the blackened bins in Fig. 4. 
Note that these bins lie along a diagonal line of positive slope. Since they are most 
heavily populated, the dark bins dominate the correlation calculation, leading to a posi­
tive a:p correlation for de synchronized subjects. The value we obtain for the a:p cor­
relation during desynchrony is r = 0.34, close to the value of r = 0.41 reported for a 
smaller sample (4). 

Uncorrelated residuals of a and p 
Thus far we have emphasized the circadian variation of sleep length and prior wake 

length. In particular, our construction of Fig. 4 depended on studying the average cir­
cadian components pC<\»~ and &(<\» in Fig. 2a and b; we have neglected any discussion of 
the residuals of the observed data about those fitted curves. These residuals may con­
tain interesting information. 

By considering the residuals of a and p about their fitted curves, we may test a 
simple restorative model for the control of sleep duration. This model is motivated by a 
question about the scatter in Fig. 2a and b: at a fixed phase <\> of sleep onset, why are 
some sleep episodes longer than others? Any circadian explanation is ruled out, be­
cause <\> is being controlled for; that is, the phase of bedtime is the same for the sleep 
episodes in question. The restorative model tries to relate the differences in sleep 
length to differences in the length of prior wakefulness. It claims that, given two sleep 
episodes beginning at phase <\>, the longer sleep episode will be that preceded by the 
longer wake episode. 

In other words, after correcting for the dependence on circadian phase, any further 
lengthening of sleep might be due to an unusually long and tiring bout of prior wakeful­
ness. This expectation would follow from a restorative model of sleep duration. To test 
it, we have calculated the deviations of sleep and wake length from the fitted curves of 
Fig. 2a and b. As shown in Fig. 5, we find no significant positive correlation between 
these deviations (r = ---' 0.10), contrary to the prediction of the restorative model. 
Thus, circadian phase of sleep onset determines the average lengths of subsequent 
sleep and prior wake; above and beyond their phase-mediated relationship, these 
lengths are uncorrelated. 

To avoid possible confusion, we emphasize that it is the residuals which are uncorre­
lated. More formally, the residuals Llp and Lla are defined as follows: 

Llp = p - pC<\»~ 
Lla = a - &(<\» 

The novel aspect of our calculation is that we have corrected for the average circadian 
components &(<\» and pC<\»~ of a and p, respectively. The more usual calculation 
(2,4,16,17) concerns the correlation of the raw data, a and p, without prior removal of 
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CIRCADIAN REGULATION AND SLEEP-WAKE PATTERNS 361 

FIG. 5. Bivariate distribution of re­
siduals of sleep length and prior wake 
length. Residuals are defined as devia­
tions from the circadian phase-ad­
justed mean curves of Fig. 2a and b. 
Note that the axes are drawn to dif­
ferent scales to reflect the relative pro­
portions of sleep and wake in the 
sleep-wake cycle. 
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the circadian components. Our calculation shows that the positive cx:p correlation ob­
served for desynchronized subjects is due to the circadian variations &(<!» and p(<!»; 
when adjustment is made for these circadian variations, the residuals dcx and dp are 
not significantly correlated. This lack of correlation is a damaging blow to the restora­
tive model discussed above. 

DISCUSSION 

Testing mathematical models against empirical rules 
The curves of Figs. 2 and 4 provide discriminating criteria for testing mathematical 

models (10-13) of the sleep-wake cycle. To begin with, any candidate model must be 
able to simulate the spontaneous desynchronization of the sleep-wake rhythm from the 
circadian temperature rhythm. Next, the model must generate synthetic sleep-wake 
data which, when analyzed as above, reproduce the shapes of the curves in Figs. 2 and 
4. Beyond passing these qualitative tests, a successful model should account-in 
quantitative detail-for the relations among sleep length, prior wake length, proba­
bility of sleep onset, and circadian phase (Figs. 2 and 4). 

Other studies have provided data relevant to the testing of mathematical models. 
The dependence of sleep length on the circadian phase of bedtime (Fig. 2a) has been 
reported by others (3-5), although they considered fewer sleep episodes (206 vs. 359 
reported here). These sleep duration data have become a benchmark for the testing of 
models (10-13), first, because the p:<!> relationship is so clear, and second, because few 
alternative tests have been available. 

To the best of our knowledge, Fig. 2b depicts a new relationship. The quantitative 
relation between wake length and the phase of the subsequent sleep onset is somewhat 
odd, since it is backwards in time; circadian phase of bedtime retrodicts the length of 
the prior wake episode. Others have sought a predictive relationship, e.g., wake length 
versus phase of wake-up (14,19,20), with varying success. The main problem with 
using phase of wake-up as the independent variable is that it omits several hours of the 
circadian cycle-very few awakenings occur in the quarter-cycle before the tempera-
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ture minimum (14,18). All of the figures in this paper would look far less structured if 
plotted relative to circadian phase of wake-up instead of phase of bedtime. 

The square-wave plot of Fig. 2c is also new. Zulley (19,20) has found (independently) 
a clustering of wake-sleep cycle lengths near 28 hand 44 h, although he did not present 
data demonstrating the dependence of cycle length on the circadian phase of bedtime. 

IX:p relationship 
We have found that the average a:p relationship during internal de synchronization is 

a two-branched curve (Fig. 4) whose branches are distinguished by circadian phase. 
One each of these branches, a and p are negatively correlated. Our results unify and 
reconcile earlier work on a:p correlations for internally synchronized (2,16,17) and 
desynchronized (4) subjects. In particular, we have shown that the negative correlation 
on the SHORT branch agrees with previous results (2,17) for internally synchronized 
subjects, even though all the subjects considered here were desynchronized. This 
agreement suggests that synchronized and de synchronized subjects differ only in the 
timing of their sleep, but not in the regulation of its length. 

Others have presented a:p scatterplots [e.g., refs. (3,21)] for free-running human 
subjects. What is new in our work is the recognition that the scatterplot is organized by 
a hidden variable, the circadian phase of bedtime. 

Uncorrelated residuals of IX and p 
Our most surprising finding concerns the residual deviations of a and p from their 

circadian phase-adjusted mean values: The residuals show no significant positive 
cross-correlation. This result contradicts a restorative model for the control of sleep 
duration. 

Animal studies have been conducted to address restorative models. Webb and 
Friedman (22) found no relationship between sleep and wake lengths in rats on a 12: 12 
light-dark schedule. On the other hand, Mistlberger et al. (23) studied suprachiasmatic 
nuclei (SCN)-lesioned rats free-running in constant dim light, thereby attenuating the 
circadian regulation of sleep and wake. They reported significant positive correlations 
between the lengths of successive sleep and wake episodes. In particular, sleep was 
claimed to be not only restorative but also' 'preparative"; very long sleeps were likely 
to be followed by very long wakes. Taken together, the studies suggest that circadian 
regulation normally dominates any homeostatic control of sleep duration. In rats, ho­
meostasis is only revealed by SCN lesions; in intact humans, homeostatic influences 
on spontaneous sleep duration are weak or absent. 

In assessing the theoretical consequences of our results, it is important to distinguish 
between two possible restorative models. The first and simplest asserts that the length 
of an unrestricted sleep episode increases with the length of prior wakefulness. This 
first model was refuted long ago by studies (16) of humans with internally synchro­
nized, free-running circadian rhythms, in which a negative a:p correlation was ob­
served. A second, more sophisticated restorative model claims that the negative a:p 
correlation merely reflects the dominance of circadian regulation; if the circadian influ­
ence could somehow be eliminated, then (according to this second model) the homeo­
static control of sleep duration would become evident. As in the preceding paragraph, 
Mistlberger et al. (23) followed the strategy of experimentally eliminating circadian 
influences; and their results were consistent with this second restorative model. The 
present study introduces a test of the second model as applied to humans with free-
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running rhythms. We used statistics rather than surgery to remove circadian influences 
on sleep duration. Our finding is that, above and beyond their circadian-mediated cor­
relation, the residual lengths of sleep and prior wake are uncorrelated, in contradiction 
to the second restorative model. Homeostatic mechanisms serve mainly to regulate the 
amount of slow wave sleep (24) rather than the overalI duration of sleep. We conclude 
that it is the circadian system, not the prior sleep-wake history, which is most impor­
tant in governing the length of unrestricted wake and sleep in humans. 
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