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#### Abstract

In this thesis a theory of the Circular Intensity Differential Scattering (CIDS) of chiral molecules as modelled by a helix oriented with respect to the direction of incidence of light is presented. It is shown that a necessary condition for the existence of CIDS is the presence of an asymmetric polarizability in the scatterer. The polarizability of the scatterer is assumed generally complex, so that both refractive and absorptive phenomena are taken into account.

The theory is derived within the frame of the firstBorn approximation to the internal field. Under these conditions, the preferential scattering observed is characterized as FORM-CIDS, and shown to be valid for all ranges of wavelength of the incident radiation.

The symmetry laws governing the spatial distribution of the scattering intensities are derived for the case of incidence of light perpendicular to the helix axis and for a helix possessing a uniaxial tangential polarizability.

Calculations are presented for the case of a triaxial polarizability and analytical equations of the CIDS derived for a helix having a biaxial polarizability. In both cases anomalous behavior is found and their symmetry rules discussed.


It is also presented here a first correction to the
internal field by adding to the incident field the dipole radiation fields generated somewhere else in the scatterer. The main result is the presence of non-vanishing forward CIDS. This is not a form-CIDS effect.

Finally, the theory is generalized for the case of a sample of randomly oriented chiral scatterers of arbitrary geometry.

The result of this study points out the promising aspects of CIDS as a powerful technique to probe chiral. regions in macromolecular aggregates.
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## INTRODUCTION

The last thirty years have witnessed the fast growth of the quantitative aspects of Biology. The great success of Biochemistry in providing better and more efficient separation methods, rapidly started to open the gigantic panorama of the molecular anatomy and physiology of the simplest living organisms.

At one side of the spectrum, biologically oriented researchers have concentrated on the study and characterization of the function of the macromolecular components of the cell. At the other side, there have been workers trying to elucidate the structural properties of these macromolecules, by means of more physically oriented experimental and theoretical methods. While the rationale of the functional approach is self-evident, the philosophy behind the structural approach is not as clear.

Certainly, nobody denies that in a body of study such as Biology, in which the emergent forms are the result of natural selection, structure is a category reducible to function. What is not as clear is what is behind the structure i.e. the dynamical play of forces and interactions that maintain and express themselves in that structure. Is it possible to reduce in turn the biological function to this inner dynamics of the structure? Hopefully yes. And
this is probably the Platonic archetype limit of the structural approach.

Experimentally, the use of a well characterized physical property can give information on the structural dynamics of the molecule which in turn, will help to build a dynamical structure of the system. Theoretically, one must resort to idealized models that approach more or less reality. It might be useful to remember at this point Plato again. Somewhere he has said that "some problems only can be treated by building myths around them..." His position is not far from Einstein's precept that "theory cannot be built on experimental results. It must be invented".

The work presented here is an attempt to establish theoretical grounds of the preferential scattering of light of circular polarization by optically active molecules, and its possible utilization to obtain structural information of these molecules.

In Chapter 1 , a review of the main experimental evidence for the existence of CIDS in macromolecular aggregates and liquid crystals is done. This is followed by a general background in classical electrodynamics and the main results of the classical theory of scattering is presented.

Chapter 2 shows the derivation of the integral for-
malism of scattering theory. We then apply the results to a unidimensional oriented helix with a polarizability tangential at each point on the helix. The equations for the fields are solved along the three orthogonal directions of incidence of light. The corresponding analytical expression for the differential scattered intensity ( $I_{L}{ }^{-1} I_{R}$ ) of right and left circularly polarized incident light is derived. Also $I_{L}+I_{R}$ and the CIDS ratio: $\left(I_{L}-I_{R}\right) /\left(I_{L}+I_{R}\right)$ is obtained. At the end of the chapter the Stokes' parameters for the scattered light are derived.

In Chapter 3 we present numerical calculations based on the equations dexived in Chapter 2. The general features of the scattering pattern are presented in polar plots of intensity vs. angle and we derive relations to determine how the parameters of the scatterer affect these patterns.

In Chapter 4 the case of an absorptive helical scatterer is considered. The equivalent to Friedel's law for CIDS is established. The symmetry rules of the scattered intensities in space are then derived. Numerical calculations are shown.

In Chapter 5, the first-Born approximation in the internal field is replaced by a dipole-dipole coupling of the radiating dipoles on the scatterer. We show that in this case a diffraction effect is responsible for nonzero CIDS in the forward direction. We present numerical
calculations of the equations obtained.
Finally, in Chapter 6, we present the spatial averaging of the classical expressions for differential and total scattering of circularly and plane polarized light respectively.
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## Chapter I

## GENERAL REVIEW AND BACKGROUND

## I. Differential Scattering: Review on Experimental

 Observations and Theoretical Treatments.1) Experimental and theoretical results in biological systems.

A great amount of work on the optical properties of biological macromolecules has appeared in the literature in the last two decades. These studies have been directed towards gaining a better understanding of the structural and electronic properties of these systems, in the hope that this, in turn, will clarify their biological functions.

This has been, in part, the result of two major steps in the area: first, the development of better and more accurate measuring instruments, and second, the appearance during this period of very general and useful theories on the optical properties of macromolecules, in particular on circular dichroism ( $C D$ ) and optical rotatory dispersion (ORD). ${ }^{1}$ These methods were originally limited to homogeneous solutions of macromolecules. Within the last decade, they have also been applied to increasingly complex systems such as particulate aggregates of biological macromolecules, suspensions of whole or fractured membranes, nucleohistones complexes, etc. A remarkable common feature of all these systems was the presence of notorious anomalies in their $C D$
and ORD spectra.
Urry and co-workers ${ }^{2}$ were the first people attempting an explanation of the modifications they observed in the $C D$ of suspensions of membranes. They also recognized that the difference between the $C D$ of aggregates of poly-glutamate versus the dispersed solution arose from Duysen's flattening effect and preferential scattering of light of opposite circular polarization, and not from a dependence of the electronic states upon aggregation. These authors presented a phenomenological analysis in an attempt to recuperate the original $C D$ signal. Their analysis has been questioned by other authors. ${ }^{3}$

Ottaway and Wetlaufer ${ }^{4}$ have applied the Rayleigh Scattering theory modified to account for the optical activity of the scattering particle. According to their calculations, very small corrections of the measured CD would be found. It is clear that this theory, due to its restrictive wavelength character (Rayleigh), cannot be applied to particles of the order or larger than the wavelength of light. Holzwarth ${ }^{3}$ has classified the three major mechanisms by which scattering of the sample could affect the intrinsic CD and ORD signal:
a) Scattering can decrease the transmission of the signal.
b) Depolarization of the incident light occurs when it passes through the scattering sample.
c) Differential scattering of right and left circularly
polarized light might be present and can be interpreted as differential absorption.
Schneider et al. ${ }^{5}$ raised the question of whether the CD spectral distorions characteristic of membrane systems reflect a unique and common structure in these systems or are the result of the combination of scattering and Duysen's flattening effects. With this purpose these authors carried out three types of experiments: First the CD spectra of red blood cell ghosts were compared to the spectra of sonicated ghosts. They found that sonication produced a characteristic general increase in the ellipticity as compared to the intact ghosts, in particular of the band at 208 nm . Second, $C D$ of hemoglobin in solution was compared with that of hemoglobin concentrated into red blood cells at different degrees of hemolysis. It was found that hemolysis restores the spectra of the hemoglobin in solution as compared to the flattened spectra observed for the hemoglobin inside the cells. Third, droplets (approximately 10 nm in diameter) of a solution of bovine serum albumin, when suspended in glycerol, showed large amounts of scattering. The ellipticities measured presented a similar type of distortion as the one observed in the ghost of red blood cells. These authors attributed these distortions to scattering and Duysen's flattening "artifacts" and discussed the possibility of a differential scattering contribution.

In this context, it should be noted that total scattering and Duysen's flattening have opposite effects in the $C D$
spectra. We can write the contribution of the scattering to the ellipticities as:

$$
C D=\frac{\left(I_{L}-S\right)-\left(I_{R}-S\right)}{\left(I_{L}-S\right)+\left(I_{R}-S\right)}
$$

where $I_{L}$ and $I_{R}$ are the transmitted intensities of the corresponding incident circular polarizations and $S$ is the amount scattered by the sample (therefore the minus sign). Clearly, the scattering contribution cancels in the numerator but decreases the denominator, yielding an overall higher ellipticity. This, as mentioned above, is contrary to the spectral distortions observed in membranes. 6 Conversely, Duysen's flattening effects tend to decrease the ellipticities. Although possible total scattering effects cannot be ruled out, it seems that Duysen's flattening and differential scattering are the dominant contributions to the distortions observed. Similar conclusions were drawn by Glaser and Singer ${ }^{7}$ by applying Urry's phenomenological equations to their $C D$ data of red blood cell membranes.

Maestre et al., ${ }^{8}$ measuring the $C D$ of bacteriophages $\mathrm{T}_{2}, \mathrm{~T}_{4}$, and $\mathrm{T}_{6}$, found that the CD curves presented long tails extending towards the longer wavelengths of the spectrum up to the visible. These authors attributed the effect correctly to differential scattering. Dorman et al., 9, 10 using a set of variable acceptance detectors and an integrating capturing device (fluorscat cell) that captures all but
the back-scattered light, were able to eliminate these tails effectively.

Many CD studies of nucleohistones 11,12 and DNA-polylysine complexes 13,14 have been reported. In all cases, an important differential scattering contribution is present showing long tails toward the red and giving rise to enormous ellipticities (of the order of hundreds) within the absorption band of the complexes. ${ }^{15}$ Another sample of biological material that exhibits similar manifestations are intact chloroplasts. They show remarkable dependence of the CD signal on the angular orientation of the sample with respect to the incident beam. ${ }^{16}$

Holzwarth et al. ${ }^{17}$ have pointed out at the similarities between the $C D$ spectra of $T$-even bacteriophages and those of the liquid crystals (large ellipticities, positive ox negative tails towards longer wavelengths). These authors tried to account for the scattering contributions to the $C D$ by the use of Mie-type calculations. The model, however, proved unable to reproduce the experimental CD curves.

In an effort to subtract the scattering artifacts plaguing the $O R D$ and $C D$ measurements of molecular aggregates, Schneider ${ }^{18}$ has constructed the scattering amplitude matrix ${ }^{19}$ for incident right and left circularly polarized light, to describe the intrinsic optical activity and all the scattering properties of the suspension. The author relates the observed optical activity of the suspension to the elements
of the matrix, through the bulk refractive index of the suspension. In order to separate the optical activity from the scattering effects, the author proposes a general (nonspecified) functional dependence between the bulk optical properties of the suspension represented by the matrix elements and the true optical activity of the particles represented by their index of refraction. Unfortunately, it seems that all the information about the scattering effects of the sample is buried in this "functional dependence" whose determination is the central problem in understanding these scattering phenomena. However, even phenomenologically the analysis appears incorrect, since the formalism deals only with the forward scattering matrix, failing to recognize that non-forward total and differential scattering would also affect the differential extinction measured at the detector in the forward direction.

Other attempts to fit the classical general scattering Mie theory by means of the introduction of ad-hoc terms to account for the optical activity of the particles and the anomalies in the CD spectra of several particulate suspensions, have appeared in the literature, with quite varied degree of success. 20-23 The most serious attempt in this sense was carried out by C. F. Bohren, ${ }^{24}$ who solved the scattering of an optically active isotropic sphere within the frame of the Mie-theory, using phenomenological coefficients to describe its differential reactions to right and
left circularly polarized light. He found in calculations for polyglutamic acid spheres that even for ratios of radius of the sphere to wavelength of $1 / 8$ the differential extinction (including both absorption and scattering) peaked in the forward direction, although in this limit the scattering was negligible compared to the absorptive contribution.

The recent development of the Fluorescence Detected Circular Dichroism technique (FDCD) ${ }^{25}$ has allowed Reich et al. ${ }^{26}$ to measure the $4 \pi$-radians integrated differential scattering of DNA condensates in ethanolic solutions. These authors found very little forward differential scattering. Most scattering appeared at right angles to the incident beam and moderate differential scattering occurred in the backward direction. Furthermore, $C D$ studies of films of DNA twisted by shearing the fibers between two quartz plates ${ }^{27}$ yielded enormous ellipticities whose sign was reversed by reversing the sense of the twist. The back scattering intensities measured in thesestudies indicated that the polarization of the reflected light was the same as that of the incoming beam. As will be seen later, this is a property of cholesteric and twisted nematic liquid crystals. To explain the large $C D$ spectra observed in nucleohistone complexes, ethanolic precipitates of DNA, and polylysine-DNA aggregates, Maestre et a1. ${ }^{27}$ advanced the following conclusions: a) the anomalous $C D$ spectra observed were the result of liquid crystal behavior with
both differential scattering and resonance transmission near the absorbance band; b) the long tails observed, being a scattering phenomenon, reflect the size and shape of the particle; c) the sign of the differential scattering contributions singled out by the $F D C D$ technique must reflect the sense of chirality of the studied structure.
2) Liquid crystals.

Cholesteric mesophases are a special type of nematic liquid crystals in which the constituent molecules are optically active. 28-30 Under appropriate conditions, the structure possesses a screw axis normal to the preferential molecular orientations. The whole mesophase looks like a group of stacked planes each composed of well aligned parallel molecules with a definite twist angle between a given plane and the next.

When the wavelength of light corresponds to the pitch of the cholesteric helix, there are two opposite cases: First, circularly polarized light incident along the helix axis and having the same handedness as that of the helix is almost completely reflected. On the contrary, if the circular polarization of the light is opposite to the handedness of the helix, the light is almost completely transmitted. Furthermore, the polarization of the reflected light is the same as that of the incident radiation. Along its optical axes the system possesses enormous rotatory power as well as very large circular dichroism. Mauguin ${ }^{31}$ has treated
this problem theoretically seeking to explain the large ORD signal measured in the twisted nematic phase, when light is incident along the optical axis. An equivalent treatment can be done by using Jones calculus, 30 in which each plane of the cholesteric phase is treated as a thin birefringent medium with the principal axes of the successive planes twisted by a fixed angle. By calculating the phase retardation matrix which describes the modification of the incident electric vector in passing through each plane, it is possible to obtain for $N$ successive planes, the retarder-rotator matrix $J_{\sim}^{J}$ such that:

$$
{\underset{\sim}{D}}^{\prime}=\underset{\sim}{J}
$$

where $\underset{\sim}{D}$ and ${\underset{\sim}{D}}^{\prime}$ are the incident and emergent displacement vectors of the light.

Similar treatments have been presented by Oseen 32 and de Vries ${ }^{33}$ by solving the wave equation for propagation along the optical axis of a medium described by a continuous spiral dielectric tensor. In all cases only forward intensities (transmission) and reflection bands were derived. By allowing the birefringent planes (in the Mauguin layer theory) or the dielectric tensor (Oseen, de Vries) to be dichroic as well as birefringent, and assuming that the birefringent and dichroic axes coincide, the observed $C D$ of these cholesterics have been reproduced very successfully. Analytical solutions for the scattering of polarized light as a function of wavelength and directions in space have not
been presented. The observed CD signals can be interpreted as manifestations of differential scattering reflecting the long range organization of the crystal and not as intrinsic dichroism, since the disordered mesophase presents CD signals 2 or 3 orders of magnitude smaller. Numerical calculations along the lines described above have been carried out for light incident at oblique angles with respect to the optical axis and for wavelengths close to the pitch of the helix, by Berreman and Scheffer. ${ }^{34}$ Only transmission and reflection bands have been studied. No analytical solutions for the amplitudes of the scattered fields have yet been found. ${ }^{30}$ Approximate expressions for the intensities of polarized diffraction maxima observed when plane polarized light is incident perpendicular to the optical axis have been derived by the Raman-Nath theory of the diffraction of light by ultrasonic waves. 35
3) Theoretical treatments.

Some very general treatments of scattering of circularly polarized light have appeared in the literature. ${ }^{36}$ Atkins and Barron ${ }^{37}$ have given general expressions for the differential scattering of light both for Rayleigh and Raman processes, from a quantum mechanical point of view. These authors were able to obtain explicit expressions by constructing the scattering matrix and relating it to molecular parameters. In their treatment the wavelength of light was large
compared to the dimensions of the molecules and no absorptive phenomena were taken into account. Later, Barron and Buckingham ${ }^{38}$ presented both a classical and quantum mechanical analysis for the elastic and inelastic differential scattering of circularly polarized light. Harris and McClain 39,40 have presented a theory for the polarization of light scattered by polymers emphasizing its applicability for wavelengths shorter than the polymer dimensions. These authors construct the Perrin matrix for the scattering of light according to Stokes' formalism ${ }^{41}$ and relate this phenomenological treatment to molecular parameters. The wavelength is assumed to be large compared to the size of the monomers, but not necessarily large relative to the polymer. The treatment is general; it does not explicitly consider any particular geometry.
II. Basic Electrodynamic Relations.

1) The wave equation.

The behavior of the electromagnetic fields and their interaction with charged particles is the subject of study of electrodynamics. Between the years of 1860-1870, J. C. Maxwell formulated his unified theory of all electromagnetic phenomena that culminated in the fundamental relations of classical electrodynamics. These are called the Maxwell equations and their microscopic formulations have the form:

$$
\begin{align*}
& \nabla x \underset{\sim}{e}+\frac{1}{c} \frac{\partial \underset{\sim}{b}}{\partial t}=0  \tag{1a}\\
& \nabla \times \underset{\sim}{b}-\frac{1}{c} \frac{\partial e}{\partial t}=\frac{4 \pi}{c} \underset{\sim}{j}(x, t)  \tag{lb}\\
& \nabla \cdot \underset{\sim}{b}=0  \tag{1c}\\
& \nabla \cdot \underset{\sim}{e}=4 \pi \xi(x, t) \tag{1d}
\end{align*}
$$

where $\xi$ and $\underset{\sim}{j}$ are the microscopic charge and current densities, and include all charges free and bound; $\underset{\sim}{e}$ and $\underset{\sim}{b}$ are the microscopic electric and magnetic fields. To obtain the corresponding macroscopic relations, a space averaging on all charges at a given instant of time must be carried out. In this process the averaged charge density can be shown ${ }^{42}$ to take the form:

$$
\begin{align*}
& \bar{\xi}(x, t)=\bar{\xi}_{\text {free }}+\bar{\xi}_{\text {bound }}(x, t)-\nabla \cdot \underset{\sim}{P}(x, t)+ \\
& \sum_{\alpha \beta} \frac{\partial^{2}}{\partial x_{\alpha} \partial x_{\beta}} \theta_{\alpha \beta}(x, t)+\ldots \tag{2}
\end{align*}
$$

where $\bar{\xi}_{\text {free }}$ and $\bar{\xi}_{\text {bound }}$ are the averaged densities of free and bound charges, respectively, $\underset{\sim}{P}$ is macroscopic polarization (i.e., the averaged dipole moment of all bound charges) and $\theta_{\alpha \beta}$ the corresponding macroscopic quadrupole density. Given that $\langle\underset{\sim}{b}\rangle a v \rightarrow \underset{\sim}{B}$ and $\langle\underset{\sim}{e}>a v \rightarrow \underset{\sim}{E}$, then substituting Equation (2) into expression (1d) and averaging:

$$
\nabla \cdot \underset{\sim}{E}=4 \pi\left(\bar{\xi}_{\text {free }}+\bar{\xi}_{\text {bound }}-\nabla \cdot \underset{\sim}{p}+\sum_{\alpha \beta} \frac{\partial^{2}}{\partial x_{\alpha} \partial x_{\beta}} \theta_{\alpha \beta}+\ldots\right)
$$

from which a new associated displacement vector can be defined as:

$$
\begin{equation*}
\mathrm{D}_{\alpha}=\underbrace{}_{\substack{\sum_{\beta} \varepsilon_{\alpha \beta} E_{\beta}}}=E_{\alpha}+4 \pi P_{\alpha}-4 \pi \sum_{\beta} \frac{\partial}{\partial x_{\beta}} \theta_{\alpha \beta} \tag{3}
\end{equation*}
$$

The corresponding averaging process for the current density yields the macroscopic magnetic field

$$
\begin{equation*}
H_{\alpha}=\underbrace{\sum_{\beta} \mu_{\alpha \beta}^{\prime} B_{\beta}}_{\substack{\text { constitutive } \\ \text { linear relation }}}=B_{\alpha}-4 \pi\left(M_{\alpha}+\ldots\right) \tag{4}
\end{equation*}
$$

whore $\varepsilon_{\alpha \beta}$ is the electric permitivity and $\mu_{\alpha \beta}^{\prime}$ the inverse magnetic permeability.

The last two equations are the constitutive relations that express the relationship between the principal ( $\underset{\sim}{E}, \underset{\sim}{B}$ ) and the derived fields $(\underset{\sim}{D}, \underset{\sim}{H})$ in material media. $\underset{\sim}{B}$ is usually called the magnetic displacement and $\underset{\sim}{H}$ the magnetic field.

We can now write the macroscopic Maxwell equations for material media equivalent to expression (1):

$$
\begin{align*}
& \nabla X \underset{\sim}{E}+\frac{1}{c} \frac{\partial \underset{\sim}{B}}{\partial \underset{\sim}{t}}=0  \tag{5a}\\
& \nabla X \underset{\sim}{H}-\frac{1}{c} \frac{\partial \underset{\sim}{D}}{\partial t}=\frac{4 \pi}{c} J_{\sim}^{\text {free }}  \tag{5b}\\
& \nabla \cdot \underset{\sim}{B}=0  \tag{5c}\\
& \nabla \cdot \underset{\sim}{D}=4 \pi{\underset{\text { free }}{ }}_{\xi_{\text {fre }}} \tag{5d}
\end{align*}
$$

where all quantities involved are macroscopic averages. It can be shown that for electro-neutral molecules the contribution of the bound charge density of expression (2) vanishes and therefore only free charges and currents appear explicitly in the macroscopic equations. The bound charges and currents appear instead through the higher moments of the charge and current distributions $(\underset{\sim}{P}, \underset{\sim}{M}, \underset{\sim}{\theta})$.

Notice that even for zero values of both currents and charge densities, Equations (5) possess nontrivial solutions. This is in fact the way Maxwell theory accounts for the existence of electromagnetic radiation in the absence of charges in space. ${ }^{43}$ It must be clear, on the other hand, that $\underset{\sim}{E}$ and $\underset{\sim}{B}$ are the fundamental fields, whereas their associated fields $\underset{\sim}{D}$ and $\underset{\sim}{H}$ are introduced to take into account the average contribution of the bound charges.

It is convenient to introduce potentials in terms of which the electric and magnetic fields can be obtained, so that Maxwell equations are replaced by a smaller number of second order differential equations.

$$
\text { Since } \nabla \cdot \underset{\sim}{B}=0 \text {, we can define } \underset{\sim}{B} \text { in terms of a vector }
$$ potential $\underset{\sim}{A}$ :

$$
\begin{equation*}
\underset{\sim}{B}=\underset{\sim}{X} \tag{6}
\end{equation*}
$$

Then from Equation (5a), $\nabla X\left(\underset{\sim}{E}+\frac{1}{c} \frac{\partial A}{\partial t}\right)=0$. The quantity in parenthesis, having a vanishing curl, can be written as the gradient of a scalar function (potential), so that:

$$
\begin{equation*}
\underset{\sim}{E}=-\frac{1}{c} \frac{\partial A}{\partial t}-\nabla \Phi \tag{7}
\end{equation*}
$$

If the medium is homogeneous $\varepsilon_{\alpha \beta}$ and $\mu_{\alpha \beta}^{\prime}$ in (3) and (4) are scalars and Equations (5b) and. (5d) become:

$$
\begin{align*}
& \varepsilon \nabla \cdot \underset{\sim}{E}=4 \pi \rho_{\text {free }}  \tag{8a}\\
& \frac{1}{\mu} \nabla X \underset{\sim}{B}-\frac{\varepsilon}{c} \frac{\partial \underset{\sim}{E}}{\partial t}=4 \pi J_{\text {free }} \tag{8b}
\end{align*}
$$

with $\mu=\left(\mu^{\prime}\right)^{-1}$. Taking the divergency of (7) and using Equation (8a):

$$
\begin{equation*}
\nabla^{2} \Phi+\frac{1}{c} \frac{\partial}{\partial t} \nabla \cdot \underset{\sim}{A}=\frac{4 \pi}{\varepsilon} \rho_{\text {free }} \tag{9}
\end{equation*}
$$

also, substituting (6) into (8b):

$$
\begin{equation*}
\nabla\left(\nabla \cdot \underset{\sim}{A}+\frac{\mu \varepsilon}{c} \frac{\partial}{\partial t} \Phi\right)=\nabla^{2} \underset{\sim}{A}+\mu \frac{4 \pi}{c} \underset{\sim}{J} \text { free }-\frac{\mu \varepsilon}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} \underset{\sim}{A} \tag{10}
\end{equation*}
$$

The definitions of the field in terms of the potentials do not determine these fields uniquely, since the same fields would be obtained if $\underset{\sim}{A} \rightarrow{\underset{\sim}{\prime}}^{\prime}=\underset{\sim}{A}+\Delta \Lambda$, and $\Phi \rightarrow \Phi^{\prime}=\Phi-\frac{1}{c} \frac{\partial \Lambda}{\partial t}$, where $\Lambda$ is some arbitrary scalar. This lack of uniqueness of the potentials allows for the possibility to choose them in such a way as to satisfy a supplementary condition (Gauge), according to the nature of the problem being solved. In this case we impose the often called Lorentz condition:

$$
\nabla \cdot \underset{\sim}{A}+\frac{\mu \varepsilon}{c} \frac{\partial}{\partial t} \Phi=0
$$

which combine with (9) and (10) to give the second order differential equations that are completely equivalent to the Maxwell equations. They are frequently called the wave equations:

$$
\begin{equation*}
\nabla^{2} \Phi-\frac{\varepsilon \mu}{c^{2}} \frac{\partial^{2} \Phi}{\partial t^{2}}=\frac{4 \pi \rho}{\varepsilon} \text { free } ; \nabla^{2} \underset{\sim}{A}-\frac{\varepsilon \mu}{c^{2}} \frac{\partial^{2} \underset{\sim}{A}}{\partial t^{2}}=\mu \frac{4 \pi}{c} \underset{\sim}{J} \text { free } \tag{11}
\end{equation*}
$$

For constant fields these equations give the usual static solutions (Poisson for the scalar potential and a corresponding one for the vector potential). For problems involving the emission of electromagnetic radiation by time dependent charge and current densities, we are interested in the solutions to these equations as fully written above.

The wave-equations (11) are very important for the general theory of scattering. The differential formulation, despite its inherent difficulty in interpretation, has the advantage of allowing for the search of solutions in regions of the space, to which supplementary initial and boundary conditions (at the frontier between regions) are added to obtain unique solutions. Let us suppose that a given body
possessing both bound and free charges is occupying a finite region of space. An incident electromagnetic radiation impinges upon the body and it is required to obtain the scattered field far away from the region occupied by the scatterer. Away from this region $\rho=0, \underset{\sim}{J}=0$, and $\mu \varepsilon=1$ so that first, the corresponding homogeneous wave equations in vacuo must be solved. Next, the solution within the region of the scatterer must be obtained, for which we need to solve Equations (11) as fully written. Having both solutions, it is then possible to apply the adequate conditions at the boundary between the two regions and an initial condition, such as the form of the incident electromagnetic field at time $t=0$. In this way, the scattexing problem can, in principle, be solved from the differential equations. Notice that if the scatterer is a nonconducting dielectric, $\rho_{\text {free }}=J_{\text {free }}=0$ when seeking the inner solution.
2) Retarded potentials - multipole expansion of the scattering fields.

A completely formal solution to the wave equations (11) can be found by linearly combining the solution to the homogeneous equation and a particular solution of the inhomogeneous one. It is a well known result of electrodynamics that the particular solution to the inhomogeneous equations is given by the so-called "retarded potentials" and that the general solutions of the inhomogeneous equations are:

$$
\left.\begin{array}{l}
\Phi(\underset{\sim}{r} \\
 \tag{12}\\
\\
,
\end{array} t^{\prime}\right)=\int \frac{\rho\left(\underset{\sim}{r}, t^{\prime}-\frac{\mu \varepsilon R}{c}\right)}{R} d V+\phi_{0}\left(\underset{\sim}{A}{\underset{\sim}{r}}^{\prime}, t^{\prime}\right)=\frac{\mu \varepsilon}{c} \int \frac{\underset{\sim}{J}\left(\underset{\sim}{r}, t^{\prime}-\frac{\mu \varepsilon R}{C}\right)}{R} d V+A_{\sim}^{A} 0
$$

An important point should be made clear here. In the way Equations (12) have been obtained from (5) through (11), it is apparent that $\rho$ and $\underset{\sim}{J}$ appearing in these equations are the free charge and current densities. These are clearly zero for nonconducting material. However, it is possible to write Equations (5) for nonconducting material in terms of the fundamental fields $\underset{\sim}{E}$ and $\underset{\sim}{B}$ so that they maintain their general form but $\rho_{\text {free }}$ and $J_{\sim}$ free being replaced by $\rho_{\text {bound }}$ and $J_{\sim}$ bound . The equivalent wave equation (11), as well as the corresponding general solutions (12) can then be obtained explicitly in terms of $\rho_{\text {bound }}$ and $J_{\sim}$ bound valid for nonconducting dielectric media. In this way, Equations (12) represent the general formal solutions for the scattered fields in conduction or dielectric media.

In Equation (12), ${\underset{\sim}{r}}^{\prime}$ is the observation point, $\underset{\sim}{x}$ is the region where the scattered is bounded and $R=\left|\underset{\sim}{r}{ }^{\prime}-\underset{\sim}{r}\right|$ (See Fig. 1).
${ }_{\sim}^{A}{ }_{0}$ and $\phi_{0}$ are the solutions to the homogeneous wave equations but more generally they are chosen so that the conditions of the particular problem are satisfied. These conditions are commonly those imposed for far distances.

For example, suppose that a given radiation impinges upon the systems of charges from outside. Here the field that results from the interaction can be different from the incident exterior field only in the radiation originated by the system itself. At large distances this radiation must have the form of waves that propagate away from the system, which corresponds to the retarded potential part of Equation (12), whereas $\phi_{0}$ and $\underset{\sim}{A_{0}}$ in this equation must be recognized as the external fields.

We can now make the assumption that the charge and current densities vary harmonically with time, so that

$$
\begin{aligned}
& \rho(t)=\rho e^{2 \pi \nu i t} \\
& \underset{\sim}{J}(t)=J e^{2 \pi \nu i t}
\end{aligned}
$$

Since in most physical problems $\rho$ and $\underset{\sim}{J}$ are restricted to finite regions of space whose dimensions are small compared to $k^{-1}$ (with $\left.k=2 \pi v / c\right)$, this suggests a development of the retarded potential formula according to powers of $k$. In the expressions:

$$
\Phi\left(\underset{\sim}{r}{ }^{\prime}, t^{\prime}\right)=e^{2 \pi i v t^{\prime}} \int \frac{\rho e^{-i k R}}{R} d v
$$

in the far field or radiation zone, $R=r^{\prime}-\underset{\sim}{\underset{\sim}{n}} \cdot r$ with $\underset{\sim}{\hat{n}}=$ $\frac{{\underset{\sim}{r}}^{\prime}}{\underset{\sim}{r}{ }^{\prime}}($ see Fig. 1) so that:

Figure 1. The distance approximation involved in the radiation zone is shown. 0 is an arbitrary origin of coordinates within the molecule. $\underset{\sim}{x}$ is the position of the scattering element and ${\underset{\sim}{r}}^{\prime}$ is the location of the observer. $\hat{\sim}_{\sim}^{n}$ is a unit vector along $\underset{\sim}{r}{ }^{\prime}$. If $\left|\underset{\sim}{r}{ }^{\prime}\right| \gg|\underset{\sim}{r}|$, then clearly $|\underset{\sim}{R}| \sim\left|\underset{\sim}{r}{ }^{p}\right|-\underset{\sim}{\underset{\sim}{n}} \cdot \underset{\sim}{r}$.
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$$
\Phi\left(\underset{\sim}{r}, t^{\prime}\right)=e^{i\left(2 \pi \nu t^{\prime}-k r^{\prime}\right)} \int \frac{e^{i k \underset{\sim}{n} \cdot \underset{\sim}{r}}}{\left(r^{\prime}-\underset{\sim}{\hat{n}} \cdot \underset{\sim}{r}\right)} d V
$$

Now we do a double Taylor expansion both for the exponential and the denominator and collecting the terms with the same power of $k$ it can be shown ${ }^{44}$ that:

$$
\begin{aligned}
& \Phi\left(\underset{\sim}{r}, t^{\prime}\right)=\frac{e^{i\left(2 \pi \nu t^{\prime}-k r^{\prime}\right)}}{r^{\prime}}\left\{\int \rho d v+i k\left(1-\frac{i}{k r^{\prime}}\right) \int \rho \underset{\sim}{\circ} \cdot \underset{\sim}{\hat{n}} d V\right. \\
& -\frac{k^{2}}{3}\left[\left(1-\frac{3 i}{k r^{1}}\right)\left(\frac{3}{2} \underset{\sim}{n} \cdot \int \rho \underset{\sim}{r} \underset{\sim}{r d V} \cdot \underset{\sim}{\underset{\sim}{n}}-\frac{1}{2} \int \rho r^{2} d V\right)\right. \\
& \left.\left.+\frac{1}{2} \int \rho r^{2} d V\right]+\ldots\right\}
\end{aligned}
$$

But $\int \rho d V=0$ and the dipole and quadrupole moments are defined as:

$$
\underset{\sim}{P}=\int \rho \operatorname{rdV} \text { and } \underset{\sim}{\theta}=\int \rho \underset{\sim}{\theta} \underset{\sim}{x} d V .
$$

Therefore, the potentials up to the second power in $k$ are:

$$
\begin{align*}
\Phi\left(\underset{\sim}{r}, t^{\prime}\right)= & \frac{e^{i\left(2 \pi \nu t^{\prime}-k r^{\prime}\right)}}{r^{\prime}}\left\{i k \left(1-\frac{i}{k r^{\prime}} \hat{n} \cdot \underset{\sim}{p}-\frac{1}{2} k^{2}\left[\underset{\sim}{n} \cdot \underset{\sim}{\theta} \cdot \hat{\sim} \hat{\sim}^{n}\right.\right.\right. \\
& \left.\left.-\frac{1}{k r^{\prime}}(3 \underset{\sim}{\hat{n}} \cdot \underset{\sim}{\theta} \cdot \underset{\sim}{\theta})\right]\right\}  \tag{13}\\
A\left({\underset{\sim}{r}}^{\prime}, t\right)= & \frac{e^{i\left(2 \pi v t^{\prime}-k r^{\prime}\right)}}{r^{\prime}}\left\{i k \underset{\sim}{p}-i k\left(1-\frac{1}{k r^{\prime}}\right) \hat{\sim}_{\sim}^{n X M}\right. \\
& \left.-\frac{1}{2} k^{2}\left(1-\frac{i}{k r^{\prime}}\right) \underset{\sim}{n} \cdot \underset{\sim}{\theta}\right\}
\end{align*}
$$

where $\underset{\sim}{M}$ is the magnetic dipole moment and is defined as:

$$
\underset{\sim}{M}=\frac{1}{2 C}(\underset{\sim}{r} \times \underset{\sim}{J})
$$

Expression (13) describes, therefore, the interaction of the incident radiation with a system of charges and currents through the induction by the external fields of a series of moments of the distributions. An observer placed at $\underset{\sim}{r}$ at time $t^{\prime}$ will therefore receive the radiation contributions of the electric dipole (the most important), the magnetic dipole, and the quadrupole induced in the scatterer by the incident electromagnetic field.

It can be shown ${ }^{45}$ that the amplitudes of the different oscillating moments induced in the system can be written (keeping only linear terms in the fields):

$$
\begin{align*}
& P_{\alpha}^{(0)}=\alpha_{\alpha \beta} E_{\beta i}^{(0)}+\frac{1}{c k} G_{\alpha \beta} \dot{B}_{\beta i}^{(0)}+\frac{1}{3} A_{\alpha \beta \gamma}\left(\nabla_{\beta} E_{\gamma i}^{(0)}\right. \\
& M_{\alpha}^{(0)}=-G_{\beta \alpha} E_{\beta i}^{(0)}+\ldots  \tag{14}\\
& \theta_{\alpha \beta}^{(0)}=A_{\gamma \alpha \beta} E_{\gamma i}^{(0)}+\cdots
\end{align*}
$$

where the subscripts "i" indicate the amplitudes of the incident fields. In Equations (14) tensor notation has been used, meaning that the expressions with repeated subindices must be summed over their three spatial components.

Expressions (14) can be formally obtained by doing a time dependent perturbation derivation of the induced moments in a molecule perturbed by an external field. ${ }^{45}$ Classically, however, Equation (11) is still valid and we can see that $\alpha_{\alpha \beta}$ represents a symmetric polarizability. $G_{\beta \alpha}$ is the coefficient of the term which is proportional to the time derivative of the magnetic field (i.e., proportional to the curl of $\underset{\sim}{E}$ ) and therefore responsible for natural optical activity. This term can be formally derived from the antisymmetric part of the polarizability. $A_{\alpha \beta \gamma}$ is the hyperpolarizability connected to the gradient of the electric field. Each of these polarizabilities can be, in general, complex and therefore they contain both the absorptive and refractive properties of the molecular system.

Our derivation up to this point has been based in the choice of the Lorentz Gauge: $\left(\nabla \cdot A-\frac{\varepsilon \mu}{c} \frac{\partial \Phi}{\partial \tau}\right)=0$; this allowed us to obtain the wave equation and has the additional advantage of rendering completely relativistically invariant equations. However, in dealing with radiation problems, we are interested in obtaining solutions for the electric and magnetic field that are transverse to the dixection of propagation. The Lorentz Gauge gives transverse magnetic fields but the electric vector has components parallel and perpendicular to the $\underset{\sim}{k}$ vector. To obtain completely transverse fields that are uniquely determined, we can use the Coulomb or radiation gauge: $\nabla \cdot \underset{\sim}{A}=0$ and the additional condition
$\Phi=0$, so that the Lorentz condition is still satisfied and all our derivations are still valid. In this radiation gauge then: $\underset{\sim}{H}=\nabla \times \underset{\sim}{A}$ and $\underset{\sim}{E}=-\frac{1}{c} \frac{\partial A}{\partial t} \cdot$ Keeping only the dipole term in (13), we can write, for light scattered along the $y$-axis:

$$
\begin{equation*}
\underset{\sim}{E}\left(\underset{\sim}{r^{\prime}}, \tau^{p}\right)=-\frac{i k \omega}{c r^{\top}} \underset{\sim}{P} e^{-i\left(\omega \tau^{\prime}-k y\right)} \tag{15}
\end{equation*}
$$

with $\omega=2 \pi \nu$. From (14):

$$
\begin{align*}
E_{\alpha}= & -\frac{i \omega^{2}}{c^{2} r}\left\{\alpha_{\alpha \beta} E_{\beta i}^{(0)}+\frac{G_{\alpha \beta}}{c k} \dot{B}_{\beta i}^{(0)}+\frac{1}{3} A_{\alpha \beta \gamma}\right. \\
& \left.\left(\nabla_{\beta} E_{\gamma_{\dot{i}}}\right)^{0}+\ldots\right\} \times e^{-i(\omega t-k y)} \tag{16}
\end{align*}
$$

where the primes have been dropped for simplicity.
III. Differential Scattering - Classical Formalism.

Suppose the light is incident along the $z$-axis; then the signal recorded at the photomultiplier is proportional to the time-averaged flux of energy given by the real part of the complex Poynting vector:

$$
\langle S\rangle=\frac{C}{16 \pi}\left(\underset{\sim}{E}{ }_{S}^{(0)} \times \underset{\sim}{H}{ }_{S}^{(0)} *+{\underset{\sim}{S}}_{(0)^{*}} \times \underset{\sim}{H}(0)\right)
$$

where the subscripts "S'" indicate the amplitudes of the scattered fields, with $\underset{\sim}{B}=\underset{\sim}{\mu} \underset{\sim}{H}$ as before. The components of $\underset{\sim}{S}$ associated with electric vectors $E_{z}$ and $E_{X}$ can be written:

$$
\begin{aligned}
S_{Z}= & \frac{C}{16 \pi \mu}\left(E_{Z_{S}}^{(0)} B_{X_{S}}^{(0)^{*}}+E_{Z_{S}}^{(0) *} B_{X_{S}}^{(0)}\right)= \\
& \frac{c}{8 \pi \mu} E_{Z_{S}}^{(0)} E_{Z_{S}}^{(0)^{*}} \\
S_{X}= & \frac{-c}{16 \pi \mu}\left(E_{X_{S}}^{(0)} B_{Z_{S}}^{\left.(0)^{*}+E_{X_{S}}^{(0)^{*}} B_{Z_{S}}^{(0)}\right)=}\right. \\
& -\frac{C}{8 \pi \mu} E_{X_{S}}^{(0)} E_{X_{S}}^{(0)}
\end{aligned}
$$

If the incident radiation is right (plus sign) and left (minus sign) circularly polarized,

$$
{\underset{\sim}{E}}_{(0) \pm}^{(0)}=\frac{1}{\sqrt{2}} E_{i}^{(0)}(\underset{\sim}{i} \pm i \underset{\sim}{j})
$$

with $\underset{\sim}{i}, \underset{\sim}{j}, \underset{\sim}{k}$ a set of units vector along the $x, y$, and $z$ directions, then the differential scattered intensities are (with $\mu=1$ ):

$$
\begin{align*}
S_{z}^{+}-S_{z}^{-}= & \frac{\omega^{4} E_{i}^{(0)^{2}}}{8 \pi c^{3} r^{2}} I_{m}\left\{\alpha_{z y} \alpha_{z x}^{*}+\alpha_{z y} G_{z y}^{*}+\alpha_{z x} G_{z x}^{*}-\right. \\
& \alpha_{z y} G_{x x}^{*}+\alpha_{z x} G_{y x}^{*} \tag{17}
\end{align*}
$$

where the term proportional to $\left(\nabla_{\beta} E_{\gamma i}\right)^{0}$ has been neglected. Equation (17) shows that within the dipole approximation for the scattered field (15), the differential scattering intensity can be directly related to the symmetric and anti-symmetric parts of the polarizability of the molecular system.

The possibility of nonvanishing differential scattering within the dipole radiation field depends therefore on the symmetry properties of the polarizability tensor of the molecule and on the validity of neglecting the second term in the right-hand side of (16). In the next chapter we will treat with more detail the condition imposed on the polarizability of a molecule, for the existence of finite differential scattering intensities in the radiation field.
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## Chapter 2

## THEORY

## I. Introduction.

In the previous chapter a review has been done of the main experimental evidence for the presence of differential light scattering phenomena in systems of biological origin, as well as in the cholesteric and twisted nematic mesophases of liquid crystals. Some of the theoretical attempts in characterizing this phenomenon have also been discussed. Clearly, between the macroscopic phenomenological approaches ${ }^{1-3}$ and the completely general theoretical treatments ${ }^{4}, 5$ that have appeared in the literature, a link is necessary: a theory that will make use of the molecular properties involved in the differential scattering and will directly correlate the properties of this scattering phenomenon with the structure of the chiral molecules. The model must allow for analytical solutions so that the physics of the process is not buried in implicit expressions.

Chiral media interact differently with the light of opposite circular polarization. The existence of different refractive indices for right and left circularly polarized light gives rise to the well known phenomena of circular birefringence and circular dichroism. These are connected. respectively, to differences in the real and imaginary parts
of the refractive index for the two circular polarizations.
As shown in the previous chapter, classical electrodynamics describes light scattering as the result of the radiation emitted by changes in the charge distribution of a system, induced by an oscillating electromagnetic field. In the dipole radiation approximation, these changes are described by the polarizability of the medium, which contains all the symmetry properties necessary to account for the differential scattering of light. An appropriate measure of this is the ratio of the difference of scattered intensities between left and right circularly polaried light to its sum

$$
\left(I_{L}-I_{R}\right) /\left(I_{L}+I_{R}\right)
$$

where $I_{L}$ and $I_{R}$ are the scattered intensities for the two polarizations of the incident light. Atkins and Barron ${ }^{4}$ have suggested that this ratio be called Circular Intensity Differential Scattering (CIDS). The above definition is valid for both elastic and inelastic scattering.

We have chosen an oriented helix as the simplest chiral structure whose CIDS can be obtained analytically. This geometry has many advantages: (a) It can be described in a mathematically simple way, (b) its chirality can easily be reversed to study its effect on the CIDS, (c) it is a preferred form of packing adopted by biological superstructures
and by cholesteric liquid crystals.
In the first part of this chapter the derivation of an integral equation of scattering will be accomplished as a simple way of obtaining the scattering amplitude of an arbitrarily shaped structure. In the second part the integral formalism will be applied to obtain the CIDS of helical structures.
II. The Integral Equation of Scattering.

1) Derivation by the tensorial Green's function method. As mentioned in Chapter 1 , all scattering problems can (in principle) be solved using the Maxwell equation, which in the absence of free sources and assuming harmonic time dependence $(\mu=1)$ are:

$$
\begin{align*}
& \nabla \times \underset{\sim}{E}=\frac{i \omega}{c} \underset{\sim}{H}  \tag{1}\\
& \nabla \times \underset{\sim}{H}=-\frac{i \omega}{C} \underset{\sim}{D}=-\frac{i \omega \underset{\sim}{\varepsilon}(\underset{\sim}{r})}{C} \underset{\sim}{E} \tag{2}
\end{align*}
$$

where $\underset{\sim}{\varepsilon}$ is the dielectric constant of the medium and is a continuous function with the possible exception of surface discontinuities. It is assumed that all scattering centers can be enclosed within a finite region. The wave equations for $\underset{\sim}{E}$ and $\underset{\sim}{H}$ are then:

$$
\begin{equation*}
\nabla \times \nabla \times \underset{\sim}{E}-\varepsilon(\underset{\sim}{r}) k^{2} \underset{\sim}{E}=0 \quad k^{2}=\frac{\omega^{2}}{c^{2}} \tag{3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \times\left[\frac{1}{\varepsilon(\underset{\sim}{r})} \nabla \times \underset{\sim}{H}\right]-k^{2} \underset{\sim}{H}=0 \tag{3b}
\end{equation*}
$$

We will work with the equation for $\underset{\sim}{E}$ and regard $\underset{\sim}{\underset{\sim}{H}}$ as determined by (2). Next we impose the coulomb gauge:

$$
\nabla \cdot(\varepsilon \underset{\sim}{E})=0
$$

so that

$$
\nabla \cdot E=-\frac{1}{\varepsilon} \underset{\sim}{E} \cdot \nabla \varepsilon
$$

which substituted in (3a) gives:

$$
\begin{equation*}
\nabla^{2} \mathrm{E}+\nabla\left[\frac{1}{\varepsilon(\underset{\sim}{r})} \underset{\sim}{\mathrm{E}} \cdot \nabla \varepsilon \underset{\sim}{\underset{\sim}{r})}\right]+\varepsilon(\underset{\sim}{r}) \mathrm{k}^{2} \underset{\sim}{\mathrm{E}}=0 \tag{4}
\end{equation*}
$$

The solution of this equation, subject to appropriate boundary conditions both at infinity and at the surface of the scatterer, is very difficult for geometries other than spherical, cylindrical, etc. The alternative is to transform this equation into an integral form. Here we will follow closely the method of Levine and Schwinger. ${ }^{6}$ The first Green's Identity can be written as:

$$
\begin{equation*}
\int_{S} \underset{\sim}{n} \cdot[\underset{\sim}{B} \times \nabla \times \underset{\sim}{A}-A \times \nabla \times B] d s=\int_{V} \underset{\sim}{A} \cdot(\nabla \times \nabla \times \underset{\sim}{B}-\underset{\sim}{B} \cdot(\nabla \times \nabla \times \underset{\sim}{A})) d V \tag{5}
\end{equation*}
$$

Next we introduce the Green's function, $\underset{\sim}{\Gamma}$ (in general, a tensor), satisfying the equation:

$$
\begin{equation*}
\nabla \times \nabla \times \underset{\sim}{\Gamma}\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{\prime}\right)-k^{2} \underset{\sim}{\Gamma}\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{\prime}\right)=\underset{\sim}{1} \delta\left(\left|\underset{\sim}{r}-\underset{\sim}{r}{ }^{\prime}\right|\right) \tag{6}
\end{equation*}
$$

with $\underset{\sim}{1}=\underset{\sim}{i} \underset{\sim}{i}+\underset{\sim}{j} \underset{\sim}{j}+\underset{\sim}{k} \underset{\sim}{k}(\underset{\sim}{i}, \underset{\sim}{j}, \underset{\sim}{k}$ three orthogonal unit vectors along $x, y$ and $z$ directions). By taking the scalar product of (6) with an arbitrary vector $\underset{\sim}{j}\left({\underset{\sim}{r}}^{\prime}\right)$, we seen that $\left.\underset{\sim}{\underset{\sim}{r}} \underset{\sim}{x}, \underset{\sim}{r}{ }^{\prime}\right)$. $\underset{\sim}{j}\left(\underset{\sim}{r}{ }^{\prime}\right)$ is the field at $(\underset{\sim}{r})$ due to a vector point source 10 cated at ${\underset{\sim}{r}}^{\prime}$ 。 Taking the divergency of (5) on both sides we obtain:

$$
k^{2} \nabla \cdot \underset{\sim}{r}=-\nabla \delta(|\underset{\sim}{r}-\underset{\sim}{r}|)=\nabla^{\prime} \delta(|\underset{\sim}{r}-\underset{\sim}{r}|)
$$

after which (5) can be rewritten as:

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \underset{\sim}{r}=-\left(\underset{\sim}{1}-\frac{1}{k^{2}} \nabla \nabla \cdot\right) \delta\left(\left|\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right|\right) \tag{7}
\end{equation*}
$$

Introducing the scalar Green's function:

$$
G\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime}\right)=\frac{e^{-i k \mid \underset{\sim}{r}-\underset{\sim}{r}}{ }^{\prime} \mid}{4 \pi|\underset{\sim}{r}-\underset{\sim}{r}|}
$$

which satisfies

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{1}\right)=\delta\left(\left|\underset{\sim}{r}-\underset{\sim}{r}{ }^{\prime}\right|\right) \tag{8}
\end{equation*}
$$

Then replacing this defintion for $\delta\left(\left|\underset{\sim}{r}-\underset{\sim}{r}{ }^{\prime}\right|\right)$ in (7) and since the operator $\left(\nabla^{2}+k^{2}\right)$ commutes with $\left(1-\frac{1}{k^{2}} \nabla \nabla^{\prime}\right)$ we obtain

$$
\begin{equation*}
\Gamma\left(\underset{\sim}{r}, \underset{\sim}{r}{\underset{\sim}{r}}^{p}=\underset{\sim}{\Gamma}(\underset{\sim}{r}, \underset{\sim}{r})=\left(\underset{\sim}{1}-\frac{1}{k^{2}} \nabla \nabla^{\prime}\right) G\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{\prime}\right)\right. \tag{9a}
\end{equation*}
$$

Note that:

$$
\begin{equation*}
\underset{\sim}{r}\left(\underset{\sim}{x},{\underset{\sim}{r}}^{\prime}\right)={\underset{\sim}{r}}^{T}(\underset{\sim}{r}, \underset{\sim}{r})=\underset{\sim}{\Gamma}\left(\underset{\sim}{r}{ }^{\prime}, \underset{\sim}{r}\right) \tag{9b}
\end{equation*}
$$

where $\Gamma_{\sim}^{T}$ is the transpose of $\Gamma_{\sim}$.
Now we apply Green's theorem (5) to $\underset{\sim}{E}\left(\underset{\sim}{r}{ }^{r}\right)$ and $\left.\underset{\sim}{~} \underset{\sim}{r}{ }^{r}, \underset{\sim}{r}\right) \cdot \underset{\sim}{e}$, where $e$ is an arbitrary constant vector. Integrating over all space:

$$
\begin{aligned}
& \underset{\sim}{E}(\underset{\sim}{r}) \cdot \underset{\sim}{e}=\underset{\sim}{E} \underset{\sim}{E n c} \cdot \underset{\sim}{e}+\int_{V}\left(K^{2}\left[\varepsilon\left(\underset{\sim}{r}{\underset{\sim}{r}}^{\gamma}\right)-1\right] \underset{\sim}{E}\left(\underset{\sim}{r}{ }^{\gamma}\right)\right. \\
& -\Gamma(\underset{\sim}{r}, r \underset{\sim}{r}) \cdot \underset{\sim}{e}) d V^{\prime}
\end{aligned}
$$

where the integral over the surface at infinity provides the incident field. The last expression can be also written:

$$
\underset{\sim}{E}(\underset{\sim}{r})=\underset{\sim}{E} \mathrm{inc}+\int_{V} k^{2}\left[\varepsilon\left(\underset{\sim}{r^{\prime}}\right)-1\right] \underset{\sim}{E}\left(\underset{\sim}{r}{\underset{\sim}{r}}^{\prime}\right) \cdot \Gamma\left(\underset{\sim}{x^{\prime}}, \underset{\sim}{r}\right) d V^{\prime}
$$

and from (9b)

$$
\begin{equation*}
\left.\underset{\sim}{E}(\underset{\sim}{r})=E_{i n c}(\underset{\sim}{r})+\int_{V} k^{2}\left[\varepsilon \underset{\sim}{r}{\underset{\sim}{r}}^{\prime}\right)-1\right] \underset{\sim}{r}\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{\prime}\right) \cdot \underset{\sim}{E}\left(\underset{\sim}{r} r^{\prime}\right) d V^{\prime} \tag{10}
\end{equation*}
$$

We see, therefore, that the field at a position $\underset{\sim}{r}$ is the sum of the incident fields plus a superposition of the fields at each point ${\underset{\sim}{r}}^{\prime}$ by sources of $\operatorname{strength} k^{2}(\varepsilon(\underset{\sim}{r})-1)$. $E\left({\underset{\sim}{r}}^{\prime}\right)$. Notice that Equation (10) incorporates all boundary conditions of the problem and, since no derivatives of $\underset{\sim}{\mathcal{E}}(\underset{\sim}{r})$ or $\underset{\sim}{E}$ are involved, this expression is valid even in the presence of discontinuties of $\underset{\sim}{\varepsilon}(\underset{\sim}{r})$.

Substituting (9a) into (10):

$$
\begin{align*}
& \underset{\sim}{E}(\underset{\sim}{r})=\underset{\sim}{E} \underset{\sim}{E}(\underset{\sim}{r})+k^{2} \int_{V}\left[\varepsilon\left(\underset{\sim}{r}{ }^{\prime}\right)-1\right] \underset{\sim}{E}(\underset{\sim}{x}) G\left(\underset{\sim}{r}, \underset{\sim}{r}{ }^{\prime}\right) \\
& -\nabla \int_{V} \nabla^{\prime} G(\underset{\sim}{r}, \underset{\sim}{r}) \cdot \underset{\sim}{E}\left(\underset{\sim}{r}{ }^{\prime}\right)\left[\varepsilon\left(\underset{\sim}{r}{ }^{\prime}\right)-1\right] d V^{\prime} \tag{11}
\end{align*}
$$

Now we notice that:

$$
G\left(\underset{\sim}{r}, \underset{\sim}{r} r^{\prime}\right) \cong \frac{e^{-i k r}}{4 \pi r}\left(e^{+i k} \underset{\sim}{r}{\underset{\sim}{r}}^{\prime}\right), r \rightarrow \infty
$$

where $k$ is the outgoing wave vector. The first integral of (10) then becomes:

$$
\begin{aligned}
& \int_{V} G\left(\underset{\sim}{r},{\underset{\sim}{r}}^{\prime}\right) k^{2}\left[\varepsilon\left(\underset{\sim}{r}{\underset{\sim}{r}}^{\prime}\right)-1\right] \underset{\sim}{E}(\underset{\sim}{r}) d V \quad \approx \frac{e^{-i k r^{2}}}{4 \pi} . \\
& \int_{V} e^{+i k \cdot}{\underset{\sim}{r}}^{\prime}(\varepsilon-1) \underset{\sim}{E} d V^{\prime}
\end{aligned}
$$

The second integral becomes:

$$
\left.\frac{e^{-i k r}}{r} \frac{k^{2}}{4 \pi}\left(\frac{k k}{k}\right) \cdot \int e^{i \underset{\sim}{k} \cdot{\underset{\sim}{r}}^{\prime}(\varepsilon-1) \underset{\sim}{n}(\underset{\sim}{r}} \underset{\sim}{r}\right) d V^{\prime}
$$

so that the scattered field in the radiation or far field zone ${ }^{7}$ is (exchanging $r$ and $r^{\prime}$ for simpliciry):

$$
\begin{align*}
& E\left(\underset{\sim}{r}{ }_{\sim}^{\prime}\right)=\left(1-\frac{\underset{\sim}{k}}{k^{2}}\right) e^{-i k r^{\prime}}\left(\frac{k^{2}}{T \pi r}\right) \int_{v} e^{i \underset{\sim}{k} \cdot \underset{\sim}{x}} \\
& {[\varepsilon(x)-1] \cdot \underset{\sim}{E}(x) d V} \tag{12}
\end{align*}
$$

where $E\left(\underset{\sim}{r}{ }^{\prime}\right)$ is the scattered field at position $\underset{\sim}{x}$ and the integral extends over the whole volume occupied by the scatterer. This is the result we were seeking. Equation (12), as said before, is only valid in the far field approximation (i.e., for $r^{\prime} \gg r$ ). It is not a solution of the differential equation (4), since the electric field appears at both sides of the expression. We must now transform it into a solution of (4).
2) First Born approximation.

To transform (12) into a solution of the wave equation (4), we identify the electric field appearing in the integrand with the incident field. This is called the first Born approximation and is valid for small values of $\varepsilon-1$. Since $(\varepsilon-1) / 4 \pi$ is equal to the polarizability tensor per unit volume $(\alpha)$ the microscopic equivalent of Equation (12) is:

$$
\begin{align*}
\underset{\sim}{E}\left(r^{\prime}\right)= & \left(1-\underset{\sim}{k} k / k^{2}\right) e^{-i k r}\left(k^{2} / 4 \pi r^{\prime}\right) \\
& \int_{V} e^{i\left(\underset{\sim}{k}-k_{0}\right)} \cdot \underset{\sim}{r} E_{0} \cdot \underset{\sim}{\alpha}(r) d y \tag{13}
\end{align*}
$$

${\underset{\sim}{E}}_{0}$ and $\underset{\sim}{k_{0}}$ are the amplitude and wave-vector of the incident radiation, respectively, and the integration is to be carried out over the volume occupied by the scatterer. It should be noticed that in the far field approximation, the scattered field at any point has the character of a spherical wave. Equation (13) is now a solution to (3) and gives the scattered field at position ${\underset{\sim}{r}}^{r}$ as the superposition of all the contributions of dipole radiation induced by the incident field and it automatically incorporates through $\underset{\sim}{r}$ the boundary conditions at the surface of the scatterer. Figure 1 shows the spatial relations of these quantities, for a scatterer with the shape of a helix.
III. Theory of Scattering of Radiation by a Helical Structure A helix can be described parametrically as:

$$
\begin{equation*}
\underset{\sim}{r}={\underset{\sim}{e}}_{1} \mathrm{a} \cos \theta+{\underset{\sim}{e}}_{2} \mathrm{a} \sin \theta+{\underset{\sim}{e}}_{3} \mathrm{p} \theta / 2 \pi \tag{14}
\end{equation*}
$$

where $a$ is the radius and $p$ the pitch of the helix; e $e_{1}, e_{2}$ and ${\underset{\sim}{e}}_{3}$ are a set of unit orthogonal vectors. The helix can be thought of as a thin wire in a helical shape; it is essentially a one dimensional helix. Our next task is to write down the polarizability of the helix. At each point along its length we define a Cartesian coordinate system (see Figure 2) whose unit vectors are normal to the helix $(\underset{\sim}{n})$, tangent to it ( $(\underset{\sim}{r})$ and perpendicular ( $\underset{\sim}{p}$ ) to these tho and given by:

Figure 1. A segment of the helix of radius a, showing the relations between $r$, the vector position of the scatterer; ${\underset{\sim}{r}}^{\prime}$ the vector position of the point of observation $S$ and ${ }_{\sim}^{\prime \prime}$ the distance from the scatterer to the observation point. In the far field approximation $\left|r^{\prime}-r^{\prime}\right|$ is approximately $r^{\prime}$.


Figure 2. A segment of the helix showing the local orthogonal coordinate system in terms of which the dielectric tensor is defined. The parameter $\theta$ is shown also. See text for the definitions of $\underset{\sim}{\tau}, \underset{\sim}{p}$, and $\underset{\sim}{n}$.


$$
\begin{aligned}
& \underset{\sim}{n}={\underset{\sim}{e}}_{1} \cos \theta+{\underset{\sim}{e}}_{2} \sin \theta \\
& \underset{\sim}{t} \equiv \frac{1}{\bar{M}} \frac{d r}{d \theta}=-{\underset{\sim}{e}}_{1}(a / M) \sin \theta+{\underset{\sim}{e}}_{2}(a / M) \cos \theta+{\underset{\sim}{e}}_{3}(P / 2 \pi M) \\
& \underset{\sim}{p}=\underset{\sim}{n \times t} \underset{\sim}{t}=\underset{\sim}{e}{\underset{1}{1}}(P / 2 \pi M) \sin \theta-{\underset{\sim}{2}}_{2}(P / 2 \pi M) \cos \theta+\underset{\sim}{e}(a / M)
\end{aligned}
$$

where $M$ is a normalization constant given by:

$$
M=\left(a^{2}+p^{2} / 4 \pi^{2}\right)^{1 / 2}
$$

In the local cartesian system, therefore, the polarizability can be written as:

$$
\underset{\sim}{\alpha}=\alpha_{t t} t \underset{\sim}{t}+\alpha_{n n}{\underset{\sim}{n}}_{\sim}^{n}+\alpha_{p p} p p+\alpha_{n n} \operatorname{tn}_{\sim}+\cdots
$$

Evaluation of the integral (13) requires the differential of volume of the helix; this can easily be shown to be:

$$
d V=A_{h} M d \exists
$$

where $A_{h}$ is the cross-sectional area of the helix. Equation (13) for the helix can now be written as:

$$
\begin{align*}
& \underset{\sim}{E}\left(\underset{\sim}{r}{ }^{\prime}\right)=B F \cdot \int_{0}^{2 \pi} \exp [i(\underset{\sim}{k}-\underset{\sim}{k}) \cdot \underset{\sim}{r}] \underset{\sim}{\alpha} \cdot \underset{\sim}{j} d \theta \\
& B=A_{h}{ }^{M} \tag{16}
\end{align*}
$$

$$
\begin{equation*}
\underset{\sim}{F}=\left(\underset{\sim}{1}-\underset{\sim}{k} k / k^{2}\right)\left(k^{2} / r^{\prime}\right) E_{0} \exp \left(i k r^{\prime}\right) \tag{16}
\end{equation*}
$$

where $\ell$ is the number of turns of the helix and $\underset{\sim}{j}$ describes the state of polarization of the incident radiation. We see that the amplitude of the scattered electric field is proportional to the length of the helix. Notice also that the product $\underset{\sim}{\alpha} \underset{\sim}{j}$ of the polarizability and the polarization vector of the incident radiation which appears in the integrand will determine the amplitude of the scattered wavelet at each point on the helix. In this context, the scattered electric field appears as the Fourier transform of the
 the reciprocal space.

Let us consider first the integration of the exponential function in Equation (16). As an example, we choose radiation incident along ${\underset{\sim}{2}}_{2}$; the exponential is:

$$
\begin{align*}
& \exp \left[i\left(\underset{\sim}{k}-\underset{\sim}{k_{0}}\right) \cdot \underset{\sim}{r}\right]=\exp \left\{i \left[k_{x} a \cos \theta+k_{y} a \sin \theta+\right.\right. \\
& \left.\left.\Delta k_{Z} P \theta / 2 \pi-(2 \pi / \lambda) a \sin \theta\right]\right\} \tag{17}
\end{align*}
$$

where

$$
k_{x}={\underset{\sim}{e}}_{1} \cdot \underset{\sim}{k} ; k_{y}={\underset{\sim}{e}}_{2} \cdot \underset{\sim}{k} \text { and } \Delta k_{z}=\left(\underset{\sim}{k}-{\underset{\sim}{0}}_{0}\right) \cdot{\underset{\sim}{3}}^{e^{\circ}}
$$

Introducing two new parameters defined as $R^{2}=k_{x}^{2}+k_{y}^{2}$
and $\tan \psi=k_{y} / k_{x}$ (see Figure 2 ), we rewrite (17) as:

$$
\begin{equation*}
\exp \left\{i\left[R a \cos (\psi-\theta)+\Delta k_{2} P \theta / 2 \pi\right] \operatorname{lexp}[-i(2 \pi a / \lambda) \sin \theta]\right. \tag{18}
\end{equation*}
$$

Next we use Bessel function expansions of the exponentials:

$$
\begin{align*}
& \exp \{i \operatorname{Racos}(\psi-\theta)\}=\sum_{n=-\infty}^{\infty} J_{n}(R a) \exp [-i n(\psi-\theta)] \exp (i n \pi / 2) \\
& \exp [-i(2 \pi a / \lambda) \sin \theta]=\sum_{m=-\infty}^{\infty} J_{m}(2 \pi a / \lambda) \exp (-i m \theta) \quad(19) \tag{19}
\end{align*}
$$

where $J_{n}$ is the cylindrical Bessel function of order $n$. The integral of the exponential function in Equation (18) is now:

$$
\begin{align*}
I= & {\left[\sum_{n m} J_{n}(R a) J_{m}(2 \pi a / \lambda) \exp [\operatorname{in}(\pi / 2-\psi)] \int_{0}^{2 \pi \ell} \exp [i(n-m+\right.} \\
& \left.\left.\Delta k_{z} P / 2 \pi\right) \theta\right] d \theta \tag{20}
\end{align*}
$$

For $\ell \gg 1$, the only terms that contribute signficantly to this integral are those for which the argument of the exponential function vanishes, therefore $m=\left(\Delta k_{2} p / 2 \pi\right)+n=$ $\nu+n$, and the last expression becomes:

$$
\begin{equation*}
I=2 \pi l \sum_{n} J_{n}(R a) J_{v+n}(2 \pi a / \lambda) \exp [-i n(\psi-\pi / 2)] \tag{21}
\end{equation*}
$$

Graff's theorem ${ }^{8}$ provides a further simplification:

$$
\begin{equation*}
J_{v}(\omega) \exp (i v x)=\sum_{n=-\infty}^{\infty} J_{n}(v) J_{v+n}(u) \exp (i n \alpha) \tag{22}
\end{equation*}
$$

in which the relationships among the variables are given by the Gegenbauer relations ${ }^{8}$ (see Figures 3 and 4):

$$
\begin{align*}
& w=\left(u^{2}+v^{2}-2 u v \cos \alpha\right) \\
& u-v \cos \alpha=\omega \cos x \\
& v \sin \alpha=\omega \sin x \tag{23}
\end{align*}
$$

So that (21) can be written as:

$$
\begin{align*}
I= & \int_{0}^{2 \pi \ell} \exp \left[i\left(\underset{\sim}{k}-{\underset{\sim}{k}}_{0}\right) \cdot{\underset{\sim}{r}}^{2}\right]=2 \pi \ell J_{V}(Q a) \exp \left\{i\left(\Delta k_{z} P / 2 \pi\right)\right. \\
& \left.\left(\psi^{*}+\pi / 2\right)\right\} \tag{24}
\end{align*}
$$

where:

$$
\Delta \mathrm{k}_{z} \mathrm{p} / 2 \pi=v ; v=0, \pm 1, \pm 2,
$$

and

$$
\alpha=(\pi / 2-\psi)
$$

$$
\begin{equation*}
\psi^{*}=(x-\pi / 2) \tag{24a}
\end{equation*}
$$

Connections between the physical variables can now be obtained from relations (23):

Figure 3. Relations between the incident and scattered vectors $k_{0}$ and $\underset{\sim}{k}$ are shown for light incident along $e_{2}$; $Q$ is the projection of the vector $\underset{\sim}{k}-{\underset{\sim}{x}}_{0}$ onto the plant ${\underset{\sim}{e}}_{1},{\underset{\sim}{e}}_{2}(x-y$ plane $) \cdot \psi^{*}$ is the angle between $Q$ and the $e_{1}$-axis. The third component of $\underset{\sim}{k}-{\underset{\sim}{x}}_{0}=\Delta k_{z}$ is also shown in the figure. The experimentally observed angle of scattering, $\psi$, is shown.


Figure 4. The relationship between Gegenbauer's triangle and the corresponding variables appearing in the theory are shown for light incident along the ${\underset{\sim}{2}}_{2}$ direction.
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For incidence along ${\underset{\sim}{2}}_{2}$,

$$
\begin{align*}
& \cos \psi^{*}=\left(R / Q_{2}\right) \cos \psi \\
& Q_{2}=(2 \pi / \lambda)\left(1+\sin ^{2} \phi-2 \sin \phi \sin \psi\right)^{1 / 2} \tag{25}
\end{align*}
$$

For incidence along ${\underset{\sim}{e}}_{1}$

$$
\begin{align*}
& \sin \psi^{*}=\left(-R / Q_{1}\right) \sin \psi \\
& Q_{1}=(2 \pi / \lambda)\left(1+\sin ^{2} \phi-2 \sin \phi \cos \psi\right)^{1 / 2} \tag{26}
\end{align*}
$$

For incidence along ${\underset{\sim}{3}}_{3}$ (the helix axis),

$$
\begin{align*}
& Q_{3}=R \\
& \psi^{*}=\psi \tag{27}
\end{align*}
$$

where $R=(2 \pi / \lambda) \sin \phi$ and relations (24a) have been used. Figure 4 depicts congruently the variables of Equations and (22). It is seen that $0 \leq \psi \leq 2 \pi$ is the azimuthal angle of scattering; $0 \leq \phi \leq 180$ is the polar angle of scattering. These two are the experimentally measured parameters in terms of which the whole scattering field can be subtended. Angle $\psi^{*}$ is a parameter which can be related to the physically observed $\psi$ through Equations (25) and (26). Physically, it is the angle between the projection of $\Delta \underset{\sim}{k}$ on the ${\underset{\sim}{e}}_{1}-{\underset{\sim}{2}}_{2}$
plane, i.e., $Q$ and ${\underset{\sim}{e}}_{1}$ (for incidence along ${\underset{\sim}{2}}_{2}$, see Figure 3 ) or ${\underset{\sim}{2}}_{2}$ (for incidence along ${\underset{\sim}{e}}_{1}$, not depicted here). In the first case it becomes more negative as $\psi$ becomes more positive:
first and fourth quadrant $0^{\circ} \leq \psi^{*} \leq-90^{\circ}$ second and third quadrant $-90^{\circ} \leq \psi^{*} \leq 180^{\circ}$

For incidence along ${\underset{\sim}{e}}_{1}$ it becomes more positive as $\psi$ increases positively:
first and second quadrant $-90^{\circ} \leq \psi^{*} \leq 0^{\circ}$
third and fourth quadrant $0^{\circ} \leq \psi^{*} \leq 90^{\circ}$

Equation (24) must now be analyzed carefully. It shows that if $\ell \gg 1$ (i.e., for large helices) there is a selection rule that quantizes the allowed values that the ${\underset{\sim}{e}}_{3}$ component of $\Delta \underset{\sim}{k} \equiv \underset{\sim}{k}-{\underset{\sim}{k}}_{0}$ can take in space:

$$
\begin{equation*}
\Delta k_{z}=2 \pi v / P, v=\text { integer } \tag{28}
\end{equation*}
$$

Since in general $\Delta k_{z}=(2 \pi / \lambda) \cos \phi($ see Figure 3$)$, the maximum magnitude of $\Delta \mathrm{k}_{z}$ is $2 \pi / \lambda$, and therefore Equation (28) only has solutions for $\Delta k_{z}$ when $p \geq \lambda$. This indicates that for a long helix ( $\ell \gg 1$ ) whose pitch is at least the wavelength of the incident radiation, a discrete scattering
pattern will be found. For a short helix $(\ell \approx 1)$, or for a pitch smaller than the wavelength, a continuous scattering pattern is obtained. The planes in space where nonvanishing scattering intensities are to be found are called the scattering layer lines. Equations (24) and (28) imply that for a given layer line ( $v$ ), only Bessel functions of order $v$ contribute to the scattering intensity. This is the result originally obtained by Cochran, Crick and Vand ${ }^{9}$ for the scattering of unpolarized radiation by a helix. It is clearly seen that their solution corresponds to the case of a helix possessing a spherically symmetric polarizability, $\underset{\sim}{\alpha}=\alpha \underset{\sim}{1}$.

For a general polarizability tensor, the trigonometric factors appearing in the integrand are written in exponential form. These alter the selection rule in Equation (28) with the result that, for a given layer line, $v$, Bessel functions of order $\nu, \nu \pm 1, \nu \pm 2$, etc., may contribute to the scattering amplitude. These extra trigonometric factors affecting the selection rules are the result of taking into account the polarization of the incident light. It is this new result that determines the spatial symmetry properties of the scattering of polarized light by a helical structure, and determines the differential behavior for light of opposite circular polarization. The latter, it can be seen now. results from the fact that different kinds of incident polarization are changed differently when the polarizability of the scatterer is asymmetric.

For a thin wire in helix form, we can take the polarizability to have only a tangential component, so that $\underset{\sim}{\alpha}=$ $\alpha_{t} \underset{\sim}{t}$; this is an exact result in the limit of an infinitely thin wire (a one-dimensional helix). Using Equation (15) and substituting into Equation (16), we can obtain the scattered amplitudes. For light polarized along ${\underset{\sim}{e}}_{3}$ and incident along $\underset{\sim}{e} 1$ (use minus sign) or ${\underset{\sim}{e}}_{2}$ (use plus sign), and for $P \geq \lambda, \ell \gg 1$,

$$
\begin{gather*}
\underset{\sim}{E}(\underset{\sim}{r})=B \alpha_{\uparrow}\left(P / 4 \pi M^{2}\right) \ell \underset{\sim}{F} \cdot\left\{i a \left[J_{n+1}(Q a) \xi_{n+1}^{ \pm}-J_{n-1}(Q a)\right.\right. \\
\left.\xi_{n-1}^{ \pm}\right] e_{\sim}^{r}+a\left[J_{n+1}(Q a) \xi_{n+1}^{ \pm}+J_{n-1}(Q a)\right. \\
\left.\left.\xi_{n-1}^{ \pm}\right]{\underset{\sim}{2}}^{\prime}+(P / \pi) J_{n}(Q a) \xi_{n \sim 3}^{ \pm} e_{3}\right\}  \tag{29a}\\
\text { with } \quad \xi_{n}^{ \pm}=\exp \left[i n\left(\psi^{*} \pm \pi / 2\right)\right]
\end{gather*}
$$

and

$$
\begin{equation*}
n=\left(\Delta k_{z} \mathrm{P} / 2 \pi\right) \tag{29b}
\end{equation*}
$$

The equation for the scattered field amplitude on layer line $n$ for 1 ight incident along $\underset{\sim}{e}$, polarized ${\underset{\sim}{2}}_{2}$ (for $p \geq$ and $\ell \gg 1$ ) is:

$$
\begin{array}{r}
\underset{\sim}{E}\left({\underset{\sim}{r}}^{\prime}\right)=B \alpha_{t}\left(a / 4 M^{2}\right) \ell \underset{\sim}{F} \cdot\left\{i a \left[J_{n+2}(Q a) \xi_{n+2}^{-}-J_{n-2}(Q a)\right.\right. \\
\left.\xi_{n-2}^{-}\right]{\underset{\sim}{1}}^{e_{1}}+a\left[J_{n+2}(Q a) \xi_{n+2}^{-}+2 J_{n}(Q a)\right.
\end{array}
$$

$$
\begin{align*}
& \left.\xi_{n}^{-}+J_{n-2}(Q a) \xi_{n-2}^{-}\right]{\underset{\sim}{2}}^{e_{2}}+(P / \pi)\left[J_{n+1}(Q a) \xi_{n+1}^{-}+\right. \\
& \left.\left.J_{n-1}(Q a) \xi_{n-1}^{-}\right]{\underset{\sim}{3}}^{-}\right\} \tag{30}
\end{align*}
$$

and for incident along ${\underset{\sim}{2}}_{2}$, polarized along ${\underset{\sim}{e}}_{1}$ (for $P \geq \lambda$ and $\ell \gg 1$ ) is:

$$
\begin{align*}
\underset{\sim}{E}(\underset{\sim}{r})= & B \alpha_{\tau}\left(a / 4 M^{2}\right) \ell \underset{\sim}{F} \cdot\left\{-a\left[J_{n+2}(Q a) \xi_{n+2}^{+}-2 J_{n}(Q a) \xi_{n}^{+}\right.\right. \\
& \left.+J_{n-2}(Q a) \xi_{n-2}^{+}\right]{\underset{\sim}{1}}^{e_{n}}+a i\left[J_{n+2}(Q a) \xi_{n+2}^{+}\right. \\
& \left.-J_{n-2}(Q a) \xi_{n-2}^{+}\right] e_{2}+(P / \pi) i\left[J_{n+1}(Q a) \xi_{n+1}^{+}\right. \\
& \left.\left.-J_{n-1}(Q a) \xi_{n-1}^{+}\right] e_{\sim}\right\} \tag{31}
\end{align*}
$$

where $\xi^{ \pm}$has the same meaning as in Equation (29a). For light incident along ${\underset{\sim}{3}}_{3}, \psi=\psi^{*}$. Therefore, the equations for incidence ${\underset{\sim}{3}}_{3}$, polarization ${\underset{\sim}{1}}_{1}$ are identical to Equation (31), but with $R$ and $\psi$ replacing $Q$ and $\psi^{*}$, respectively. Again, for incidence ${\underset{\sim}{3}}_{3}$, polarization ${\underset{\sim}{2}}_{2}$, the equations are the same as (30), with $R, \psi$ and $\xi^{+}$instead of $Q, \psi^{*}$ and $\xi^{-}$. Clearly $n=0$ corresponds to the zeroth layer line.

The maximum number of layer lines that can be observed is obtained from the selection rule (29b). The total number of layer lines (including both those above and below the zero layer line) is:

$$
\begin{equation*}
2\{p / \lambda\}+1 \tag{32}
\end{equation*}
$$

where $\{P / \lambda\}$ means the integral part of $P / \lambda$. Equation (16) can be integrated in general without the restrictions of $P \geq \lambda$ and $\ell \gg 1$.

In this general case, i.e., without the above restrictions and for a tangential polarizability, the amplitudes for the scattering field can be written as an infinite sum of all order Bessel functions. For incidence along e $\sim_{2}$ (plus sign) or $e_{1}$ (minus sign), and polarization along ${\underset{\sim}{3}}_{3}$ :

$$
\begin{align*}
\underset{\sim}{E}(\underset{\sim}{r})= & \frac{P}{2 \pi M^{2}}{\underset{\sim}{x}}^{K} \cdot\left\{\left[-i a \sum_{n=-\infty}^{\infty} J_{n}(Q a) S_{n}^{(1)}(-1)^{\ell(n+1)}\right]{\underset{\sim}{e}}_{1}\right. \\
& +\left[a P \sum_{n=-\infty}^{\infty} J_{n}(Q a) T_{n} S_{n}^{(1)}(-1)^{\ell(n+1)}\right]{\underset{\sim}{2}}_{2} \\
& \left.+\left[\frac{P}{2 \pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a)\left(\pi^{T}\right)^{-1}(-1)^{n \ell}\right] e_{3}\right\} \\
& \sin \left(P \ell \Delta k_{z} / 2\right) \exp \left(\operatorname{in}\left(\psi^{*} \pm \pi / 2\right)\right. \tag{33}
\end{align*}
$$

with

$$
\begin{aligned}
& T_{n}=\left(\Delta k_{z} / 2 \pi-n / P\right) \\
& S_{n}^{(1)}=\left\{\pi P\left[\left(\Delta k_{z} / 2 \pi-n / P\right)^{2}-1 / p^{2}\right]\right\}^{-1} \\
& K=\alpha_{\sim} B F
\end{aligned}
$$

For incidence ${\underset{\sim}{2}}_{2}$, polarization ${\underset{\sim}{1}}_{1}$ :

$$
\begin{align*}
\underset{\sim}{E}\left(X_{\sim}\right)= & \left(a / 2 M^{2}\right) \underset{\sim}{K} \cdot\left\{-a\left[\sum _ { n = - \infty } ^ { \infty } J _ { n } ( Q a ) \left(P T_{n} S_{n}^{(2)}\right.\right.\right. \\
& \left.\left.-\left(\pi T_{n}\right)^{-1}\right)(-1)^{n \ell}\right]{\underset{\sim}{1}}-\left[a \sum_{n=-\infty}^{\infty} J_{n}(Q a) \cdot\right. \\
& \left.S_{n}^{(2)}(-1)^{n \ell}\right]_{\sim},\left[\frac{p}{\pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a) \cdot\right. \\
& \left.\left.S_{n}^{(1)}(-1)^{\ell(n+1)}\right] e_{3}\right\} \sin \left(P \ell \Delta k_{z} / 2\right) e^{i n\left(\psi^{*}+\pi / 2\right)} \tag{34}
\end{align*}
$$

For incidence ${\underset{\sim}{e}}_{1}$, polarization ${\underset{\sim}{2}}_{2}$ :

$$
\begin{align*}
\underset{\sim}{E}\left({\underset{\sim}{r}}^{\prime}\right)= & \left(a / 2 M^{2}\right) \underset{\sim}{K} \cdot\left\{\left[-i a \sum_{n=-\infty}^{\infty} J_{n}(Q a) S_{n}^{(2)}(-1)^{n l}\right]{\underset{\sim}{e}}_{1}\right. \\
& +\left[a \sum_{n=-\infty}^{\infty} J_{n}(Q a)\left(P T_{n} S_{n}^{(2)}+\left(\pi T_{n}\right)^{-1}\right)\right. \\
& \left.(-1)^{n l}\right] e_{2}+\left[\frac{P}{\pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a) P T_{n} S_{n}^{(1)}\right. \\
& \left.\left.(-1)^{\ell(n+1)}\right]{\underset{\sim}{3}}^{f}\right\} \sin \left(P l \Delta k_{z} / 2\right) e^{i n\left(\psi^{*}-\pi / 2\right)} \tag{35}
\end{align*}
$$

where $S_{n}^{(2)}=\left\{\pi P\left[\left(\Delta k_{z} / 2 \pi-n / P\right)^{2}-4 / P^{2}\right]\right\}^{-1}$, and $S_{n}^{(1)}$ and $T_{n}$ are given as in Equation (33).

The case of incidence along ${\underset{\sim}{3}}_{3}$, polarization ${\underset{\sim}{1}}^{1}$, is the same as Equation (33) with $\psi$ and $R$ replacing $\psi^{*}$ and $Q$, respectively, and the plus sign being used. For incidence $\mathrm{e}_{3}$, polarization ${\underset{\sim}{e}}_{2}$, the expression is the same as Equation (35), with $R$ and $\exp [\operatorname{in}(\psi+\pi / 2)]$ replacing $Q$ and $\exp \left[\operatorname{in}\left(\psi^{*}-\pi / 2\right)\right]$,
respectively. Equations (33), (34), and (35) are the general expressions for the scattered electric field. Hence, for $P \leq \lambda$ according to these equations, the scattering pattern is continuous in space. Moreover, even for the case $P \geq \lambda_{\text {, }}$ the equations predict a continuous pattern, if the length of the helix is comparable to the wavelength of light. This feature is depicted in the general equations by factors such as:

$$
S_{n}^{(2)}(-1)^{n \ell} \sin \left(P \ell \Delta k_{z}\right)
$$

that can be expanded to yield:

$$
\frac{\sin \pi P \ell\left(-n / P+\Delta k_{z} / 2 \pi-2 / P\right)}{\pi\left(-n / P+\Delta k_{z} / 2 \pi-2 / P\right)}-\frac{\sin \pi P \ell\left(-n / P+\Delta k_{z}+2 / P\right)}{\pi\left(-n / P+\Delta k_{z} / 2 \pi+2 / P\right)}
$$

that behave as Dirac-delta sequences centered at $\Delta k_{z}=$ ( $n / P \pm 2 / P$ ). They predict continuous scattering patterns, for helices of a length comparable to the wavelength of light for any ratio of $P / \lambda$, in which the magnitudes of the scattered intensities between layer lines are of the same magnitude as those at the layer lines themselves. For $\ell \rightarrow \infty$, these sequences tend to Dirac-delta functions and quantize the allowed scattered directions provided that $P / \lambda \geq 1$. Therefore, these equations reduce to Equations (29), (30), and (31) for the case of $P \geq \lambda$ and $\ell \gg 1$. The expressions for the scattered fields from right and left circularly polarized light can be obtained from linear
combinations of those obtained for plane-polarized radiation. Once obtained (the scattered fields for $x i g h t$ and left circularly polarized light) the corresponding scattered intensities can be obtained. For left circularly polarized light, the scattered field is:

$$
{\underset{\sim}{L}}^{L}\left({\underset{\sim}{r}}^{p}\right)=\left(E_{0} \mathrm{k}^{2} \mathrm{~B} \alpha_{\tau} / r^{\prime}\right)\left(1-\underset{\sim}{\mathrm{kk}} / \mathrm{k}^{2}\right){\underset{\sim}{\mathrm{E}}}_{\mathrm{L}, 0}
$$

where $E_{L, 0}$ is the scattered field without the transversality correction.

The intensity measured at the detector is:

$$
\begin{aligned}
& I_{L}=\left|E_{\sim}\right|^{2}-\left(\underset{\sim}{k} \cdot{\underset{\sim}{E}}_{*}^{*}\right)\left(\underset{\sim}{k} \cdot E_{\sim}\right) / k^{2}
\end{aligned}
$$

Equivalent expressions can be obtained for the right circularly polarized incident light, so that the CIDS can now be written as:

In the special case of $P \geqslant \lambda$ and $\ell \gg 1$, the calculation can be carried out analytically.

The expressions for CIDS along the three perpendicular directions ${\underset{\sim}{e}}_{1},{\underset{\sim}{e}}_{2}$, and $e_{\sim}$ are therefore:

For ${\underset{\sim}{2}}_{2}$-incidence:

$$
\begin{align*}
I_{L}-I_{R}= & C C^{*}\left\{\left(a P / 2 \pi M^{4}\right)\left\{(H+G) a^{2}+\left(P^{2} / 2 \pi^{2}\right) U^{-}\right\} \cos \psi^{\prime}\right. \\
& +\left(a P / 4 \pi M^{4}\right)\left\{( a P / 2 \pi ) \left[X^{-} / 2 \sin \left(2 \psi^{\prime}-\psi\right)-Z^{-}\right.\right. \\
& \sin \psi] \sin 2 \phi-\left(P^{2} U^{-} / \pi^{2}\right) \cos \psi^{\prime} \cos ^{2} \phi+a^{2}\left[V^{-}\right. \\
& \left.\cos \psi^{\prime}+2 U^{-} \cos \psi \cos \left(\psi^{\prime}-\psi\right)+Y^{-} \cos \left(2 \psi-3 \psi^{\prime}\right)\right] \\
& \left.\left.\sin ^{2} \phi\right\}\right\} \tag{36a}
\end{align*}
$$

and

$$
\begin{aligned}
I_{L}+I_{R}= & C C^{*}\left\{( 1 / 4 M ^ { 4 } ) \left\{\left(a^{2} p^{2} / 2 \pi^{2}\right)\left(3 Z^{+}-2 N \cos 2 \psi^{\prime}\right)\right.\right. \\
& \left.+\left(P^{4} / 4 \pi^{4}\right)\left(0-S^{+}\right)+a^{4}\left(0-X^{+} \cos 2 \psi^{\prime}\right)\right\}-(1 / \\
& \left.8 M^{4}\right)\left\{( a ^ { 2 } p ^ { 2 } / \pi ^ { 2 } ) \left[Z^{+}-2 N\left(\cos \left(2 \psi^{\prime}-2 \psi\right) \sin ^{2} \phi\right.\right.\right. \\
& \left.\left.+\cos 2 \psi^{\prime} \cos ^{2} \phi\right)\right]+a^{4}\left[2\left(0-S^{+}\right) \cos ^{2} \psi+S^{+}+2 I \cos \right. \\
& \left.\left(4 \psi^{\prime}-2 \psi\right)-2 X^{+} \cos \psi \cos \left(2 \psi^{\prime}-\psi\right)\right] \sin ^{2} \phi+\left(P^{4} / \pi^{4}\right) \\
& \left(\left(0-S^{+}\right) / 2\right) \cos ^{2} \phi+\left(a^{3} / \pi^{3}\right) U^{+} \sin \left(\psi-\psi^{\prime}\right) \sin 2 \phi \\
& +\left(a^{3} P / \pi\right)\left[Y^{+} \sin \left(3 \psi^{\prime}-\psi\right)+V^{+} \sin \left(\psi-\psi^{\prime}\right)-2 U^{+} .\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\left.\sin \psi^{\prime} \cos \psi\right] \sin 2 \phi\right\}\right\} \tag{36b}
\end{equation*}
$$

$$
C=\ell k^{2} E_{0} B \alpha_{\tau} /\left|x_{\sim}^{\prime}\right| \quad \text { with } \psi^{\prime}=\left(\psi^{*}+\pi / 2\right)
$$

For incidence along ${\underset{\sim}{e}}_{1}$ :

$$
\begin{align*}
I_{L}-I_{R}= & C C^{*}\left\{\left(a P / 2 \pi M^{4}\right)\left\{(H+G) a^{2}+\left(P^{2} / 2 \pi^{2}\right) U^{-}\right\} \sin \psi^{\prime}\right. \\
& +\left(a P / 4 \pi M^{4}\right)\left\{( a P / 2 \pi ) \left[\left(X^{-} / 2\right) \cos \left(2 \psi^{\prime}-\psi\right)\right.\right. \\
& \left.-Z^{-} \cos \psi\right] \sin 2 \phi+\left(P^{2} U^{-} / \pi^{2}\right) \sin \psi^{\prime} \cdot \cos ^{2} \phi-a^{2} \\
& {\left[V^{-} \sin \psi^{\prime}+2 U^{-} \sin \psi \cos \left(\psi^{\prime}-\psi\right)+Y^{-} \cos \left(2 \psi-3 \psi^{\prime}\right)\right] } \\
& \left.\left.\sin ^{2} \phi\right\}\right\} \tag{37a}
\end{align*}
$$

and

$$
\begin{aligned}
I_{L}+I_{R}= & C C^{*}\left\{( 1 / 4 M ^ { 4 } ) \left\{\left(a^{2} P^{2} / 2 \pi^{2}\right)\left(3 Z^{+}+2 N \cos 2 \psi^{\prime}\right)\right.\right. \\
& \left.+\left(P^{4} / 4 \pi^{4}\right)\left(0-S^{+}\right)+a^{4}\left(0+2 X^{+} \cos \psi^{\prime}\right)\right\}-\left(1 / 8 M^{4}\right) \\
& \left\{( a ^ { 2 } P ^ { 2 } / \pi ^ { 2 } ) \left[Z^{+}-2 N\left(\cos \left(2 \psi^{\prime}-2 \psi\right) \sin ^{2} \phi-\cos 2 \psi^{\prime}\right.\right.\right. \\
& \left.\left.\cos ^{2} \phi\right)\right]+a^{4}\left[2\left(0-S^{+}\right) \sin ^{2} \psi+S^{+}-2 I \cos \left(4 \psi^{\prime}-2 \psi\right)\right. \\
& \left.-2 X^{+} \sin \psi \sin \left(2 \psi^{\phi}-\psi\right)\right] \sin ^{2} \phi^{+}\left(P^{4} / \pi^{4}\right)\left(\left(0-S^{+}\right) / 2\right) \\
& \cos ^{2} \phi+\left(a P^{3} / \pi^{3}\right) U^{+} \sin \left(\psi-\psi^{\prime}\right) \sin 2 \phi^{+}\left(a^{3} P / \pi\right)\left[Y^{+}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\cdot \sin \left(\psi-3 \psi^{\prime}\right)+V^{+} \sin \left(\psi-\psi^{\prime}\right)+2 U^{+} \cos \psi^{\prime} \sin \psi\right\}\right\} \tag{37b}
\end{equation*}
$$

with $\psi^{\prime}=\left(\psi^{*}-\pi / 2\right)$.
For $\mathrm{e}_{3}$-incidence:

$$
\begin{align*}
I_{L}-I_{R}= & C C^{*}\left\{a^{2}\left[\left(S^{-}+X^{-}\right) \sin ^{2} \phi-2 S^{-}\right]+(a P / \pi) T^{-} \sin 2 \phi\right. \\
& \left.-\left(P^{2} / \pi^{2}\right) Z^{-} \sin ^{2} \phi\right\}  \tag{38a}\\
I_{L}+I_{R}= & C C^{*}\left\{a^{2}\left[\left(0+X^{+}\right) \sin ^{2} \phi+20\right]+(a P / \pi) T^{+} \sin 2 \phi+\right. \\
& \left.\left(P^{2} / \pi^{2}\right) Z^{+}\left(1+\cos ^{2} \phi\right)\right\} \tag{38b}
\end{align*}
$$

with: $\quad G=J_{n-1}\left(J_{n}-J_{n-2}\right)$

$$
H=J_{n+1}\left(J_{n+2}-J_{n}\right)
$$

$$
I=J_{n+2} J_{n-2}
$$

$$
N=J_{n+1} J_{n-1}
$$

$$
0=2 J_{n}^{2}+J_{n+2}^{2}+J_{n-2}^{2}
$$

$$
s^{ \pm}=\left(J_{n+2}^{2} \pm J_{n-2}^{2}\right)
$$

$$
T^{ \pm}=(2 / Q a)\left[(n-1) J_{n-1}^{2} \pm(n+1) J_{n+1}^{2}\right]
$$

$$
U^{ \pm}=J_{n}\left(J_{n+1} \pm J_{n-1}\right)
$$

$$
\begin{aligned}
& V^{ \pm}=\left(J_{n-1} J_{n-2} \pm J_{n+1} J_{n+2}\right) \\
& x^{ \pm}=2 J_{n}\left(J_{n+2} \pm J_{n-2}\right) \\
& W^{ \pm}=J_{n+2}\left(J_{n+1} \pm J_{n-1}\right) \\
& x^{ \pm}=\left(J_{n-1} J_{n+2} \pm J_{n+1} J_{n-2}\right) \\
& z^{ \pm}=\left(J_{n+1}^{2} \pm J_{n-1}^{2}\right) \\
& \psi^{\prime}=\left(\psi^{*}+\pi / 2\right)
\end{aligned}
$$

Equations (38) show that the expression for the CIDS for light incident along the helix axis is independent of the azimuthal angle $\psi$ or $\psi^{*}$. This cylindrical symmetry does not hold along the other two directions of incidence. The corresponding formulas for the case $P<\lambda$ and $\ell \sim 1$ are combinations of all the sums in Equations (33), (34) and (35), and numerical calculations must be used. From the equations obtained for the CIDS, we notice that the actual value of the tangential polarizability cancels when taking the ratio of the scattered intensities.

As a result, these equations for CIDS cannot take into account the dispersion properties of the scatterer, and will fail to describe the CIDS of helical structures at wavelengths inside an absorption band. Effects resulting from band shapes are also neglected in this model. This is the result of
having combined two different approximations: a) the assumption that the polarizability is purely uniaxial: ${\underset{z}{\alpha}=\alpha_{t} t{ }_{\sim}^{t}, ~}_{\text {, }}$ and b) the approximation of replacing the "local field" in the integral Equation (12) by the incident field. Relaxing either of these will result in a polarizability-dependent CIDS. In fact, a polarizability of the form: $\underset{\sim}{\alpha}=\alpha_{t}{ }_{\sim}^{t t}+$ $\alpha_{n \sim \sim}^{n n}$ will not cancel when the ratio for CIDS is taken and will be able to describe band effects. In general, it is useful to choose a complex polarizability. The real part characterizes the dispersive contribution to the differential scattering, whereas the imaginary part allows for absorptive behavior of the scatterer. Use of complex polarizabilities does not take into account intrinsic optical activity; we are still only considering form CIDS in which the geometric arrangement of frequency-dependent polarizabilities determines the optical properties. Only when actual coupling of the radiating elements of the scatterer are taken into account can we properly speak of intrinsic CIDS. This case will be treated in Chapter 5 of this thesis, by allowing dipoledipole interaction among the dipoles induced along the scatterer by the incident electromagnetic radiation. We have only considered here form CIDS in which the ratio of scattered intensities are independent of the magnitude of the polarizability.

From Equations (13) and (16) it is seen that the crucial feature in the model that accounts for the differential
behavior of the scatterer with light of opposite circular polarization is the product $\underset{\sim}{\alpha} \underset{\sim}{j}$ appearing in the integrand. For a spherically symmetric polarizability, $\underset{\sim}{\alpha} \equiv \alpha, \alpha$, and therefore, different states of polarization will be left unchanged when taking their product with the polarizability. This product $\underset{\sim}{1} \cdot \underset{\sim}{j}$, being independent of the variable of integration, can be taken outside the integral and as a result, when the field amplitudes are squared to obtain the intensities, the difference between these intensities for right and left circularly polarized light will vanish, yielding no CIDS. Thus, differential scattering of 1ight of opposite polarization is the result of (and a measure of) the asymmetry of the dielectric properties of the scatterer.
IV. Characterization of the State of Polarization of the Scattered Light.

A complete characterization of the scattered radiation must include both its intensity and polarization. Nothing has been said so far about the polarization of the scattered light for a given state of polarization of the incident radiation. It is interesting to establish the effect of the geometry and the dielectric properties of the scatterer in determining the final state of polarization of light. In the most general case, the polarization vector of monochromatic light traveling along a given direction describes an ellipse in space. ${ }^{10}$ Indeed, if $x$ and $y$ are two arbitrary sets of
axes and the light is propagating along the $z$-axis, then the components of the electric field are (in complex notation)

$$
E_{x}=a_{1} e^{i\left(\alpha+\delta_{1}\right)}
$$

and

$$
E_{y}=a_{2} e^{i\left(\alpha+\delta_{2}\right)}
$$

from which we can obtain easily:

$$
\begin{equation*}
\left(\frac{E_{x}}{a_{1}}\right)^{2}+\left(\frac{E_{y}}{a_{2}}\right)^{2}-2\left(\frac{E_{x}}{a_{1}}\right)\left(\frac{E_{y}}{a_{2}}\right) \cos \delta=\sin ^{2} \delta \tag{39}
\end{equation*}
$$

where $\delta=\delta_{2}-\delta_{1}$ is the phase difference between the two components of the electric field. Equation (39) is the equation of an ellipse. The following relations can be shown to hold:

$$
\begin{aligned}
& a^{2}+b^{2}=a_{1}^{2}+a_{2}^{2} \\
& \tan 2 \psi=(\tan 2 \alpha) \cos \delta \\
& \sin 2 \chi=(\sin 2 \alpha) \sin \delta
\end{aligned}
$$

with and $b$ the semi-axes of the ellipse; $\psi$ is the angle between the $x$ direction and the major axis of the ellipse (its inclination is $\tan \alpha=a_{2} / a_{1}$ ); and $\tan x= \pm b / a$, where $x$ is proportional to the ellipticity of the light wave. Its sign indicates the sense of rotation of the polarization vector describing the ellipse. Therefore, characterizing the polarization
of light is equivalent to determining the polarization ellipse. For this we need three independent parameters, e.g., the amplitudes $a_{1}$ and $a_{2}$, the phase difference $\delta$ or the two axes of the ellipse ( $a$ and $b$ ), and the angle $\psi$ that specifies the orientation of the ellipse. In 1852 G. G. Stokes ${ }^{11}$ introduced four parameters that are combinations of the first three independent variable mentioned above. They are of practical use because they all have the same dimensions and are frequently called the Stokes parameters. In our notation they are:

$$
\begin{aligned}
& I=\left|E_{x}\right|^{2}+\left|E_{y}\right|^{2}=a_{1}^{2}+a_{2}^{2} \\
& Q=\left|E_{x}\right|^{2}-\left|E_{y}\right|^{2}=a_{1}^{2}-a_{2}^{2} \\
& U=E_{x} E_{y}^{*}+E_{x}^{*} E_{y}=2 a_{1} a_{2} \cos \delta \\
& V=i\left(E_{x} E_{y}^{*}-E_{x}^{*} E_{y}\right)=2 a_{1} a_{2} \sin \delta
\end{aligned}
$$

Because these four parameters are defined out of only three independent variables, there is a relation connecting all of them; this is:

$$
\begin{equation*}
I^{2}=Q^{2}+U^{2}+V^{2} \tag{40}
\end{equation*}
$$

I represents the total intensity。 $Q$ is the excess in intensity of light transmitted by a polarizer which accepts linear polarization in the $x$-direction over a polarizer that
accepts linear polarization along the $y$-direction. U has a meaning equivalent to $Q$, but with the polarizers oriented at $45^{\circ}$ and $135^{\circ}$ from the $x$-axis. $V$ describes the excess in intensity of light transmitted by a device that accepts right circularly polarized light over that which accepts the opposite polarization. Since in scattering phenomena light is dispersed in all directions, the definition of the Stoke's parameters should be the same regardless of the direction of propagation of the scattered light. To accomplish this, it is necessary to choose a reference frame that will be equivalent for all possible directions of propagation of the scattered light. It is common use to define these parameters relative to the scattering plane, ${ }^{12}$ i.e., the plane which contains both the incident and scattered wave vector. The scattered electric field is therefore written in terms of its component ( $E_{\|}$) in the scattering plane, but perpendicular to $\mathrm{k}_{\sim}$, and its out-of-plane component ( $E_{\perp}$ ). Defining in-plane ( $\underset{\sim}{p}$ ) and out-of-plane $(\underset{\sim}{n})$ unit vectors along these components,

$$
\begin{aligned}
& \underset{\sim}{n}=(\underset{\sim}{k} \times \underset{\sim}{k}) /\left|\underset{\sim}{k} \times \underset{\sim}{k}{\underset{\sim}{x}}^{k}\right| \\
& \underset{\sim}{p}=(\underset{\sim}{k} \times \underset{\sim}{n}) /|\underset{\sim}{k \times n} \underset{\sim}{n}|
\end{aligned}
$$

we obtain

$$
\begin{equation*}
E_{\perp}=\underset{\sim}{n} \cdot \underset{\sim}{E} \text { and } E_{\|}=p \cdot \underset{\sim}{E} \tag{41}
\end{equation*}
$$

The directions of the components are chosen so that $\underset{\sim}{n} \times p$ is along the direction of propagation of the outgoing wave. The scattering fields to be used in Equation (41) are the fields without the transversality correction ( $1-\underset{\sim}{k} k / k^{2}$ ). The Stokes' parameters can now be written as:

$$
\begin{align*}
& I=\underset{\sim}{E} \cdot(\underset{\sim}{p} \underset{\sim}{p}+\underset{\sim}{n n}) \cdot \underset{\sim}{E}=\underset{\sim}{E} \cdot\left(\underset{\sim}{1}-\underset{\sim}{k} \underset{\sim}{k} k^{2}\right) \cdot{\underset{\sim}{E}}^{*} \\
& Q=\underset{\sim}{E} \cdot(\underset{\sim}{p} \underset{\sim}{p}-\underset{\sim}{n n}) \cdot{\underset{\sim}{E}}^{*} \\
& U=\underset{\sim}{E} \cdot(\underset{\sim}{p r} \underset{\sim}{n} \underset{\sim}{n} \underset{\sim}{p}) \cdot \underset{\sim}{E} \\
& V=i \underset{\sim}{E} \cdot(\underset{\sim}{p} \underset{\sim}{n}-\underset{\sim}{n p}) \cdot{\underset{\sim}{*}}^{*}  \tag{42}\\
& \underset{\sim}{n}=\left(-\cos \underset{\sim}{e}{ }_{1}+\cos \psi \sin \psi{\underset{\sim}{e}}_{3}\right) /\left(1-\sin ^{2} \psi \sin ^{2} \phi\right)^{1 / 2}
\end{align*}
$$

and

$$
\begin{aligned}
\underset{\sim}{p}= & {\left[-\cos \psi \sin \psi \sin ^{2} \phi{\underset{\sim}{e}}_{1}+\left(1-\sin ^{2} \psi \sin ^{2} \phi\right){\underset{\sim}{e}}_{2}\right.} \\
& \left.-\sin \psi \sin \phi \cos \phi e_{3}\right] /\left(1-\sin ^{2} \psi \sin ^{2} \phi\right)^{1 / 2}
\end{aligned}
$$

from which we obtain the matrices needed to compute the Stokes parameters in (41). Here we will write down these matrices for $1 i g h t$ incident along ${\underset{\sim}{2}}_{2}$ and polarized along $e_{1}$, only:

$$
\left(\underset{\sim}{\left.1-k k / k^{2}\right)}=\left[\begin{array}{lll}
1-\cos ^{2} \psi \sin ^{2} \phi & -\sin \psi \cos \psi \sin ^{2} \phi & -\cos \psi \sin \phi \cos \phi \\
-\sin \psi \cos \psi \sin ^{2} \phi & 1-\sin ^{2} \psi \sin ^{2} \phi & -\sin \psi \sin \phi \cos \phi \\
-\cos \psi \sin \phi \cos \phi & -\sin \psi \sin \phi \cos \phi & \sin ^{2} \phi
\end{array}\right]\right.
$$

$\underset{\sim}{p p \sim n n} \sim\left[\begin{array}{lll}\cos ^{2} \psi \sin ^{2} \psi \sin ^{4} \phi & -\cos \psi \sin \psi \sin ^{2} \phi & \cos \phi \sin \phi \cos \psi\left(\sin ^{2} \psi\right. \\ -\cos ^{2} \phi /\left(1-\sin ^{2} \psi\right. & \left.\sin ^{2} \phi+1\right) /\left(1-\sin ^{2} \psi\right. \\ \left.\sin ^{2} \phi\right) & \left.\sin ^{2} \phi\right) \\ -\cos \psi \sin \psi \sin ^{2} \phi & 1-\sin ^{2} \psi \sin ^{2} \phi & -\sin \psi \sin \phi \cos \phi \\ \cos \phi \sin \phi \cos \psi & -\sin \psi \sin \phi \cos \phi & \sin ^{2} \phi\left(\sin ^{2} \psi \cos ^{2} \phi-\right. \\ \left(\sin ^{2} \psi \sin ^{2} \phi+1\right) / & \left.\cos ^{2} \psi\right) /\left(1-\sin ^{2} \phi\right. \\ \left(1-\sin ^{2} \psi \sin ^{2} \phi\right) & \left.\sin ^{2} \psi\right)\end{array}\right]$
$\underset{\sim}{p n+n p}=\left[\begin{array}{lll}2 \cos \psi \sin \psi \sin ^{2} \phi & -\cos \phi & \sin \psi \sin \phi\left(\cos ^{2} \phi-\right. \\ \cos \phi /\left(1-\sin ^{2} \psi\right. & \left.\cos ^{2} \psi \sin ^{2} \phi\right) /(1- \\ \left.\sin ^{2} \phi\right) & \left.\sin ^{2} \psi \sin ^{2} \phi\right) \\ -\cos \phi & \\ \sin \psi \sin \phi\left(\cos ^{2} \phi\right. & \cos \psi \sin \phi & \cos \psi \sin \phi \\ \left.-\cos ^{2} \psi \sin ^{2} \phi\right) / & -2 \sin \psi \cos \psi \sin ^{2} \phi \\ \left(1-\sin ^{2} \psi \sin ^{2} \phi\right) & \cos \phi /\left(1-\sin ^{2} \psi\right.\end{array}\right]$
$i(\underset{\sim}{p n-n p})=\left[\begin{array}{lcc}0 & 1 \cos \phi & -i \sin \psi \sin \phi \\ -i \cos \phi & 0 & +1 \cos \psi \sin \phi \\ +i \sin \psi \sin \phi & -1 \cos \psi \sin \phi & 0\end{array}\right]$

These matrices, plus the scattered fields, contain all the necessary information to describe the state of polarization of radiation scattered by a helix when incident along $e_{2}$ and polarized along $e_{1}$. From Equations (42) we obtain (for $p \geq \lambda$ and $\ell \gg 1$ ):

$$
\begin{align*}
& I=C C^{*}\left\{( a ^ { 4 } / 1 6 M ^ { 4 } ) \left[\left(S^{+}\left(1+\cos ^{2} \phi\right)+2\left(0-S^{+}-X^{+}\right) \cos 2 \psi^{\gamma}\right)(1-\right.\right. \\
& \left.\left.\cos ^{2} \psi \sin ^{2} \phi\right)+X^{\star} \sin 2 \psi^{\prime} \sin 2 \psi-I \cos \left(4 \psi^{\prime}-2 \psi\right) \sin ^{2} \phi\right]+ \\
& \left(P^{2} a^{2} / 16 M^{4} \pi^{2}\right)\left[Z^{+}-2 N \cos 2 \psi^{\prime}\right] \sin ^{2} \phi+\left(a^{3} P / 16 \pi M^{4}\right)\left[Y^{+}\right. \\
& \left.\left.\sin \left(\psi-3 \psi^{\prime}\right)+V^{+} \sin \left(\psi^{\prime}-\psi\right)-2 U^{+} \sin \psi^{\prime} \cos \psi\right] \sin 2 \phi\right\}  \tag{47}\\
& U=C C^{*}\left\{( a ^ { 4 } / 1 6 M ^ { 4 } ) \left[\left(20-S^{+}+2 I \cos 4 \psi^{\prime}-2 X^{+} \cos 2 \psi^{\prime}\right) \sin 2 \psi \sin ^{2} \phi\right.\right. \\
& \left.\cos \phi /\left(1-\sin ^{2} \sin \operatorname{in}^{2} \phi\right)+\left(X^{+} \sin 2 \psi^{\prime}-2 I \sin 4 \psi^{\prime}\right) \cos \phi\right]- \\
& \left(a^{2} p^{2} / 16 \pi^{2} M^{4}\right)\left[\left(Z^{*}-2 N \cos 2 \psi^{\prime}\right) \sin 2 \psi \sin { }^{2} \phi \cos \phi /\left(1-\sin ^{2} \psi\right.\right. \\
& \left.\left.\sin { }^{2} \phi\right)\right]+\left(a^{3} P / 8 \pi M^{4}\right)\left[\left(Y^{+} \sin 3 \psi^{\prime}-\left(V^{+}+2 U^{+}\right) \sin \psi^{\prime}\right) \sin \psi\right. \\
& \sin \phi\left(\cos ^{2} \phi-\cos ^{2} \psi \sin ^{2} \phi\right) /\left(1-\sin ^{2} \psi \sin ^{2} \phi\right)+\left(V^{+} \cos \psi^{\prime}\right.
\end{align*}
$$

$$
\begin{align*}
& \left.\left.\left.-Y^{+} \cos 3 \psi^{\prime}\right) \cos \psi \sin \phi\right]\right\}  \tag{48}\\
V= & C C^{*}\left\{\left(-a^{4} / 8 M^{4}\right)\left[S^{+}+X^{-} \cos 2 \psi-2 I \cos 4 \psi^{\prime}\right] \cos \phi+\left(-a^{3} P /\right.\right. \\
& \left.8 \pi M^{3}\right)\left[-Y^{-} \sin \left(\psi+3 \psi^{\prime}\right)+\left(W^{-}+2 U^{-}\right) \cos \psi^{\prime} \sin \psi-2 V^{-} \sin \psi^{\prime}\right. \\
& \cos \psi] \sin \phi\} \tag{49}
\end{align*}
$$

where the symbols used here have the same meaning as in Equation (38). Because of expression (40), the fourth parameter is automatically determined by the three written above.
V. Discussion and Conclusions.

In this chapter we have presented analytical expressions for the circular intensity differential scattering (CIDS) of a chiral structure (an oriented helix) possessing a polarizability tangent to the helix. The general expressions for the scattered fields, for any ratio of helix pitch to wavelength ( $P / \lambda$ ) are Equations (33), (34), and (35); they may be simplified when $p \geq \lambda$ and the number of turns of the helix is large ( $\ell \gg 1$ ) to give Equations (29), (30), and (31). In this latter case, a selection rule for the allowed directions of scattered intensities is obtained as given by Equation (28). This is related to the Bragg scattering law found for unpolarized X-ray scattering from helices and for light scattering from liquid crystals. It is similar to the
resonance relations for the interactions of helical antennae with circularly polarized radio waves. ${ }^{13}$ A helix long with respect to the wavelength of light, whose pitch is greater than the wavelength, interacts like a set of slits with the light. Interference strongly limits the scattered rays to specific angles, and a diffraction pattern is observed. The intensities between layer lines become more important as the size of the helix is reduced relative to the wavelength of light. When both the wavelength of light and the length of the helix are of the same order of magnitude, the equations predict a continuous scattering pattern even when the pitch is greater than the wavelength. As the length of the helix increases, these equations approach the discrete solutions which quantize the allowed scattered directions and lead to layer lines.

A remarkable property of the CIDS measurement is that since it involves a ratio, it may give values of $\left(I_{L}-I_{R}\right) /$ $\left(I_{L}+I_{R}\right)$ of the order of 1 even when each of the values for I are very small. The technique thus depends on the ability of an instrument to differentiate $I_{L}$ and $I_{R}$ from the stray light components in the system.

The expressions obtained for the CIDS of a helix show that the numerator involves helix parameters and differences in product of the Bessel functions. The latter are important in determining many of the symmetry features of the scattering patterns. It is worth pointing out that the scattering of plane polarized light in general shows imaginary components in
the scattered field, indicating that the scattered light is always elliptically polarized. This is true for the scattering from a helix, regardless of the type of polarization of the incoming light. For polarizability which is only tangential to the helix, the equations show that the scattering is symmetric with respect to the incoming light beam, i.e., it shows mirror image symmetry in the layer lines above and below the zero layer line. This behavior is no longer true for the case of a general, complex polarizability in which the scattering pattern shows antisymmetric properties. For light incident along the helix axis the scattering pattern shows cylindrical symmetry, the equations for this direction of incidence being independent of the azimuthal angle $\psi$.

The total scattering ( $I_{L}+I_{R}$ ) is positive definite and has no zeros, except for special cases such as helices with infinite pitch or zero radius. In addition, for light incident along the axis of an infinite helix there are certain angles which give zeros for both $I_{L}$ and $I_{R}$. A closer analysis of the equations describing the scattering for light perpendicular to the helix axis shows that the CIDS vanishes in the forward direction for all values of pitch, radius, and wavelength of light. This is contrary to the experimental observations of liquid crystals and phenomenological computations of differential scattering done by Bohren ${ }^{14}$ using the Mie-theory. Form-CIDS is a diffraction phenomenon and since the scattered electric field is the
superposition of many waves originated at the scatterer, their relative phase is what determines the interference or diffraction of the incident wave. This phase change ${ }^{14}$ (see Figure 5) is given by $e^{i(\Delta \underset{\sim}{k} \cdot \underset{\sim}{r})}$ appearing in all the equations. It can be seen from the figure that in the forward direction, no interference takes place; the result is zero differential forward scattering. It will be seen in Chapter 5 of this thesis that allowing coupling among the induced dipoles on the chiral molecule produces finite differential scattering intensities in the forward direction.

It is apparent, through the results of these equations, that the existence of nonvanishing form-CIDS of a chiral object is related to the asymmetry of its polarizability. CIDS is then a measure of that asymmetry. Ir general, spherically symmetric polarizabilities yield no CIDS. Finally, we have seen that combining two approximations (uni-axiality in the polarizability and first Born-approximation in the local field) results in CIDS independent of both the position and shape of the absorption bands. In Chapter 4, by relaxing the first of these tho approximations, the general case of an absorptive chiral scatterer will be treated.

Figure 5. Phase difference between two wavelets oxiginated at two different scatters placed at 0 and at the position $\underset{\sim}{r}\left(l a b e l e d 0^{\prime}\right)$ from the first. ${ }_{\sim}^{k}$ and ${\underset{\sim}{x}}_{0}$ are the scattered and incident wave-vectors, respectively. $2 \beta$ is the scattering angle. The path difference between the two wavelets is $\hat{k} \cdot \underset{\sim}{r}-\hat{k}_{0} \cdot \underset{\sim}{r}=\Delta \hat{k} \cdot \underset{\sim}{r}$. In the forward direction the path difference vanishes.


$$
\text { phase change }=\text { path difference }=\Delta \hat{k} \cdot \underline{\sim}
$$
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## Chapter 3

## NUMERICAL COMPUTATIONS

I. Introduction.

In Chapter 2 a general theory on the circular intensity differential of scattering (CIDS) of chiral structures, as modeled by helices, has been derived. The theory has been obtained as a function of the helix parameters, and the angle of scattering and is valid for all wavelengths of light. In this chapter, a detailed analysis of the properties of the differential scattering patterns of a helical structure along with numerical calculations for different parameters will be presented. All the calculations shown deal with helical structures whose interactions with the incident radiation take place through a uniaxial polarizability, its axis being directed along the tangent to the helix.

According to the theory derived in the last chapter, a necessary condition for the existence of CIDS is that the scatterer must have an asymmetric polarizability. As a result, the numerical calculations for this simplified model illustrate a number of symmetry properties of the differential scattering patterns, whose physical basis will be derived and discussed here.

The organization of this chapter is as follows: In part Il the numerical methods and strategies used in perform-
ing the computations are described. Part III shows some of the results of the calculations. Here the general characteristics of the differential scattering patterns are outlined in the form of simple rules. In part IV a detailed analysis of the symmetry properties of the CIDS is presented. We obtain a general expression that accounts for the functional dependence of the differential scattering patterns on the helix parameters and the wavelength of light. In part $V$ the practical use of the technique as a probe for chiral structures is discussed. The relation between the differential intensities and the length and molecular weight of the chiral regions of a structure is pointed out, and a comparison with experimental measurements on a bacterial membrane is made. The theory of differential scattering for helical structures as derived in the last chapter seems to be in good qualitative agreement with the experimental data.
II. Numerical Computations.

All the computations presented here correspond to the scattering properties of a very thin (uni-dimensional) helix. The polarizability is defined (see Chapter 2, Section II) as a tensor with three principal axes: along the tangent to the helix, $\underline{t}$, along the normal direction, $\underline{n}$, and along the remaining orthogonal direction, $p$, so that $\underset{\sim}{\alpha}=\alpha_{\tau} \underset{\sim}{t}+$ $\alpha_{n}{\underset{\sim}{n}}_{\sim}^{\sim}+\alpha_{p} \underset{\sim}{p} \underset{\sim}{p}$. To simplify the results and facilitate their
interpretation while preserving the significant scattering behavior, $\alpha_{n}$ and $\alpha_{p}$ are set equal to zero. In Chapter 2 , two different sets of equations were derived to describe the CIDS of a chiral structure. Equations (36), (37) and (38) are the completely analytical solutions valid for wavelengths of light ( $\lambda$ ) smaller than or equal to the pitch (P) of the helix, and when the length of the helix is much larger than the wavelength of light. In this case, the scattering patterns are discrete, the polar angle of scattering is limited to certain allowed values, and gives rise to layer lines of scattered intensities in space. For the case $\mathrm{P}<\lambda$, Equations (33), (34) and (35) in Chapter 2 , valid for all ratios of $P / \lambda$ and for helices of arbitrary length, must be used and the intensities can be obtained through numerical computations. As shown in Chapter 2, if $P<\lambda$, the scattering pattern is continous in space.

Two different computer programs corresponding to these two sets of equations have been written: PROGRAM CIDSY uses the analytical expressions of CIDS for light incident along the $C_{2}$-axis; PROGRAM VINO uses Equations $(33-35)$ for the same direction of incidence, with the infinite sums appearing in these expressions being carried out to terms of order $\pm 40$ 。

The overlapping regions of $P / \lambda$ served as a check on the calculations performed by the two programs. A third program, PAN, that computes the CIDS for light incident
along the helix axis, has been also written. A listing of PROGRAMS VINO and PAN can be seen in the Appendices to this thesis. The calculated scattering patterns were used to study the properties of interactions of helices with circularly polarized light. These patterns are presented as polar plots of intensity vs. angle, $\psi$ (which measures the angle between the incident and the scattered radiation), for each layer line (in the case $P \geq \lambda$ ) or for different chosen values of the altitude $\phi$ (for the case of $p>\lambda$ ). The plots were generated with the graphics subroutine library IDDS of the Lawrence Berkeley Laboratory, and the output obtained optionally in microfiche, 35 mm film, or paper plots with the Cal-comp. The Bessel functions of order 0 to $\pm 40$ were calculated from Sandia Corporation subroutines (Sand-75-0147) to obtain the intensities at one degree increments of $\psi$ for each layer line, or for each value of the altitude. Both total intensity of scattering and $\operatorname{CIDS}=\left(I_{L}-I_{R}\right) /\left(I_{L}+I_{R}\right)$, where $I_{L}$ and $I_{R}$ are the scattered intensities for incident left and right circularly polarized light, will be presented here. All the computations have been carried out in the Computer Center of the Lawrence Berkeley Laboratory.
III. Numerical Results.

Figure 1 gives the CIDS and total scattering for a helix whose pitch is ten times the wavelength, whose radius
Figure 1. Polar plots of circular intensity differential scattering (CIDS $y$ ) and total scattering intensity (SCATT y) of a helix for light incident along the $y\left({\underset{\sim}{2}}_{2}\right)$-axis (from right to left in the figures). $p=$ pitch of the helix, $R=$ radius, $L=$ number of turns of helix, and $W=$ wavelength of light. The thick lines indicate negative values of the CIDS, the light ones, positive. LYR denotes the number of the layer line being plotted. The total scattering is scaled to the maximum scattering intensity in the zero layer line; the CIDS values $\left(I_{L}-I_{R}\right) /$ $\left(I_{L}+I_{R}\right)$, are not scaled.
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is equal to the wavelength and whose length is twenty times the wavelength. The scattering patterns are given for layer lines $0,4,8$. CIDS is a ratio whose absolute magnitude is equal to one or less, therefore the actual value of CIDS is plotted with dark lines representing negative values of CIDS and light lines representing positive values. The total intensity, whose magnitude dependes on instrumental parameters, is plotted relative to the maximum intensity in the zero layer line. In this figure and in subsequent ones, the light is incident perpendicular to the helix axis from the right (along $270^{\circ}$ ), therefore, the forward scattering is along $90^{\circ}$ in the figures.

The first thing to note is that the differential scattering for circularly polarized light is large. For example, in Figure 1, at angles of $\pm 25^{\circ}$ from the forward direction, in the zero layer line essentially only left circularly polarized light is scattered for a right-handed helix; the CIDS is close to 1 . In general, the magnitudes of CIDS do not correlate with the magnitudes of the total scattering. The total scattering is a maximum in the forward direction for the zero layer line, whereas the CIDS is zero in this direction. Figure 1 illustrates other general properties of the differential scattering pattern. The CIDS in the zero layer line shows the following characteristics: A large and broad, negative back-scattering lobe, zero differential scattering in the forward direction, 15 zeros, 14 of
which involve a change of sign. As the number of the layer line increases, the number of the scattering lobes (zeros) is reduced, and the sign of the back-scattering lobe alternates between positive and negative for the first few layer lines. The patterns for both total and differential scattering are symmetric with respect to the direction determined by the incident light. The patterns are also symmetric above and below the zero layer line; that is, the scattering in the -1 layer line is identical to that in the +1 layer line. The differential scattering always contains much more structure than the total scattering. Thus, a small variation in the parameters of the helix will produce large changes in the CIDS, whereas the total scattering will change very slightly both in magnitude and direction of the scattering lobes. Moreover, the total scattering will not give information about the sense of the helix, but the sign of the CIDS is a direct measure of the sense of the helix.

Figure 2 illustrates the scattering patterns as the wavelength increases relative to the pitch and radius. The helices are the same as Fig. 1 except that the ratio of pitch/wavelength is now $1,1 / 2,1 / 4$; only the patterns corresponding to the zero layer line are shown. Note that the CIDS is still large $(>0.5)$ for a pitch and radius equal to one-fourth the wavelength. General characteristics of the scattering patterns including those illustrated in Figures 1 and 2 are:
(a) There is no differential forward scattering in the zero

Figure 2. Polar plots of CIDS and total scattering for increasing values of the wavelength of light while keeping the same ratio of pitch/radius of the helix. The labels are the same as in Figure 1. In the case of pitch less than wavelength (absence of discrete layer lines), LYR has been replaced by the ALT, indicating the altitude angle measured from the $\left({\underset{\sim}{2}}_{2},{\underset{\sim}{e}}_{1}\right)$ plane. Note that CIDS is greater than 0.5 even for a wavelength four times larger than the pitch and radius.

$\begin{array}{ll}P=1.00 & R=1.000 \\ W=2.00 & L=20.0\end{array}$
$N=2.00 \quad L=20.0 \quad 0.00$

$\begin{array}{lll}P=1.00 & R=1.00 \\ W=4.00 & L=20.0 & 0.00\end{array}$

layer line; this is true for any dimension of the helix. For all other layer lines the differential forward scattering is not zero. (b) The pattern of layer lines is symmetric about the zero layer line. An equivalent statement is that the scattering is symmetrical above and below the scattering plane perpendicular to the helix axis. (c) The number of lobes of the scattexing pattern for the zero layer line is independent of the ratio of pitch/wavelength, but it is an increasing function of the ratio of radius/wavelength. The lobes alternate in sign. The number of lobes decreases in going from the zero layer line to the higher order layer lines. (d) For each layer line the envelope of the differential scattering pattern, i.e., a measure of the differential scattering at all angles in that layer line, depends markedly on the ratios of pitch and radius to wavelength. Maxima and minima in differential scattering occur as a function of these ratios. The minima are analogous to the "invisible" particles described by Kerker ${ }^{1}$ and Chew and Kerker ${ }^{2}$ for total scattering. (e) Differential back scattering, and differential scattering along the helix axis and perpendicular to the incident light, changes sign as a function of pitch/wavelength and radius/wavelength. These results are related to the sense of circular polarization of radiation scattered by helical antennae ${ }^{3}$ and liquid crystals. ${ }^{4}$ (f) As the wavelength increases relative to the pitch and radius of the helix, the differential scattering
decreases and its angular dependence approaches that of Rayleigh scattering. In the limit of very long wavelengths the differential scattering is zero. (g) The total scattering of the successive layer lines when projected as density spots on a plane would reproduce the well known $X$ of the X-ray diffraction patterns of helical molecules. ${ }^{5}$

Although not shown here, computations of the CIDS for light incident along the helix axis give completely symmetrical intensities with respect to angle $\psi$ and zero forward CIDS. In fact, the zero-forward differential scattering is common to all three orthogonal directions of incidence and is a direct consequence of having used the first Born-approximation in the local incident field. The CIDS so obtained has been called in Chapter 2 form-CIDS.

In the next section we will analyze quantitatively the zeros and the signs of the CIDS in terms of the helix parameters, the layer lines and the wavelength of light.
IV. Symmetry Properties of the Scattering Patterns.

The polar plots of differential scattering intensities vs. azimuthal angle, $\psi$, show a remarkable symmetry for each layer line; the direction of incidence of the light acts as a $C_{2}$ axis. Furthermore, it is seen that the patterns show a distinctive lobe structure of alternating signs with zeros between lobes. To better understand the patterns, it is appropriate to analyze the equations responsible for this behavior. The equations and notation are described in Chapter 2.

1) The zeros of the CIDS patterns.

We will analyze the patterns for long helices with pitch $\geq$ wavelength, therefore a layer line structure will exist. The analysis will be done only for light incident along the $e_{2}$-axis, i.e., perpendicular to the axis of the helix. Since for each layer line the zeros of the CIDS are the zeros of $I_{L}-I_{R}$, it will suffice to consider the behavior of the numerator of the CIDS formulas. We can use the recurrence formulas for the derivatives of the Bessel functions: ${ }^{6}$

$$
\begin{aligned}
& \frac{d}{d v} J_{n}(v)=J_{n-1}(v)-\frac{n}{v} J_{n}(v) \\
& \frac{d}{d v} J_{n}(v)=-J_{n+1}(v)+\frac{n}{v} J_{n}(v)
\end{aligned}
$$

to simplify the numerator of Equations (36a) in Chapter 2 and equate it to zero, to obtain:

$$
\begin{align*}
& \frac{P n}{\pi Q} \Phi_{1} \frac{\partial}{\partial(Q a)} J_{n}^{2}+\frac{\partial}{\partial(Q a)}\left\{a ^ { 2 } \left[\left(J_{n+1}^{2}+J_{n-1}^{2}\right) \Phi_{2}\right.\right. \\
& \left.\left.-2 J_{n+1} J_{n-1} \Phi_{3}\right]+J_{n}^{2}\left(\Phi_{4}-\frac{2 P n}{\pi Q} \Phi_{5}\right)\right\}=0 \tag{1}
\end{align*}
$$

where:

$$
\begin{aligned}
\Phi_{1}= & {\left[\sin \left(2 \psi^{\prime}-\psi\right)+\sin \psi\right] \sin 2 \phi } \\
\Phi_{2}= & \cos \psi^{\prime}\left(\sin ^{2} \phi-2\right) \\
\Phi_{3}= & \cos \left(2 \psi-3 \psi^{\prime}\right) \sin { }^{2} \phi \\
\Phi_{4}= & \left\{\left[\cos \psi^{\prime}-2 \cos \psi \cos \left(\psi^{\prime}-\psi\right)+\cos \left(2 \psi-3 \psi^{\prime}\right)\right] a^{2}\right. \\
& \left.\frac{\mathrm{p}^{2}}{\pi^{2}} \cos \psi^{\prime}\right\} \times \sin ^{2} \phi \\
\Phi_{5}= & \sin \left(2 \psi^{\prime}-\psi\right) \sin 2 \Phi
\end{aligned}
$$

Here $n$ specifies the layer line and the order of the Bessel functions, $J_{n}(Q a) ;$ a is the radius, $P$ is the pitch and $Q=$ $(2 \pi / \lambda)\left(1+\sin ^{2} \phi-2 \sin \phi \sin \psi\right)^{1 / 2}$. The angles $\phi$ and $\psi$ are the polar angle and the azimuthal angle of the scattering pattern; for each layer line $\phi$ is constant and $\psi$ varies from 0 to $2 \pi$. The $\Phi$ depend on the scattering angles, $\psi$, $\psi^{\prime}$ and $\phi$, where $\psi^{\prime}$ (defined in Chapter 2) depends on $\psi$, $\phi$ and wavelength. Let us consider the zero layer line, as a similar analysis applies to all the layer lines. For the zero layer line, $\phi=90^{\circ}, n=0$, and after some algebraic manipulation the zeros are found to be:

$$
\begin{align*}
& J_{1}(Q a)=0 \\
& \frac{p^{2}}{\pi^{2}} \cos \psi^{\prime} J_{0}(Q a)+a^{2}\left[J_{2}(Q a)\left[\cos \psi^{\prime}-\cos \left(2 \psi-3 \psi^{\prime}\right)\right]\right. \\
& \left.-2 J_{0}(Q a)\left[\cos \psi^{\prime}-\cos \psi \cos \left(\psi^{\prime}-\psi\right)\right]\right\}=0 \tag{2}
\end{align*}
$$

It is clear that the Bessel functions control the zeros of the scattering pattern. For the zero layer line the zeros of $J_{1}$ are exact zeros and for $P \geq 10 a$, the zeros of $\mathrm{J}_{0}$ are approximate zeros. As the radius, a, increases relative to the pitch, $p$, the zeros of $J_{2}$ also contribute. It is interesting to point out that the theorem of interlaced zeros of Bessel functions states that Bessel functions of different orders have no common zeros. ${ }^{6}$ This prevents Equation (2) from being satisfied by simultaneous nulling of $J_{0}, J_{1}$, and $J_{2}$, therefore the zeros which appear are either a manifestation of the predominance of one term, or a very rare case in which both phases and Bessel functions combine to satisfy Equation (2) at particular values of $\psi$. To find the values of $\psi$ corresponding to the zeros of the Bessel functions, we need an expression for Qavs. $\psi$. As $\cos \phi$ for each layer line equals $(n \lambda / P)$, we can use the definition of $Q$ above to relate $Q$ to $\psi$ for any layer line. For the zero layer line

$$
\begin{equation*}
Q a=\frac{2 \sqrt{2} \pi a(1-\sin \psi)^{1 / 2}}{\lambda} \tag{3}
\end{equation*}
$$

For a helix with $\mathrm{P}=10, \mathrm{a}=1, \lambda=1$ as shown in Figure 1, the zeros of $J_{1}(Q a)$ and $J_{0}(Q a)$ determine the scattering pattern in the zero layer line. The values of $\psi$ corresponding to these zeros are in excellent agreement with those seen in Figure 1. The trigonometric factors appearing in Equation (2) do not contribute to any of the change of sign
of the differential scattering; they mainly govern the envelope of the scattering pattern.

As the ratio of $P / a$ decreases, we can no longer neglect the second term and some of the zeros contributed by $J_{0}$ will start disappearing and a few of those due to $J_{2}$ will appear. This behavior is complicated by the fact that the number of zeros of $J_{0}(Q a), J_{1}(Q a)$, and $J_{2}(Q a)$ depends on the radius, a, of the helix and in fact is approximately a linear function of $a$. We can analyze the pattern if the pitch, $P$, of the helix is changed while the radius and wavelength are held constant. This is shown in Figure 3, where one sees the same zeros as in Figure 1 due to $J_{1}$, but some of the zeros from $J_{0}$ disappear as $P / a$ changes from 8 to 2.

A similar analysis for the other layer lines can be done; the main difference is that higher order Bessel functions control the scattering patterns.
2) Dependence of the zeros of the CIDS on helix geometry.

As the zeros of a few Bessel functions determine the zeros of the CIDS in each layer line, we can understand the patterns from learning how the Bessel function zeros depend on pitch, radius and wavelength. We make use of the theorem ${ }^{7}$ that the number of zeros of $z^{-\nu_{J}}{ }_{v}(z)$ between 0 and $[m+(2 v+1) / 4] \pi$ is exactly $m$. However, we must realize that between 0 and $[m \pm \varepsilon+(2 v+1) / 4] \pi$ (where $\varepsilon$ is an arbitrarily small number), there may be $m \pm 1$ zeros. That is, there is an inherent uncertainty of $\pm 1$ in the number of zeros

Figure 3. Polar plots of CIDS for different ratios of pitch/wavelength while keeping the ratio of radius/wavelength constant. The labels are the same as before. The number of zeros in the scattering pattern increases with increasing pitch.
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calculated for a Bessel function over the range of our variable, Qa. As we want to know how the number of zeros in the scattering pattern changes with helix parameters and wavelength, rather than the exact number of zeros, this small uncertainty is not significant.

For each layer line, $n$,

$$
\begin{equation*}
\mathrm{Qa}=\frac{2 \pi a}{\lambda}\left[2-\frac{\lambda^{2} n^{2}}{\mathrm{p}^{2}}-2\left(1-\frac{\lambda^{2} n^{2}}{p^{2}}\right)^{1 / 2} \sin \psi\right]^{1 / 2} \tag{4}
\end{equation*}
$$

The maximum and minimum values of Qa on each layer line occur when $\sin \psi= \pm 1$. To apply the theorem we must compare the maximum and minimum values of Qa with $(2 v+1) \pi / 4$. First we obtain the number of zeros between 0 and the minimum value of Qa by writing

$$
\min \mathrm{Qa}=[m+(2 v+1) / 4] \pi
$$

and solving for $m$. Similarly, we obtain the number of zeros between 0 and the maximum value of $Q a$. The difference is the number of zeros in the interval (min Qa, max Qa), i.e., in the intervals $90^{\circ} \leq \psi \leq 270^{\circ}$.

The number of zeros of the $v$-order Bessel function in the interval $0<$ Qa $<\min$ Qa is:

$$
m_{v}^{\min }=\left(\frac{1}{\pi} \min Q a-\frac{2 v+1}{4}\right) f_{\min }
$$

and in the interval $0<Q a<\max Q a$

$$
m_{v}^{\max }=\left(\frac{1}{\pi} \max Q a-\frac{2 v+1}{4}\right) f_{\max }
$$

The factors $f_{\text {min }}$ and $f_{\text {max }}$ are introduced to assure that the number ( $m$ ) of zeros for any given interval is always positive or zero. They are defined as Heaviside functions:

$$
\begin{aligned}
& f_{\min } \begin{cases}0 & \text { if } \min Q a<(2 v+1) / 4 \\
1 & \text { otherwise }\end{cases} \\
& f_{\max } \begin{cases}0 & \text { if max Qa }<(2 v+1) / 4 \\
1 & \text { otherwise }\end{cases}
\end{aligned}
$$

The number of zeros of the $v$-order Bessel function in the interval $\min \mathrm{Qa}<\mathrm{Qa}<\max \mathrm{Qa}$ will be therefore:

$$
\begin{aligned}
m_{v}= & \frac{1}{\pi}\left(\min (Q a) f_{\max }-\min (Q a) f_{\min }\right) \\
& \frac{2 v+1}{4}\left(f_{\max }-f_{\min }\right)
\end{aligned}
$$

There are three possibilities which must be considered for each layer line to estimate the number of zeros, $m$, of each Bessel function $J_{\nu}$. First, for a layer line in which $f_{\max }=f_{\min }\left(\max Q a>\frac{2 v+1}{4}\right.$ and $\left.\min Q a>\frac{2 v+1}{4}\right)$ then:

$$
\begin{equation*}
m=\frac{1}{\pi}(\max Q a-\min Q a)=\frac{8 a}{\lambda}\left(1-\frac{n^{2} \lambda^{2}}{p^{2}}\right)^{1 / 2} \tag{5a}
\end{equation*}
$$

Second, if $\min Q a<(2 v+1) / 4$ and $\max Q a<(2 v+1) / 4$, then

$$
\begin{equation*}
m=0\left(\min \mathrm{Qa} \text { and } \max \mathrm{Qa} \leq \frac{(2 v+1) \pi}{4}\right) \tag{5b}
\end{equation*}
$$

Third, the intermediate case, $m=\frac{1}{\pi}(\max Q a)-\frac{2 v+1}{4}$ so that

$$
\begin{align*}
m= & \frac{4 a}{\lambda}\left[2-\frac{n^{2} \lambda^{2}}{p^{2}}+2\left(1-\frac{n^{2} \lambda^{2}}{\mathrm{p}^{2}}\right)^{1 / 2}\right]^{1 / 2}-\frac{2 v+1}{2} \\
& \left(\min Q a \leq \frac{(2 v+1) \pi}{4} ; \max Q a>\frac{(2 v+1) \pi}{4}\right) \tag{5c}
\end{align*}
$$

In obtaining the derivation of Equations (5a)-(5c) the expression for Qa given in Equation (4) has been used with $\sin \psi= \pm 1$. These equations provide the general results we need. They show that the number of zeros in each layer line depends linearly on $a / \lambda$, but depends only slightly on $P / \lambda$; for the zero layer line the number of zeros is independent of $\mathrm{P} / \lambda$. The number of zeros decreases with increasing layer line and becomes zero for the maximum layer line ( $n=P / \lambda$ ). In applying these equations, we should remember the restrictions. The actual number of zeros of each Bessel function is an integer near $m \pm 1$, and Equation (5) is derived for $P / \lambda \geq 1$, which is a necessary condition for the existence of layer lines.

Figure 1 clearly illustrates the decreasing number of zeros in the differential scattering pattern with increasing layer line; for the maximum layer line there are no zeros as expected. In this figure $a / \lambda=1$ and $p / \lambda=10$, thus we know that only $J_{0}$ and $J_{1}$ contribute to the pattern of zeros in the
zero layer line, and we can easily calculate their number. The minimum value of Qa here is zero and the maximum is $8 \pi$, so Equation (5c) must be used. The calculated values of $m$ are 7.5 for $J_{0}$ and 6.5 for $J_{1}$; their sum of 14 agrees with the 14 (plus one zero at $\psi=90^{\circ}$ ) seen for the zero layer line. Figures 3 and 4 illustrate the strong dependence of the number of zeros on radius (compare Figure 4 a with $a / \lambda$ $=5$ with Figure $4 b$ with $a / \lambda=0.5$ ) and the weak dependence on pitch (see Figure 3 with $P / \lambda=2,4,6,8$ ), the behavior of which is correctly predicted by Equation (5b).

A few more differential and total scattering patterns for helices of different structural and electronic parameters can be found in the microfiches attached at the end of this thesis.
3) Vanishing of CIDS at specific angles of scattering.

It is possible to find helix parameters for which the differential scattering at certain directions in space vanishes. The differential back scattering (i.e., differential reflection) can easily be shown to possess an inversion point for certain ratios of $P / a$ and $a / \lambda$, for which no reflection is observed. The differential reflection $(\psi=-\pi / 2)$ in the zero layer line can be obtained from Equation (1). For light incident along ${\underset{\sim}{2}}_{2}$ and for the case of $\mathrm{P} \geq \lambda$ :

$$
\begin{equation*}
\frac{a P}{2 \pi M^{4}}\left\{2\left(J_{1} J_{2}-J_{1} J_{0}\right) a^{2}+\frac{p^{2}}{\pi^{2}} J_{1} J_{0}\right\} \tag{6}
\end{equation*}
$$

Figure 4. The dependence of the number of zeros of CIDS on the ratio of radius/wavelength. In the upper figure there is no attempt to indicate the sign of the CIDS because of the large number of zeros.

$$
\begin{array}{ll}
P=10.0 & R=5.00 \\
=1.00 & L=20.0
\end{array}
$$


CIDS $Y \quad 180.00 \quad$ LYR=

$$
\begin{array}{ll}
P=10.0 & R=.50 \\
W=1.00 & L=20.0
\end{array}
$$

$$
0.00
$$



Setting this equation equal to zero, we obtain the value of P/a at which no differential reflection exists:

$$
\begin{equation*}
\frac{p}{a}=\pi \sqrt{2\left(1-J_{2} J_{0}\right)} \tag{7}
\end{equation*}
$$

At the inversion point, the argument of the Bessel functions (Qa) is a constant equal to $4 \pi a / \lambda$, so that the ratio obtained is an implicit function of (a/ $\lambda$ ). To prove that it is not a minimum or a maximum, but a point of inversion, we must show that this value of $\mathrm{P} / \mathrm{a}$ does not satisfy the equation obtained by setting the derivative with respect to P of Equation (6) equal to zero. Although not shown here, it does not satisfy the equation, therefore $p=\pi a \sqrt{2\left(1-J_{2} / J_{0}\right)}$ is an inversion point for the differential reflection. Notice from Equation (6) that the differential reflection has the opposite sign for a left-handed helix (pitch $=-\mathrm{P}$ ) than for a right-handed helix (pitch $=P$ ). The equations we have derived in this section provide a quantitative basis for understanding the scattering patterns.
V. Applications.

From the analysis of the preceding section, it is apparent that the CIDS signal as a function of wavelength or of the azimuthal angle of scattering can give important information about the conformation of chiral structures. In fact, it was seen that the sign of the CIDS contains the information on the
handedness of the molecule, whereas the intensity is directly related to the geometrical parameters of the chiral scatterer. As a technique, the most significant advantages of CIDS depend on the fact that it is a ratio of intensities, $\left(I_{L}-I_{R}\right) /\left(I_{L}+I_{R}\right)$, and that it can be positive or negative. Both of these characteristics make it more sensitive than the total scattering to structure and conformation. Rightand left-handed helices, otherwise identical, will have identical CIDS except with the opposite sign. To determine the sense of a helix from the sign of its CIDS at a chosen scattering angle, we need to know the pitch, $P$, and radius, a, of the helix. For long helices with $P \geq \lambda_{\text {, }}$ layer lines occur and the total scattering can be used to obtain $P$ and a. ${ }^{8}$ The spacing between successive layer lines is inversely proportional to $p$, and the angle between the arms of the characteristic $X$ pattern produced by the scattering of a helix leads to the ratio of $\mathrm{P} / \mathrm{a}$. Thus, the geometry and the sense of the helix can be determined by the combined techniques. For helices with $\mathrm{P}<\lambda$, layer lines do not occur and the usefulness of the CIDS increases relative to the total scattering. The sign and angular dependence of CIDS can provide the sense and helical parameters when the total scattering pattern is indistinguishable from that of a point or line. That is, values of CIDS of $10^{-2}$ to $10^{-4}$ should be measurable and interpretable, when the only geometrical information available from the total scattering
is that both $P$ and a are less than $\lambda / 10$.

1) Length of helix.

The intensity of scattered light is proportional to the square of the length of the helix (Equation (36), Chapter 2), and therefore proportional to the square of the molecular weight of the helix. The CIDS is independent of length; it only depends on the helical geometry. The CIDS and total scattering have very different angular dependence; the maxima for CIDS tend to occur where the total intensity is small. These properties can be used to measure the amounts of helical (or chiral) structures in a mixture. For example, in cholesteric or twisted nematic liquid crys* tals, it is only the helical regions that give rise to the very strong circularly polarized differential scattering. In principle, it would be possible to measure the amount of helix in a protein from the CIDS.
2) Experimental results.

Although the model is a very simple one, it allows immediate experimental applications as a first approximation to the measured CIDS of such structures as bacteriophages, ${ }^{9}$ nucleohistones, ${ }^{10}$, DNA aggregates, ${ }^{10}$ membranes, chromomsomes, etc. (Maestre, unpublished), all of which have been shown to have $C D$ scattering components. The CIDS is independent of the molecular weight of the helix and for a uniaxial polarizability, even the actual value of this polarizability cancels and has no influence on the measurement. The behavior
of the incoming circularly polarized light is affected only by the geometry of the helix. Thus, for example, we can obtain information about the possible supercoiling of a DNA molecule without knowing the details of the interaction of the chromophores with light.

As we have seen in this and the preceding chapter, the number of layer lines, the sign of the scattering lobes, and the number of lobes or zeros in each layer line can be used to give the main characteristics of any sample of helices. The computed values for the helical models are similar to those found experimentally. 10 Thus, liquid crystals with reflection coefficients of the order of 80 to $95 \%$ would give CIDS of the order of 1 (i.e., almost complete reflection for one sense of polarization). DNA films with ellipticities of nearly 4 degrees $\left(A_{L}-A_{R}=0.14\right)$ have been reported and many measurements of ellipticities in the range from 0.1 to $10^{-3}$ are routinely measured by $C D$ scattering methods for large, optically active, biological aggregates. 10 Thus models which give CIDS values in the range from 1 down to $10^{-4}$ will have applicability in the interpretation of experimental measurements. In extreme cases in which the pitch is much larger than the radius of the helix or the radius much larger than the pitch, simple formulas can be derived that will give approximate values for the scattering intensities. For the zero layer lines these formulas reduce to approximations that have been used for computational pur-
poses in the field of helical antennae. ${ }^{3}$ The values obtained for these cases can be used to check the ratios of pitch to radius as determined by the number of zeros measured for the CIDS scattering envelope. If the whole scattering envelope cannot be measured, simple formulas for specific angles can be used to determine roughly the helical parameters.

Here we will discuss only one case of experimentally measured CIDS. This system has been chosen for its simplicity and because it allows easy correlation with the calculated values. These are the membranes of the bacterium Spirillum serpens, which show differential scattering for circularly polarized light when suspended in solution (Chiu, Maestre and Glaeser, in preparation). These flat, sheetlike membranes should not show CIDS, and only small corrections to the circular dichroism for Mie type scattering ${ }^{11}$ is expected. However, a strong signal was measured at right angles to the incident light beam, in the wavelength range of 200-300 nm (Figure 5). Electron micrographs showed that rodlike membranes with a diameter of approximately 160 nm were mixed in with the flat membranes (Figure 6). Calculations for a helix with ratios of pitch and radius to wavelength which correspond to the experimental conditions give the scattering pattern shown in Figure 7. Although the computed CIDS is for an oxiented helix with the scattering plane perpendicular to the helix axis, and the experiment is for an unoriented sample, the results can be qualitatively

Figure 5. CD plots and CIDS of Spirillum serpens membranes. Normal CD measurement is solid line. $C D(F D C D)$ measurement is the forward scattering cone. Curves labeled "CD(FDCD) side scattering" are two different measurements of the sample at right angles. The back-scattering cone is depicted by xxxxxx. From Chiu, Maestre and Glaeser, unpublished.
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Figure 6. Electron micrograph of Spirillum membranes. It shows both sheet-like membranes and tubular arrangements. Magnification is $\sim 40,000$. Presumably it is the cylindrical arrangement that gives the measured $C D$ scattering. (Chiu, Maestre and Glaeser, unpublished.)


Figure 7. Total scattering and CIDS plots of a helix with geometrical parameters similar to those of the rods of Spirillum serpens as seen in the electron microscope (Figure 6). Pitch $=2.6 \mathrm{~nm}$, radius $=208 \mathrm{~nm}, 6$ turns and wavelength $=260 \mathrm{~nm}$. The label CD/MAX indicates that the calculated values of CIDS have been scaled to 1.00 ; the actual maximum value calculated is $6.7 \times 10^{-3}$.
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compared. The computed and experimentally observed scattering patterns agree well in the angular dependence as well as in the magnitude of the signal. It is clear that even the simple model discussed here can be usefully applied to biological structures.

We think that the theory of CIDS for chiral structures as developed in Chapter 2, in addition to the conclusions drawn in this chapter, justifies a serious effort to implement more refined techniques to measure the CIDS as a function of angle and wavelength for oriented samples. ${ }^{12}$ In Chapter 6, a general theory of total and differential formscattering for unoriented samples will be presented. It is expected that this theory would provide information on biological chiral structures in solution.
VI. Conclusions.

In this chapter, numerical and analytical calculations of the total and differential scattering of an oriented helical structure have been presented. The numerical calculations were carried out as a function of the scattering angle in each layer line (if the pitch and the length of the helix are large compared to the wavelength of light) or at different altitude angles, if no layer lines exist. The scattering patterns have been found to be extremely sensitive to changes in the geometrical parameters of the helix. The sign of the CIDS signal is opposite for chiral objects of opposite handed-
ness, therefore CIDS can be a useful technique to determine the sense of chirality of these objects.

For values of pitch and radius greater than the wavelength, the CIDS will show lobes that alternate in sign for most layer lines; this lobular structure disappears when either pitch or radius is less than the wavelength. For the first case we have presented approximate expressions that govern the dependence of the number of lobes on the structural parameters of the helix as well as on the layer line that is being considered. These expressions show that the lobe structure of the differential scattering patterns is linearly proportional to the ratio of the radius to the wavelength of light. In general, the number of lobes decreases with increasing order of the layer line. The dependence of the number of lobes on the ratio of pitch to wavelength is weak in most layer lines and absent in the zeroth layer line. The overall symmetry of the scattering patterns is comprised of two factors: the positions of the zeros that determine the lobes are governed by the Bessel functions, whereas the envelope of the pattern is mostly determined by trigonometric functions of the scattering angle, $\psi$. The signs of the lobes and the positions of the zeros (the scattering pattern) will not be affected by the usual experimental difficulties associated with light scattering. Dust and other nonchiral contaminants can change the magnitudes, but not the general pattern of scattering.

It is possible to find specific directions for which
the CIDS vanishes at a given ratio of pitch, $P$, and radius, a, of the helix, to the wavelength of light. We have derived an expression relating the ratio of $P / a$ as a function of wavelength of light at which differential back scattering (differential reflection) vanishes. This geometrical condition constitutes a point of inversion of sign of the differential reflection.

A wide range of samples have been experimentally studied with values of CIDS ranging from 1 (liquid crystals) ${ }^{4}$ to $10^{-4}$ (macromolecular aggregates). ${ }^{10}$ Qualitative interpretation of these results can be made from our simple model. One application to rodlike structures observed in membranes of Spirillum serpens is discussed. We think that measurement of the differential scattering of polarized light and X-rays can become a very useful method for structure determination in macromolecules.
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## Chapter 4

THE GENERAL POLARIZABILITY TENSOR
AND ANOMALOUS SCATTERING
I. Introduction.

All the theoretical work and the calculations presented so far on the CIDS of chiral structures have been restricted to the case of an oriented helix with a uniaxial (tangential) polarizability. As pointed out before, this particular choice of the polarizability has a twofold effect: 1) the values of the circular intensity scattering were independent of the magnitude of the polarizability, in particular of its wavelength dependence, and therefore the model could not take into account any absorptive phenomena; 2) all differential scattering patterns were symmetric around the direction of incidence of light (see Chapter 2).

In this chapter, numerical computations of the CIDS of a helix possessing a triaxial polarizability along the main axes of the tensor, as a function of the geometrical parameters of the chiral scatterer and the wavelength of light, are considered. The analytical expressions for the case of a biaxial polarizability will be derived and a careful analysis of the symmetry rules involved will be done. The last part of this chapter involves a discussion of the dispersion dependence of the differential scattering
intensities for the particular case of a Lorentzian-shaped polarizability.
II. Numerical Calculations.

1) Equations and results.

In the numerical calculations presented here, Equations 33, 34, and 36 of Chapter 2 have been used. Since these equations give the amplitude and the intensity of the scattered electric field for a tangential polarizability, equivalent equations along the other two main axes of the polarizability have been derived. The derivation follows the same lines as in Chapter 2. Here we only write down the additional results. Perpendicular axis, incidence e ${\underset{\sim}{2}}^{\text {, }}$ polarization ${\underset{\sim}{e}}_{1}$

$$
\begin{align*}
& \underset{\sim}{E}\left({\underset{\sim}{r}}^{\prime}\right)=\frac{P}{2 \pi M^{2}}{\underset{\sim}{X}}_{X}^{K} \cdot\left\{\frac{-P}{4 \pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a)\left(P T_{n} S_{n}(2)-\left(\pi T_{n}\right)^{-1}\right) \cdot\right. \\
& \left.\cdot(-1)^{n \ell}\right] e_{1} \\
& -\left[\frac{i P}{4 \pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a) S_{n}^{(2)}(-1)^{n l}\right]{\underset{\sim}{e}}_{2}  \tag{1}\\
& \left.+\left[\frac{\text { ai }}{2} \sum_{n=-\infty}^{\infty} J_{n}(Q a) S_{n}^{(1)}(-1)^{\ell(n+1)}\right] \underset{\sim}{e}{ }_{3}\right\} \\
& \sin \left(P \ell \Delta k_{z} / 2\right) e^{i n\left(\psi^{*}+\frac{\pi}{2}\right)}
\end{align*}
$$

perpendicular axis; incidence ${\underset{\sim}{2}}_{2}$, polarization $e_{3}$

$$
\begin{align*}
E\left(r^{\rho}\right)= & \frac{a}{M^{2}}{\underset{\sim}{K}}_{K_{P}} \cdot\left\{\left[\frac{p}{2 \pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a) S_{n}^{(1)}(-1)^{\ell(n+1)}\right]{\underset{\sim}{e}}_{1}\right. \\
- & {\left[\frac{p}{2 \pi} \sum_{n=-\infty}^{\infty} J_{n}(Q a) P T_{n} S_{n}^{(1)}(-1)^{\ell(n+1)}\right]{\underset{\sim}{e}}_{2} } \\
& {\left.\left[a \sum_{n=-\infty}^{\infty} J_{n}(Q a)\left(\pi T_{n}\right)^{-1}(-1)^{n \ell}\right] e_{n}\right\} }  \tag{2}\\
& \sin \left(P \ell \Delta k_{z} / 2\right) e^{i n\left(\psi^{*}+\frac{\pi}{2}\right)}
\end{align*}
$$

where

$$
\begin{aligned}
& \underset{\sim}{k}=\alpha_{p} B \underset{\sim}{F} \\
& B=A_{h} M \\
& F=\left(1-\underset{\sim}{k k} / k^{2}\right)\left(k^{2} / r^{\prime}\right) E_{0} \exp \left(i k r^{\prime}\right)
\end{aligned}
$$

where $\ell$ is: the number of turns of the helix as before, Qa and $M$ have the same definition as in Chapter $2, A_{h}$ the cross-sectional area of the helix, and $\alpha_{p}$ is the value of the polarizability along the perpendicular axis defined in Equation (15) of Chapter 2. The equation for the scattered fields associated with the normal axis are: normal axis, incidence $e_{2}$, polarization $e_{1}$ :

$$
\begin{aligned}
& \underset{\sim}{E}\left({\underset{\sim}{r}}^{\prime}\right)=\frac{1}{2} K_{\sim} \cdot\left\{\left[\sum_{n=-\infty}^{\infty} J_{n}(Q a)\left(P T_{n} S_{n}(2)+\left(\pi T_{n}\right)^{-1}\right) \cdot\right.\right. \\
& \left.(-1)^{n \ell}\right] e_{1}
\end{aligned}
$$

$$
\begin{align*}
& \left.+\left[\sum_{n=-\infty}^{\infty} J_{n}(Q a) S_{n}^{(2)}(-1)^{n \ell}\right]{\underset{\sim}{2}}_{2}\right\} \sin \left(P \ell \Delta k_{2} / 2\right)  \tag{3}\\
& e^{i n\left(\psi^{*}+\frac{\pi}{2}\right)} \\
& \text { with } K_{\sim}=\alpha_{n} B F
\end{align*}
$$

We assume now that the electrons in the scatterer are harmonically bound, so that their response to an external field can be simply expressed as: ${ }^{1}$

$$
\alpha=\frac{f}{\left(\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda^{2}}+\frac{i \Delta \lambda}{\lambda\left(\lambda_{0}^{2}-\frac{(\Delta \lambda)^{2}}{4}\right)}\right.}
$$

Where $f$ is the strength of the absorption band centered at wavelength $\lambda_{0}$ and $\Delta \lambda$ is equal to its width at half-height. In the numerical computations we have used polarizability tensors with two or three principal values along principal axes oriented tangent to the helix, $t$; normal to the helix, $\underset{\sim}{n}$; and perpendicular to these axes, $\underset{\sim}{p}$ (Chapter 2). Total and differential scattering patterns were calculated as a function of the pitch and radius of the helix, the wavelength of incident light, and for various strengths (f), widths $(\Delta \lambda)$, and positions $\left(\lambda_{0}\right)$ of the absorption bands along the axes defined. Figure 1 shows the results of the total and differential scattering for the case of a triaxial polarizable helix of pitch $=3.6$ and radius $=1.1$;

Figure 1. Polar plots of intensity versus scattering angle $\psi$ showing the $+1,0$, and -1 layer lines (LYR) of the CIDS and total scattered intensities (SCATT $y$ ) for light incident along the $y$-axis from right to left along $270^{\circ}$ on the 0 layer line). The parameters are: pitch $p=3.6$, radius $R=$ 1.1, wavelength $W=1.0$, length $L=20$ turns and a triaxial polarizability, with a tangential absorption band $\lambda_{0 t}$ centered at 1.0 , a perpendicular band $\lambda_{0 p}=1.5$, and a normal band $\lambda_{0 n}=2.0$. The strengths of the bands are all 1.0 and their half-height width chosen equal to 0.15. Heavy and light lines indicate negative and positive values of CIDS, respectively.


| $P=3.60$ | $R=1.10$ |  |
| :--- | :--- | :--- |
| $W=1.00$ | $L=20.0$ | 0.00 |


$P=3.60 \quad R=1.10$
$W=1.00 \quad L=20.0$


XBL 8012-12865
the wavelength $\lambda=1.0$, and centers of bands are $\lambda_{0 t}=1.0$, $\lambda_{o n}=2.0, \lambda_{0 p}=1.5$, with strengths, $f=1$ and widths, $\Delta \lambda=0.15$. Figure 2 shows the total scattering and the CIDS for a helix of the same dimensions, but with uniaxial (tangential) polarizability. In both cases, $+1,0$, and -1 layer lines are shown. The main feature of the general polarizability results is that the differential scattering patterns are now asymmetric when the wavelength of the incident radiation is within an absorption band of the polarizability. This contrasts with the uniaxial model where the $270^{\circ}-90^{\circ}$-axis (see Figure 1) is a $C_{2}$-axis for each of the layer lines. For a general polarizability, only the zero layer line has this property. The asymmetry is seen both in the CIDS and in the total scattering; it is called anomalous scattering in X-ray diffraction. One sees in Figure 1 that the +1 and -1 layer lines are the mirror images of each other. A second feature of these general polarizability calculations is that the lobes of differential scattering have decreased in number (compared to the ones appearing in the uniaxial patterns) as well as having become sharper and restricted to smaller domains of the scattering angle $\psi$. Apparently each polarizability produces its independent pattern; the superposition of these patterns produces sharper and more localized lobes.

We found that the use of purely real or purely imaginary polarizabilities had the effect of producing total and

Figure 2. The corresponding polar plots of the same helix as in Figure 1 but having a uniaxial polarizability along the tangential direction with $\lambda_{0 t}=$ 1.0 , band strength $=1.0$, and width $=0.15$ as before. Notice that both the CIDS and the total scattering away from the zero-layer line have regained their symmetry across the $270^{\circ}-90^{\circ}$ axis. As in Figure 1 the negative values are depicted with heavier lines.
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differential scattering patterns symmetric about the $270^{\circ}-$ $90^{\circ}$ axis. This is shown in Figure 3 for a helix of the same dimensions of those used in Figure 1 and with the polarizabilities $\alpha_{t}=\operatorname{Re} \alpha_{t}, \alpha_{p}=\operatorname{Re} \alpha_{p}$, and $\alpha_{n}=\operatorname{Re} \alpha_{n}$. It should be pointed out that the number of lobes for the zeroth-1ayer Iine in Figure 3 is the same as in the corresponding layer in Figure 1, but here, three negative lobes are too small to be seen in the figure. As discussed in Chapter 3, the number of lobes of the CIDS pattern is determined by the geometry of the scatterer and not by the values and directions of the transitions in the scatterer.

In order to gain a better understanding of the symmetry laws involved in the patterns of total and differential scattering, the theory of CIDS for helical molecules is explicitly applied to the case of a biaxial polarizability. It will be shown that by writing the polarizabilities in the form $\alpha=R \exp (i \gamma)$, a phase change is introduced in the angular dependence of the scattering intensity, which is equal to the difference in the complex phases between the polarizabilities involved; this phase change is responsible for the antisymmetric properties observed. A detailed analysis of the symmetry of the scattering patterns will show their relations to the dispersive and absorptive properties of the polarizabilities.

Figure 3. Polar plots for the same helix as in Figure 1, with a triaxial polarizability but with $\alpha_{t}=\operatorname{Re} \alpha_{t}, \alpha_{p}=\operatorname{Re} \alpha_{p}$, and $\alpha_{n}=\operatorname{Re} \alpha_{n}$. Everything else in the calculation was the same as in Figure 1. The CIDS and the total scattering are completely symmetric across the $270^{\circ}-90^{\circ}$ axis.

2) A biaxial polarizability.

We choose a biaxial polarizability with principal axes along $\underset{\sim}{n}$ and $\underset{\sim}{t}$. We can define the scattering matrix for the helix as: ${ }^{2} \quad\left(\right.$ where $\left.A=\left(k^{2} r^{\prime}\right) A_{h} M E_{o} \exp \left(i k r^{\prime}\right)\right)$

$$
\begin{equation*}
S=A(\underset{\sim}{1}-\underset{\sim}{\hat{k} \hat{\sim}}) \int_{-\ell \pi}^{\ell \pi} e^{i \underset{\sim}{k} \cdot \underset{\sim}{r}}\left(\alpha_{t} \underset{\sim}{t} t+\alpha_{n \sim \sim}^{n n}\right) d \theta \tag{2}
\end{equation*}
$$

where $\hat{\sim}$ scattering, $F$ includes constants and distance dependent factors, $\ell$ is the number of turns of the helix, $\alpha_{t}$ and $\alpha_{n}$ are the magnitudes of the principal polarizabilities, and $\underset{\sim}{r}$ is the vector position of the segments in the scatterer. Now the scattered field can formally be written as:

$$
{\underset{\sim}{\text { scatt }}}\left(x^{\prime}\right)=S{\underset{\sim}{i n c i d e n t}}
$$

The electric field of the scattered light for right circularly polarized light and left circularly polarized incident light with polarization vector defined by ${\underset{\sim}{e}}_{3}{ }^{*}$ $\left.i e_{1}\right)$ and $\left(e_{\sim}-i e_{1}\right)$, respectively, and incident wave-vector ${\underset{\sim}{k}}_{0}$ along ${\underset{\sim}{e}}_{2}(y-a x i s)$ is:

$$
\begin{align*}
\underset{\sim}{E}= & A(\underset{\sim}{1} \cdot \underset{\sim}{\hat{k}} \underset{\sim}{\hat{k}}) \cdot \underset{-\ell \pi}{\ell \pi} e^{i \Delta \underset{\sim}{k} \cdot \underset{\sim}{r}}\left[\alpha_{t} \underset{\sim}{t}\left(\underset{\sim}{t} \cdot e_{3}\right)+\alpha_{n} \underset{\sim}{n}\left(\underset{\sim}{n} \cdot e_{3}\right)\right.  \tag{3}\\
& \left. \pm i\left(\alpha_{t} \underset{\sim}{t}\left(\underset{\sim}{t} \cdot e_{1}\right)+\alpha_{n} \underset{\sim}{n}\left(\underset{\sim}{n} \cdot e_{1}\right)\right)\right] d \theta
\end{align*}
$$

The plus sign gives the scattered field for right circularly polarized light and the minus sign for left circularly polarized light, with $\Delta \underset{\sim}{k}=\underset{\sim}{k}-\underset{\sim}{k} 0^{\circ}$. For a helix oriented along ${\underset{\sim}{e}}_{3}\left(\underset{\sim}{n} \cdot{\underset{\sim}{e}}_{3}=0\right)$, we can write the terms that must be added to the ones calculated with the purely tangential polarizability (see Chapter 2) to obtain $I_{L}-I_{R}$. These additional terms are:

$$
\begin{align*}
& E_{L} E_{L}^{*}-E_{R} E_{R}^{*}=4 A^{2}\left\{\iint \operatorname{Im}\left(\alpha_{t}^{*} \alpha_{n} e^{i \Delta \underset{\sim}{k} \cdot\left(\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right)}\right)\left(\underset{\sim}{n} \cdot{\underset{\sim}{t}}^{\prime}\right)\right. \\
& \left({\underset{\sim}{t}}^{\prime} \cdot{\underset{\sim}{e}}_{3}\right)\left(\underset{\sim}{n} \cdot{\underset{\sim}{e}}_{1}\right) \mathrm{d} \theta \mathrm{~d} \theta^{\circ} \\
& +\int \delta \operatorname{Im}\left(\alpha_{t} \alpha_{n}^{*} e^{i \Delta \underset{\sim}{k} \cdot\left(\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right)}\right)(\underset{\sim}{t} \cdot \underset{\sim}{\hat{k}})\left(\underset{\sim}{t} \cdot{\underset{\sim}{e}}_{3}\right)  \tag{4}\\
& \left.(\underset{\sim}{n} \cdot \cdot \underset{\sim}{\hat{k}})\left(\underset{\sim}{n}{ }^{\prime} \cdot{\underset{\sim}{e}}_{1}\right) d \theta d \theta^{\prime}\right\}
\end{align*}
$$

Where Im means the imaginary part of the expression should be used, and where the limits of integration have been omitted for simplicity. To perform the integrations indicated in (4), we rewrite the polarizabilities $\alpha_{t}$ and $\alpha_{n}$ as $\alpha_{t}=R_{t} e^{i \gamma_{t}}$ and $\alpha_{n}=R_{n} e^{i \gamma_{n}}$ where $R_{t}, R_{n}, \gamma_{t}$, and $\gamma_{n}$ are real numbers.

The integration of Equation (4) allows the calculation of the contributions of the cross-terms involving both the tangential and normal axes of the polarizability, to the differential scattering. The terms that depend only on $\underset{\sim}{t}$
have been presented in Chapter 2 whereas in taking the difference the terms in $n$ cancel as seen in Equation (4). The correction terms for $I_{L}-I_{R}$ for a biaxial polarizability along $\underset{\sim}{t}$ and $\underset{\sim}{n}$ axes are therefore

$$
\begin{aligned}
& A^{2} R_{t} R_{n}\left\{\frac { a P } { 4 \pi M ^ { 2 } } \left[\left(2 J_{n-1} J_{n-2}-J_{n} J_{n+1}\right) \cos \left(\psi^{\prime}+\delta\right)\right.\right. \\
& \left.-\left(2 J_{n+1} J_{n+2}-J_{n} J_{n-1}\right) \cos \left(\psi^{\prime}-\delta\right)\right] \\
& \frac{+k^{2} x^{a P}}{4 \pi M^{2}}\left[J_{n+1} J_{n-2} \cos \left(3 \psi^{\prime}+\delta\right)+\left(2 J_{n} J_{n+1}-J_{n-1} J_{n-2}\right)\right. \\
& \cdot \cos \left(\psi^{\prime}+\delta\right)-J_{n+2} J_{n-1} \cos \left(3 \psi^{\prime}-\delta\right) \\
& \left.-\left(2 J_{n} J_{n-1}-J_{n+2} J_{n+1}\right) \cos \left(\psi^{\prime}-\delta\right)\right] \\
& \frac{+k_{x} k_{y} a p}{2 \pi M^{2}}\left[J_{n+1} J_{n-2} \sin \left(3 \psi^{\prime}+\delta\right)-J_{n+2} J_{n-1} \sin \left(3 \psi^{\prime}-\delta\right)\right. \\
& +J_{n+1} J_{n} \sin \left(\psi^{\prime}+\delta\right) \\
& \left.-J_{n} J_{n-1} \sin \left(\psi^{\prime}-\delta\right)\right] \\
& \frac{+k_{y}^{2} y^{2 P}}{4 \pi M^{2}}\left[J_{n+2} J_{n-1} \cos \left(3 \psi^{\prime}-\delta\right)-J_{n+1} J_{n-2} \cos \left(3 \psi^{\prime}+\delta\right)\right. \\
& +J_{n+2} J_{n+1} \cos \left(\psi^{\prime}-\delta\right) \\
& \left.-J_{n-1} J_{n-2} \cos \left(\psi^{\prime}+\delta\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& \frac{+k_{x} k_{z} p^{2}}{4 \pi^{2} M^{2}}\left[J_{n-2} J_{n} \sin \left(2 \psi^{\prime}+\delta\right)-J_{n} J_{n+2} \sin \left(2 \psi^{\prime}-\delta\right)\right] \\
& \left.\frac{+k_{z} k_{y} p^{2}}{4 \pi^{2} M^{2}}\left[J_{n} J_{n+2} \cos \left(2 \psi^{\prime}-\delta\right)-J_{n} J_{n-2} \cos \left(2 \psi^{\prime}+\delta\right)\right]\right\}
\end{aligned}
$$

with $\delta=\gamma_{t}-\gamma_{n}$ and the arguments of the Bessel functions, which are Qa, the angle $\psi^{\prime}$, and the constant $M$ have the same definition as in Chapter 2, and $k_{z}$ and $k_{x}$ are the ${\underset{\sim}{3}}$ and $e_{1}$ components of the scattered wave-vector, respectively.
III. Symmetry Analysis.

In this section, an analysis of the symmetries involved in the scattering pattern of an absorptive chiral structure is carried out. It is clear that since the coefficients appearing in Equation (5) are different for each term, each one of them in turn must show all the symmetry behavior of the overall scattering pattern. Therefore it will be sufficient to do the analysis for only one of the terms in expression (5). Here we will do this for the term:

$$
\frac{k_{x} k_{z} P^{2}}{4 \pi^{2} M^{2}}\left[J_{n} J_{n-2} \sin \left(2 \psi^{\prime}+\left(\gamma_{\tau}-\gamma_{n}\right)\right)-J_{n} J_{n+2}\right.
$$

$$
\begin{equation*}
\left.\sin \left(2 \psi^{\prime}-\left(\gamma_{\epsilon}-\gamma_{n}\right)\right)\right] \tag{6-2}
\end{equation*}
$$

In all the correction terms, the use of a general polarizability has the effect of introducing phase changes $\left(\gamma_{t}-\gamma_{n}\right)$ in the trigonometric functions of the scattering angle $\psi$ and related angles $\psi^{\prime}$. These phase shifts are related to the scattering patterns which show differential scattering intensities in more restricted and smaller domains of the scattering angle $\psi$ as discussed above. It is therefore clear that the new symmetry properties must be contained in the crossed terms of $t$ and $\underset{\sim}{n}$, and consequently, our analysis does not have to consider the contribution to the scattering intensities of the purely tangential solution given in Chapter 2. Figure 4 shows a diagrammatic description of the symmetries involved in the differential and total anomalous scattering. The lines drawn from the scatterer to the plane A represent actual directions of the wave vector of the scattered light. Any point in the plane, therefore, where nonvanishing differential or total scattering is observed, can be described completely by the coordinates $\left(k_{x}, k_{z}\right)$, its sign of polarization (in the case of the differential scattering), and the observed intensity at that point. One sees that the point 0 represents an inversion point for the pattern in plane $A$, the differential or total scattered intensities of the point $\left(k_{x}, k_{z}\right)$ being the same as that of $\left(-k_{x},-k_{z}\right)$, and that of $\left(-k_{x}, k_{z}\right)$ being the same as that of $\left(k_{x},-k_{z}\right)$. Through our symmetry analysis of the differential scattering, we should be able to show the

Figure 4. Graphic depiction of the antisymmetry involved in the anomalous scattering of plane or circularly polarized light by a chiral structure. The plane A can be a photographic plate, for example. The point 0 labels the direction of forward scattering and it represents an inversion point for the intensities recorded at the plate.

existence of the following properties: (a) when the polarizabilities are purely real or imaginary, the patterns must be invariant for a change of $k_{x} \rightarrow-k_{x}$ and will also be invariant for a change $k_{z} \rightarrow-k_{z}$; (b) when the polarizabilities are complex, the equations should be invariant only for a simultaneous transformation of $k_{x} \rightarrow-k_{x}$ and $k_{z} \rightarrow-k_{z}$; (c) the zeroth-layer line is completely symmetric to independent changes of $k_{x} \rightarrow-k_{x}$ and to changes of $k_{z} \rightarrow-k_{z}$ regardless of the use of complex polarizabilities: (d) the total scattering shows the same asymmetric behavior as the differential scattering. Equation (6) can be rewritten as:

$$
\begin{align*}
& \frac{k_{x} k_{z}}{4 \pi^{2} M^{2}} p^{2}\left\{\left(J_{n-2} J_{n}-J_{n} J_{n+2}\right) \sin 2 \psi^{\prime} \cos \delta+\left(J_{n-2} J_{n}+J_{n} J_{n+2}\right)\right. \\
& (7-1)  \tag{7}\\
& \left.\quad \cos 2 \psi^{\prime} \sin \delta\right\}
\end{align*}
$$

Equation (7) has the general form:

$$
\mathrm{C}_{1 x} \mathrm{C}_{12} \mathrm{P}_{1} \mathrm{~B}_{1} \cos \delta+\mathrm{C}_{2 x} \mathrm{C}_{22} \mathrm{P}_{2} \mathrm{~B}_{2} \sin \delta
$$

where $C$ stands for coefficient, $P$ for phase $\left(\sin 2 \psi^{\prime}\right.$ or $\cos 2 \psi^{\prime}$ in this case) and B for the combination of Bessel functions.

For light incident along $\underset{\sim}{e} 2$ (see Chapters 2 and 3 ), the argument of the Bessel functions (Qa) is given by:

$$
Q a=\frac{2 \pi a}{\lambda}\left(\frac{2-\lambda^{2} n^{2}}{p^{2}}-2\left(1-\frac{\lambda^{2} n^{2}}{p^{2}}\right) \frac{1 / 2}{\sin \psi}\right)^{1 / 2}
$$

Now, when $k_{x} \rightarrow-k_{x}$ then $\psi \rightarrow 180-\psi$ and $\psi^{*} \rightarrow 180-\psi^{*}$. So we see that $Q a$ and therefore the Bessel terms (B's) are invariant to changes of $k_{x} \rightarrow-k_{x}$. The transformation $k_{z} \rightarrow-k_{z}$ implies $n \rightarrow-n$ but since this term appears squared in the expression above, Qa is also invariant to changes of $k_{z} \rightarrow-k_{z}$. However, the transformation $k_{z} \rightarrow-k_{z}$ has an effect in the term $B$ through the order $n, n-2, n-4$, etc., appearing in each of the Bessel functions. Finally, since $\psi^{\prime}=\psi^{*}+\pi / 2$ then the transformation $k_{x} \rightarrow-k_{x}$ will certainly affect the term $p$ although it will be invariant to the transformation $k_{z} \rightarrow-k_{z}$. In what follows we will analyze the transformation properties of expression (7) when $k_{x} \rightarrow-k_{x}$ and $k_{z} \rightarrow-k_{z}$.

1) term $7-1$ : for $k_{x} \rightarrow-k_{x}$
a). $C_{1 x} \rightarrow-C_{1 x}$
b) $\mathrm{C}_{1 z} \rightarrow+\mathrm{C}_{1 z}$ (invariant).
c) $B_{1} \rightarrow B_{1}$ (invariant).
d) Since: $\sin 2 \psi^{\prime}=\sin 2\left(\psi^{*}+\pi / 2\right)=-\sin 2 \psi^{*}$ and: when $k_{x} \rightarrow-k_{x}$ then $\psi^{*}=180-\psi^{*}$ we have $-\sin 2 \psi^{*}=-\sin 2\left(180-\psi^{*}\right)=\sin 2 \psi^{*}$. So: $\mathrm{P}_{1} \rightarrow-\mathrm{P}_{1}$

$$
\text { for } k_{z} \rightarrow-k_{z}
$$

a) $C_{1 x} \rightarrow C_{1 x}$ (invariant).
b) $\mathrm{C}_{12} \rightarrow-\mathrm{C}_{12}$
c) $P_{1} \rightarrow P_{1}$ (invariant).
d) Since $n=0$ is the zeroth layer line, we take, for example:

$$
\left.\begin{array}{lc}
k_{z}: n=1 & J_{-1} J_{1}-J_{3} J_{1} \\
-k_{z}: n=-1 & J_{-3} J_{1}-J_{1} J_{-1}
\end{array}\right\} \begin{aligned}
& \\
& \text { So } B_{1} \rightarrow-B_{1}
\end{aligned}
$$

2) term $7-2$ : for $k_{x} \rightarrow-k_{x}$
a) $\mathrm{C}_{2 \mathrm{x}} \rightarrow-\mathrm{C}_{2 \mathrm{x}}$
b) $\mathrm{C}_{2 z} \rightarrow \mathrm{C}_{2 z}$ (invariant)
c) $\mathrm{B}_{2} \rightarrow \mathrm{~B}_{2}$ (invariant)
d) Since: $\cos 2 \psi^{\prime}=\cos 2\left(\psi^{\prime \prime}+\pi / z\right)=-\cos 2 \psi^{*}$ and: $\mathrm{k}_{\mathrm{x}} \rightarrow-\mathrm{k}_{\mathrm{x}} \neq \psi^{*} \rightarrow 180-\psi^{*}$ then: $-\cos 2 \psi^{*} \rightarrow-\cos 2 \psi^{*}$

So: $P_{1} \rightarrow P_{1}$ (invariant)
for $k_{2} \rightarrow-k_{z}$
a) $\mathrm{C}_{2 \mathrm{x}} \rightarrow \mathrm{C}_{2 \mathrm{x}}$ (invariant)
b) $\mathrm{C}_{2 z} \rightarrow-\mathrm{C}_{2 z}$
c) $P_{1} \rightarrow P_{1}$ (invariant)
d) $\mathrm{k}_{\mathrm{z}}: \mathrm{n}=1$

$$
\left.\begin{array}{l|}
J_{1}^{J}{ }_{-1}+J_{3} J_{1} \\
J_{-1} J_{-3}+J_{1} J_{-1}
\end{array}\right\} \begin{aligned}
& \text { So: } B_{1} \rightarrow B_{1} \\
& \text { (invariant) }
\end{aligned}
$$

It can be shown that the above term, under the double reflexion $(x \rightarrow-x ; z \rightarrow-z)$, transforms as:

$$
\begin{align*}
& \mathrm{C}_{1 x} \mathrm{C}_{12} \mathrm{P}_{1} \mathrm{~B}_{1} \cos \delta+\mathrm{C}_{2 x} \mathrm{C}_{2 z} \mathrm{P}_{2} \mathrm{~B}_{2} \sin \delta \\
& \binom{+}{\downarrow}\left[\begin{array}{l}
+ \\
+ \\
-
\end{array}\right]\binom{+}{\downarrow}\left[\begin{array}{l}
+ \\
\downarrow \\
-
\end{array}\right]  \tag{8}\\
& \binom{+}{\downarrow}\left[\begin{array}{l}
+ \\
\downarrow \\
-
\end{array}\right]\left(\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right)\left[\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right]
\end{align*}
$$

where the terms affected by changes of $k_{z} \rightarrow-k_{z}$ are shown in square brackets while the ones affected by changes of $k_{x} \rightarrow-k_{x}$ are shown in parentheses. From expressions
and (7) we see the term $(7-1)$ is symmetric with respect to changes of $k_{x} \rightarrow-k_{x}$ as well as to changes of $k_{z} \rightarrow-k_{z}$, whereas (7-2) is antisymmetric with respect to either of these transformations. This different behavior of the two terms is responsible for the asymmetry observed in the differential patterns. When the polarizabilities are purely real, then $\delta=0$, and the asymmetric term vanishes, leaving only the term (7-1) invariant to changes $k_{x} \rightarrow-k_{x}$ as well as to changes in $k_{z} \rightarrow-k_{z}$. Similarly, when purely imaginary polarizabilities are used, this means that $\gamma_{t}=$ $\left(2 n_{t}+1\right) \pi / 2$ and $\gamma_{n}=\left(2 n_{n}+1\right) \pi / 2$ for $n_{t}, n_{n}=0,1,2$ . . therefore the difference $\delta \equiv \gamma_{\tau}-\gamma_{n}=2\left(n_{t}-n_{n}\right) \pi / 2$ and $\sin \delta \equiv 0$, leaving also in this case only the symmetric terms. When the polarizabilities involved are complex, it is clear from (7) that the term will still be symmetric for
the simultaneous transformation $\left(k_{x} \rightarrow-k_{x} ; k_{z} \rightarrow-k_{z}\right)$. Finally, in the zeroth-layer line, even though the polarizabilities might be complex, this term vanishes, either because $k_{z}=0$ in the zeroth layer line, or because the Bessel term $B$ evaluated at $n=0$ vanishes. Expression (7) contains, therefore, all the antisymmetric properties depicted by the differential scattering pattern. The other terms in Equation (5) can be analyzed in an identical fashion as was the term of Equation (6). All of them show the same antisymmetric behavior for the simultaneous reflexion $\left(k_{x} \rightarrow-k_{y} ; k_{z} \rightarrow-k_{z}\right)$. In what follows, we indicate the symmetry transformation of the terms of expression (5) under this double reflexion.

The $k_{x}^{2}$ - term transforms:

$$
\begin{aligned}
& C_{1 x} P_{1} B_{1} \cos \delta+C_{2 x} P_{2} B_{2} \sin \delta \\
& \left(\begin{array}{l}
+ \\
+ \\
+
\end{array}\right)\left(\begin{array}{l}
+ \\
+ \\
+
\end{array}\right)\left[\begin{array}{l}
+ \\
+ \\
+
\end{array}\right] \quad\left(\begin{array}{c}
+ \\
+ \\
+
\end{array}\right)\left(\begin{array}{l}
+ \\
+ \\
-
\end{array}\right)\left[\begin{array}{l}
+ \\
+ \\
-
\end{array}\right]
\end{aligned}
$$

The $k_{x} k_{y}$ - term transforms:

$$
\begin{aligned}
& C_{1 x} P_{1} B_{1} \cos \delta+C_{2 x} P_{2} B_{2} \sin \delta \\
& \binom{+}{\downarrow}\binom{+}{\downarrow}\left[\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right]
\end{aligned}
$$

The $k_{y}^{2}$ - rerm transforms:

$$
\begin{aligned}
& C_{1} P_{1} B_{1} \cos \delta+C_{2} P_{2} B_{2} \sin \delta \\
& \left(\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right)\left(\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right)\left[\begin{array}{c}
+ \\
\downarrow \\
+
\end{array}\right]
\end{aligned}
$$

The $k_{y} k_{z}$-term transforms:

$$
\begin{aligned}
& \mathrm{C}_{12} \mathrm{P}_{1} \mathrm{~B}_{1} \cos \delta+\mathrm{C}_{2 z} \mathrm{P}_{2} \mathrm{~B}_{2} \sin \delta \\
& {\left[\begin{array}{l}
+ \\
\downarrow \\
-
\end{array}\right]\left(\begin{array}{l}
+ \\
+ \\
+
\end{array}\right]\left[\begin{array}{l}
+ \\
\downarrow \\
-
\end{array}\right]}
\end{aligned}
$$

The $k$ - independent term transforms:

$$
\begin{aligned}
& \mathrm{P}_{1} \mathrm{~B}_{1} \cos \delta-\mathrm{P}_{2} \mathrm{~B}_{2} \sin \delta \\
& \left(\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right)\left[\begin{array}{l}
+ \\
\downarrow \\
+
\end{array}\right] \\
& \binom{+}{\downarrow}\left[\begin{array}{l}
+ \\
\downarrow \\
-
\end{array}\right]
\end{aligned}
$$

From the above results, therefore, it is clear that all the terms in Equation (5) show the same antisymmetric behavior under the simultaneous reflexion $\left(k_{x} \rightarrow-k_{x}\right.$; $k_{z} \rightarrow-k_{z}$ ). Their symmetry diagrams characterize uniquely the reaction of the helix to opposite circularly polarized

Iight near the absorption band. Essentially, the same findings are applicable to the symmetry properties of the total scattering (see Figure 1). The correction terms for the total $\left(I_{L}+I_{R}\right)$ scattering can be obtained from expression (3). Squaring the amplitudes of opposite circular polarization and adding them, after some algebra, we obtain a formal expression for the correction term as:

$$
\begin{align*}
& I_{L}+I_{R}=2 A^{2}\left\{R_{n}^{2} \iint e^{i \Delta \underset{\sim}{k} \cdot\left(\underset{\sim}{r}-{\underset{\sim}{r}}^{\prime}\right)}\left(\underset{\sim}{n} \cdot{ }_{\sim}^{r}{\underset{\sim}{1}}_{1}\right)\left(n \cdot e_{1}\right)\right. \\
& {\left[\underset{\sim}{n} \cdot(\underset{\sim}{1}-\underset{\sim}{\hat{k}} \hat{\sim})_{\sim}^{n}{\underset{\sim}{n}}^{\prime}\right] d \theta d \theta \text {. }}  \tag{9}\\
& +2 R_{t} R_{n} \int \rho \cos \left(\Delta \underset{\sim}{k} \cdot\left(\underset{\sim}{r} \underset{\sim}{r}{ }^{\prime}\right)+\left(\gamma_{t}-\gamma_{n}\right)\right)\left(\underset{\sim}{t} \cdot{\underset{\sim}{1}}_{1}\right) \\
& \left.\left(\underset{\sim}{n}{ }^{\prime} \cdot{\underset{\sim}{1}}_{1}^{e}\right)\left[{\underset{\sim}{n}}^{\prime} \cdot(\underset{\sim}{1}-\underset{\sim}{\hat{k}} \hat{\sim}) \cdot \underset{\sim}{t}\right] d \theta d \theta^{\prime}\right\}
\end{align*}
$$

where $\underset{\sim}{n}{ }^{\prime}$ and $\underset{\sim}{n}$ indicate the dependence of the normal axes with respect to variables $\theta^{\prime}$ and $\theta$, respectively.

Equation (9) shows that the total scattering involves a cross-term of the values of the polarizability along the two axes $\underset{\sim}{t}$ and $\underset{\sim}{n}$, and includes the phase difference $\delta \equiv$ $\left(\gamma_{t}-\gamma_{n}\right)$; this accounts for the antisymmetry shown by the total scattering patterns. Clearly, if the polarizability is spherically symmetric, then the phase changes $\left(\gamma_{t}-\gamma_{n}\right)$, $\left(\gamma_{t}-\gamma_{p}\right)$, etc., will all vanish and the patterns will regain their symmetry. This behavior is indeed shown in Figure 5,

Figure 5. Polar plots for the total scattering for a helix with the same structural parameters as those of Figure 1 but possessing a spherically symmetric polarizability with $\lambda_{0 t}=\lambda_{0 p}=\lambda_{0 n}=0.85$; band strengths $=1.0 ;$ and band widths $=0.15$. The CIDS patterns are all zero. The total scattering appears symmetric as expected (see text).

where all three principal values of the polarizability are identical. The total scattering patterns appear symmetric, while the differential scattering patterns vanish as expected from our discussion in Chapters 2 and 3.

All the results obtained in this section are completely general and independent of the particular choice of the polarizability. In the following section, an analysis will be presented on the dispersion dependence of the differential scattering intensities for the case of a Lorentzian-shaped polarizability. The asymmetry of the polarizability will be related to the position of the absorption band with respect to the wavelength of the incident light.

Although the details of the expansions are only valid for this particular case, most of the conclusion will be valid for a Gaussian-shaped band as well.
IV. The Dispersion Dependence of the Scattering

Intensities.
We have shown above that the use of complex polarizabilities, i.e., allowing for the scatterer to possess absorptive as well as refractive properties, has the effect of producing scattering patterns which are quite asymmetric. Indeed, the axis defined by the direction of incidence of light is a $C_{2}$-axis only for the zeroth layer line; the
remaining layer lines have lost their biaxial symmetry in the direction $270^{\circ}-90^{\circ}$ (see figures).

In all the computations we have presented, the simple harmonically bound electron model has been used for the dispersion properties of the polarizability. Here, starting from expression (1), we will derive the wavelength dependence of the scattering intensities for this Lorentzian-shaped polarizability. Expression (1) can be rewritten as:

$$
\begin{align*}
\alpha & =f\left(\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda^{2}}\right) /\left[\left(\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda^{2}}\right)^{2}-\frac{\Delta \lambda^{2}}{\lambda^{2}\left(\lambda_{0}^{2}-\left(\frac{\Delta \lambda}{2}\right)^{2}\right)^{2}}\right]  \tag{10}\\
& -\frac{\text { if } \Delta \lambda}{\lambda\left(\lambda_{0}^{2}-\left(\frac{\Delta \lambda}{2}\right)^{2}\right)} /\left[\left(\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda^{2}}\right)^{2}-\frac{\Delta \lambda^{2}}{\lambda^{2}\left(\lambda_{0}^{2}-\left(\frac{\Delta \lambda}{2}\right)^{2}\right)^{2}}\right]
\end{align*}
$$

From this expression we see that in resonance, $\lambda_{0}=\lambda$, and the polarizability becomes purely imaginary. In view of the results presented above, for wavelengths of light corresponding to the center of the absorption band, completely symmetric scattering patterns must be observed for $I_{L}-I_{R}$ as well as for $I_{L}+I_{R}$, if the polarizability has a single absorption band common to all axes. Away from the absorption band the anomalous behavior of the scattering disappears. We must show, therefore, that the phase difference $\delta=\left(\gamma_{\tau}-\gamma_{n}\right)$ responsible for the antisymmetry of the patterns,
vanishes at wavelengths far outside the absorption bands. To demonstrate this we compare the polarizability $\alpha=R(\cos \gamma-i \sin \gamma)$ with Equation (10) to obtain an expression for the phase angle $\gamma$ :

$$
\tan \gamma=\frac{\frac{-\Delta \lambda}{\lambda\left(\lambda_{0}^{2}-[\Delta \lambda / 2]^{2}\right)}}{\left(\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda^{2}}\right)}
$$

Since $\Delta \lambda / 2 \ll \lambda_{0}$, then

$$
\tan \gamma=\frac{(\Delta \lambda) \lambda}{\lambda_{0}^{2}-\lambda^{2}}
$$

Away from the absorption band we can expand around $\lambda_{0} / \lambda:$

$$
\tan r=\gamma=-\frac{\Delta \lambda}{\lambda}\left(1+\frac{\lambda_{0}^{2}}{\lambda^{2}}+\frac{\lambda_{0}^{4}}{\lambda^{4}}+\cdot \cdot\right) \approx-\frac{\Delta \lambda}{\lambda}
$$

(away from the absorption band)

Again $\Delta \lambda / \lambda \ll 1$, since, in general, the width of the bands spans over a restricted domain.

$$
\begin{align*}
\delta \equiv & \left(\gamma_{t}-\gamma_{n}\right) \cong \frac{1}{\lambda}\left(\Delta \lambda_{n}-\Delta \lambda_{t}\right) \approx 0 \\
& (\text { away from the absorption band) } \tag{11}
\end{align*}
$$

This is the result we were seeking. It predicts that far away from the absorptive band the antisymmetric terms (proportional to sind) vanish, rendering compeltely symmetric patterns of scattering. Figures 6 and 7 show in fact that this is the case. (See details in figure captions.) By using essentially the same approximations, it can be shown from Equation (10) that away from resonance:

$$
\operatorname{Re} \alpha=\frac{f}{1-\frac{\Delta \lambda^{2}}{\left(\lambda^{2}-\lambda_{0}^{2}\right) \lambda_{0}^{2}}} \approx f\left(1+\frac{C_{\lambda_{0}}^{2}}{\lambda^{2}-\lambda_{0}^{2}}\right)
$$

with $C_{\lambda_{0}}^{2}=\frac{\Delta \lambda^{2}}{\lambda_{0}^{2}}$

And in a similar fashion:

$$
\begin{aligned}
\operatorname{Im} \alpha & =\frac{-f \Delta \lambda}{\left(\lambda^{2}-\lambda_{0}^{2}\right){ }_{0}^{2}\left(i-\frac{\Delta \lambda 2}{\left(\lambda^{2}-\lambda_{0}^{2}\right) \lambda_{0}^{2}}\right.} \\
& \approx-\frac{f C_{\lambda_{0}}}{\lambda \lambda_{0}\left(\lambda^{2}-\lambda_{0}^{2}\right)}\left(1+\frac{C_{\lambda_{0}}^{2}}{\left(\lambda^{2}-\lambda_{0}^{2}\right)}\right)
\end{aligned}
$$

Comparing the last two expressions, we obtain:

Figure 6. Plots of CIDS and total scattering for the +1 , 0 , and - 1 layer lines for a helix of $p=12$, $R=0.6, L=20$ turns. The wavelength of 1 ight $W=6.0$ coincides with the center of the tangential band $\left(\lambda_{0 t}\right)$ and is close to the perpendicular $\lambda_{0 p}=6.20$ and the normal band $\lambda_{0 n}=5.00$. The band strengths are 1.0 for all three bands and the width is 0.30 . Notice that the +1 and the - 1 layer lines are asymmetric for the CIDS as well as the total scattering.
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Figure 7. Equivalent plots to those of Figure 6 for the same ratios of pitch/wavelength and radius/ wavelength and the same band positions. However, the wavelength of light is $W=10.0$, i.e., away from any of the absorption bands of the scatterer. The widths and strengths of the bands are the same as in Figure 6. CD/MAX indicates that the CIDS intensities have been normalized to 1.0 in this case and therefore cannot be compared to the CIDS values of Figure 6 on a quantitative basis. The patterns as discussed in text are all symmetric.


$$
\begin{equation*}
\operatorname{Im} \alpha=\frac{\mathrm{C}_{\lambda_{0}}}{\lambda \lambda_{0}\left(\lambda^{2}-\lambda_{0}^{2}\right)} \operatorname{Re} \alpha \tag{12}
\end{equation*}
$$

From this last expression we see that in a first approximation, away from resonance, the contribution of the imaginary part of the polarizability to the scattered fields is of the order of $\lambda^{-4}$ times smaller than that of the real part. Therefore the imaginary part will not contribute significantly to the scattering for regions of the spectrum outside of the absorption band.
V. Discussion.

The asymmetry observed in the scattering patterns is the result of having chosen for the scatterer a general polarizability. As discussed in Chapter 2, this choice implies that in calculating the CIDS, the dispersion dependence of the polarizability cannot be cancelled when the CIDS ratio is taken. The effect is to make the calculated differential scattering intensities, as well as the total scattering, dependent on the absorptive properties of the scatterer. This behavior is a manifestation of "anomalous scattering" described in crystallography. ${ }^{3}$ Thus, Friedel's law of symmetry of the scattered intensities above and below the equator of the diffraction pattern is violated when the wavelength of the incident radiation falls inside the absorption band of some of the scattering
elements in the lattice. As the wavelength of light moves away from the absorption band, the asymmetry gradually disappears to eventually recover the symmetry of the pattern far away from resonance. However, the antisymmetry shown by the absorptive helix is a property peculiar to the geometry and symmetry of the scatterer studied. In this way, whereas the symmetry of the scattering patterns is a general manifestation of anomalous scattering, the antisymmetry shown by the patterns is peculiar to the highly symmetric chiral scatter discussed.

It is well known that the phenomenon of anomalous scattering is used in crystallography as a method to determine the absolute configuration of the scatterers and to recover the phases of the scattered fields. ${ }^{4}$ In Figure 8 the CIDS of a left-handed helix for layer lines $+1,0$, and -1 is depicted. It should be compared with the corresponding layer lines in Figure 1 . It is seen that the total scattering has a reflection plane defined by the direction of the incident light, and perpendicular to the plane of the figure. The CIDS, on the other hand, gets reflected through this plane and also changes sign when a transformation from a right- to a left-handed helix is done. This effect is important, since it can immediately be used to determine the sense of the helix. Shown in Figure 9 is the effect on the scattering of light incident perpendicular to the helix axis and plane polarized first along this
Figure 8. The effect of going from a right- to a lefthanded helix can be observed by comparing this figure to Figure 1. A left-handed helix is obtained by using a negative pitch $(P=3.6$ in this case). Everything else is the same as in Figure 1. The total intensities get reflected through a plane containing the $270^{\circ}-90^{\circ}$ axis and perpendicular to the plane of the figure, whereas the CIDS is reflected and has changed sign. The zero layer line is the same in both the CIDS and the total scattering but the sign of the CIDS is changed.

$\begin{array}{ll}P=-3.6 & R=1.10 \\ W=1.00 & L=20.0\end{array}$
$\begin{array}{lll}W 81.00 ~ L 820.0 ~ & 0.00\end{array}$
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Figure 9. The figure illustrates the fact that plane polarized light can be used to determine the handedness of an oriented scatterer when the wavelength of light falls within an absorption band. Only the +1 layer line is shown. The zero layer lines are symmetric and indistinguishable for right- and left-handed helices.

axis (IPOLZ) and then perpendicular to it (IPOLX). Again here the scattered intensities are asymmetric and different for the two different polarizations. For a left-handed helix the patterns invert as expected.

Anomalous scattering is a phenomenon known to be independent of the state of polarization of the incident radiation, and therefore independent of the symmetry properties of the polarizability. On the other hand, we have shown that the assumption of spherically symmetric polarizabilities in our case eliminates all the anomalous behavior of the scatterer. The reason for this apparent conflict is that anomalous scattering is independent of the symmetry properties of the polarizability only when some, but not 211, of the scattering elements of the unit cell are anomalous scatterers. If all of them are anomalous scatterers, then the violations of Friedel's Law will take place only if the polarizability of the scatterers is nonspherically symmetric. ${ }^{5}$ This last case corresponds to our choice for the helix. It must be pointed out that the model of absorptive scattering that has been described above must still be described as FORM-CIDS, ${ }^{6}$ since no asymmetrically coupled radiation elements have been included in the model.

Qualitatively, the asymmetry observed in the scattering patterns is the result of a breakdown in the symmetry of the form contribution to the scattering. By allowing absorption bands to be present along the optical axes of
the polarizability, the helix scatters with a different efficiency, according to the position of the point in the scatterer excited by the front wave of the incident radiation. The symmetry observed in the nonabsorptive case corresponds to equal scattering efficiency of the points on the scatterer. The dispersive equations derived for the CIDS in this paper should give information about the handedness of the helical (chiral) structure as well as about the symmetry properties of the polarizability.
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## Chapter 5

## CORRECTION OF THE INTERNAL FIELD BY DIPOLE-DIPOLE INTERACTION

## I. Introduction.

In Chapters 2 to 4 the theory of the form-contribution to the CIDS of chiral molecules has been presented along with numerical calculations for different parameters of the scatterer. In Chapter 2, form-CIDS is obtained by using the first-Born approximation in the internal field, ${ }^{1}$ i.e., by identifying the internal field at any point in the scatterer, with the incident field. It was also shown that combining this approximation with the use of a uniaxial polarizability along a helix predicts a form-CIDS independent of the position and shape of the absorption bands of the scatterer. In Chapter 4, we were able to account for absorption band effects by using a general triaxial polarizability. Here, using a uniaxial (tangential) polarizability for a helix, we will correct the internal field, by taking into account the interaction among the dipoles induced in the scatterer. It will be shown that, in this case, the model will depend on the position and shape of the absorption bands.

In order to compare the results with those obtained in the preceding chapters, the calculations will be made for a helix of defined radius and pitch. However, an essential
difference between this model and those in the previous chapters is that, due to the nature of the dipole-dipole interaction, the distance between the dipoles must remain finite for the interaction to remain bounded. Therefore, a discontinuous helical array of point dipoles equally spaced will replace the continuous scatterer of before.
II. The dipole-dipole interaction.

In Chapter 2, we saw that the scattered electric field at a point in space is given by the superposition of the radiation fields of the dipoles induced in the scatterer. In all derivations then, the effective perturbing field at a given point-polarizable group was assumed to be the incident field $\underset{\sim}{E}(\underset{\sim}{r})$. This is the first Born approximation for the local field. A rather more realistic approach to describe the mutual actions between the incident field and the polarizable points in the scatterer must take into account the energy of interactions between the dipoles induced along the field. This energy takes the form: ${ }^{2,3}$

$$
\begin{equation*}
V_{i j}=\underset{\sim}{\mu} \cdot\left[\frac{\underset{\sim}{3}}{r_{i j}}-3 \frac{{\underset{\sim}{r}}_{i j} \underset{\sim}{\underset{\sim}{r}}}{r_{i j}^{5}}\right] \cdot \underset{\sim}{\mu} \tag{1}
\end{equation*}
$$

where $\underset{\sim}{\underset{i j}{r}}$ is the unit distance vector between the two dipoles $\underset{\sim}{\mu}{ }_{j}$ and ${\underset{\sim}{j}}$. Expression (1) has the form: ${ }^{4}$

$$
V_{i j}=\underset{\sim}{\mu} \underset{i}{\bullet} \underset{\sim}{T} i j \cdot{ }_{\sim}^{\mu} j
$$

where $\underset{\sim}{T} \mathrm{~T}_{\mathrm{j}}$ is called the dipole interaction tensor. $V_{i j}$ can be interpreted as the potential energy of dipole i in the field created by dipole $j$ :

$$
\begin{equation*}
V_{i j}={\underset{\sim}{\mu}}_{i} \cdot{\underset{\sim}{E}}_{j}(\underset{\sim}{r}) \tag{2}
\end{equation*}
$$

From the last two expressions, we obtain:

$$
\begin{equation*}
\underset{\sim}{E} \underset{j}{ }(\underset{\sim}{r})=\underset{\sim}{T} i j \cdot \underset{\sim}{\mu} \tag{3}
\end{equation*}
$$

Our next step is to write the induced dipole at group i as: ${ }^{5}$

$$
\begin{equation*}
\underset{\sim}{\mu} i={\underset{\sim}{\alpha}}_{\alpha} \cdot{\underset{\sim}{E}}^{(0)}(\underset{\sim}{r} i)-\sum_{j \neq i}^{N} \underset{\sim}{\alpha} \underset{i}{ } \cdot{\underset{\sim}{j}}_{j}(\underset{\sim}{r}) \tag{4}
\end{equation*}
$$

where $\underset{\sim}{\alpha} \underset{i}{ }$ is the polarizability tensor of group i, $\underset{\sim}{E}{ }^{(0)}\left(\underset{\sim}{r}{ }_{i}\right)$ is the applied field at position $\underset{\sim}{r}$ and $\underset{\sim}{E} \underset{\sim}{(\underset{\sim}{r}})$ has the meaning given above. Substituting (3) in (4),

Strictly speaking, Equation (5) constitutes a set of N linear equations, whose simultaneous solutions render the dipole induced in group i. In practice, the dipole induced at group $j$ is approximated by:

$$
\underset{\sim}{\mu} j=\underset{\sim}{\alpha} j \cdot \underset{\sim}{E}(0)(\underset{\sim}{r})
$$

so that (5) becomes:

$$
\begin{equation*}
{\underset{\sim}{\mu}}_{i}=\underset{\sim}{\alpha} \dot{i} \cdot\left\{\underset{\sim}{E}(0)(\underset{\sim}{r})-\sum_{j \neq i}^{N} \underset{\sim}{T} i \mathfrak{i} \cdot \underset{\approx}{\alpha} j \cdot{\underset{\sim}{E}}^{(0)}(\underset{\sim}{r})\right\} \tag{6}
\end{equation*}
$$

The term in parenthesis in Equation (6) is the "corrected field" we were seeking. It says that the "effective" field at group i is given by the linear combination of the applied field and the fields caused by the electric dipoles that were induced at all the other groups, by the same initial field. The result is therefore to go from an external field to a "local" field description.

It was shown in Chapter 1 that the scattered electric field is proportional to the induced dipole and therefore from Equation (6) we can write:

$$
\begin{aligned}
& {\underset{\sim}{s c a t t}}=\frac{e^{i k r} k^{2}}{4 \pi r}\left(\underset{\sim}{1}-\underset{\sim}{k} / k^{2}\right) \cdot \sum_{n=1}^{N} e^{i k} \cdot r_{n}
\end{aligned}
$$

A helical array of point dipoles can be described by:

$$
\begin{equation*}
\underset{\sim}{r} n=\frac{a}{M} \cos \left(n \theta_{0}\right) \underset{\sim}{i}+\frac{a}{M} \sin \left(n \theta_{0}\right) \underset{\sim}{j}+\frac{\operatorname{Pn} \theta_{0}}{2 \pi} \underset{\sim}{k} \tag{8}
\end{equation*}
$$

The polarizability of each group is defined now in terms of axis tangential to the helical array of these point dipoles, so that:

$$
\underset{\approx}{\alpha}{ }_{n}=\alpha_{n}{ }_{\sim n}{ }_{n \sim n}^{t}
$$

and

$$
\begin{equation*}
\underset{\sim}{t_{n}}=-\frac{a}{\bar{M}} \sin \left(n \theta_{0}\right) \underset{\sim}{i}+\frac{a}{M} \cos \left(n \theta_{0}\right) \underset{\sim}{j}+\frac{p}{2 \pi M} \underset{\sim}{k} \tag{9}
\end{equation*}
$$

where $M$ is a normalization constant defined in Chapter 2. $\theta_{0}$ is the angular separation between each polarizable point along the helix, and $n=1, \ldots, N$. In the case of the continuos scatterer, the polarizability $\left(\alpha_{t}\right)$ was defined per unit length. Accordingly, to define a polarizability for a point dipole we must set: $\alpha_{n}=\alpha_{t} \theta_{0} M$, where $\theta_{0} M$ is the distance between two dipoles expressed in radians. By writing $\underset{\sim}{r} j n=\underset{\sim}{r}{ }_{j}-\underset{\sim}{r} \underset{n}{ }$, Equation (7) becomes:

$$
\begin{align*}
& \left.\left.\left(\underset{\sim}{t}{ }_{j} \cdot \underset{\sim}{E}\right)(\underset{\sim}{t} \cdot \underset{\sim}{T} n j \cdot \underset{\sim}{t}) \theta_{0}^{2} M^{2} e^{-i \underset{\sim}{k}} 0 \cdot \underset{\sim}{r} j n\right]\right\} \tag{10}
\end{align*}
$$

with

$$
\underset{\sim}{F}=\frac{e^{i k r} k^{2}}{4 \pi r}\left(\underset{\sim}{1}-\underset{\sim}{k k / k^{2}}\right)
$$

From Equation (8), an expression for ${\underset{\sim}{~}}^{\mathrm{j}} \mathrm{jn}$ can be obtained and used with Equation (9) to get:

$$
\begin{align*}
& \underset{\sim}{\tau} \cdot \underset{\sim}{\tau} n j \cdot \underset{\sim}{\tau} \equiv A_{j n}=\frac{1}{D}\left\{a^{2} \cos \theta_{j n}+\frac{p^{2}}{4 \pi^{2}}-\right. \\
& \left.\frac{3\left(a^{2} \sin j n+\frac{p^{2}}{4 \pi^{2}} \theta j\right)^{2}}{1)^{2 / 3}}\right\} \tag{11}
\end{align*}
$$

where $\theta_{j n}=(j-n) \theta_{0}$ and

$$
D=\left[2 a^{2}\left(1-\cos \theta_{j n}\right)+\frac{p^{2}}{4 \pi^{2}} \theta_{j n}^{2}\right]^{3 / 2}
$$

Equation (11) allows us to write the summation on $j$ in Equation (10) in terms of $\theta_{j n}$ and the distance vector $\underset{\sim}{r} n^{\circ}$ This summation contains the interaction between each dipole and all the other dipoles induced in the scatterer. Next it can be easily seen that except for a few dipoles at both ends on the scatterer, the interaction of each dipole with all other dipoles is the same regardless of its position on the scatterer. This is true because of the symmetry of the array and because the dipole-dipole interaction, being a $1 / r^{3}$ interaction, is short-ranged enough so that not too many dipoles at both sides of a given group must be considered when the summation in $j$ is evaluated. Here we will explicitly neglect those "end effects" and regard the second summation in Equation (10) as independent of $n$. This approximation is of course valid if $N \gg 1$. In the limit of $N \rightarrow \infty$, the neglect of the end effects does not involve any approximation. The important point for us here is that neglecting the end effects amounts to separating the two summations in Equation (9). This is of great value for performing numerical computations. Equation (10) then becomes:

$$
\begin{align*}
& \left.\left.A_{j 0} \theta_{0}^{2} M^{2} e^{-i \underset{\sim}{k}} 0 \stackrel{\sim}{\sim} j q\right]\right\} \tag{12}
\end{align*}
$$

Where the second summation has been evaluated for say $n=q$. The first term in (12) has been already derived before in an equivalent way for the continuous helix. Here we will make use of (8) and (9) and write down the correction terms for the scattereed fields (second term in (12)).

For incidence along ${\underset{\sim}{e}}_{2}$, polarization along ${\underset{\sim}{e}}_{1}$ :

$$
\begin{align*}
& {\underset{\sim}{\text { scatt }}}_{\text {int }}=\sum_{n=1}^{N} e^{i\left(Q a \cos \left(n \theta_{0}-\psi^{*}\right)+\frac{\Delta k \sum_{2} P n \theta_{0}}{2 \pi}\right)}\left\{-\frac{a}{M} \sin \left(n \theta_{0}\right) e_{1}\right. \\
& \left.+\frac{a}{M} \cos \left(n \theta_{0}\right){\underset{\sim}{2}}_{2}+\frac{P}{2 \pi M} e_{\sim}\right)_{\substack{j=1 \\
j \neq q}}^{m} A_{j q^{2}} \alpha^{-\frac{2 \pi a}{\lambda}} i \sin \left(j \theta_{0}\right) \\
& \left(-\frac{a}{M} \sin \left(j \theta_{0}\right)\right) \theta_{0}^{2} M^{2} \tag{13a}
\end{align*}
$$

For incidence along $\underset{\sim}{e}$, polarization along ${\underset{\sim}{e}}_{3}$ :

$$
\begin{align*}
& \underset{\sim}{\text { E int }} \text { intt }=\sum_{n=1}^{N} e^{i\left(Q a \cos \left(n \theta_{0} \psi^{*}\right)+\frac{\Delta k_{z} \operatorname{Pn} \theta_{0}}{2 \pi}\right.}\left\{-\frac{a}{M} \sin \left(n \theta_{0}\right){\underset{\sim}{e}}_{1}\right. \\
& \left.+\frac{a}{M} \cos \left(n \theta_{0}\right) e_{\sim}{ }_{2}+\frac{p}{2 \pi M} e_{\sim}\right\} \sum_{\substack{j=1 \\
j \neq q}}^{m} A_{j q^{\prime}} \alpha^{2} e^{-\frac{2 \pi a i \sin \left(j \theta_{0}\right)}{\lambda}} \\
& (P / 2 \pi M) \theta_{0}^{2} M^{2} \tag{13b}
\end{align*}
$$

One final remark should be made here about Equation (12). This equation shows that the scattered field has the form of a linear plus a quadratic term in the polarizability, so that when these fields are squared and the CIDS ratio taken, the actual value of the polarizability will not cancel,
and the CIDS will depend on the position and shape of the absorption bands in the scatterer.
III. Numerical Calculations.

1) The transmission band.

A general result of the form-CIDS theory developed in Chapters 2-4 is that the CIDS in the forward direction is always zero, regardless of the geometrical and electronic properties of the scattexer. This result is still true when a general polarizability is used and the wavelength of light is within an absorption band of the scatterer. As explained in Chapter 2, when light interacts with, say, two groups, $i$ and $j$, two effects take place. First, each of the groups is perturbed by the incident field and in turn radiate or "scatter" light in all directions. Second, phase shifts between the wavelets originated in different groups in the scatterer introduce a diffraction phenomenon in this scattered field. This interference effect is a function of the relative position of the two groups, and is more pronounced as the wavelength of light approaches the distance between the scattering groups. In Figure 5 of Chapter 2, it was shown that the phase difference responsible for the interference phenomenon is given by the term $e^{i(\underset{\sim}{k}-{\underset{\sim}{N}}) \cdot}{\underset{\sim}{r}}^{r}$ appearing in all scattering equations. Indeed, $\left(\underset{\sim}{k}-{\underset{\sim}{x}}_{0}\right) \cdot \underset{\sim}{r}$ is the path difference traveled by light scattered from two different groups. Clearly, in the forward direction $\underset{\sim}{k}-\underset{\sim}{k} 0=0$ and
the phase difference vanishes. As a result, no diffraction phenomenon of the scattered fields takes place along the direction of the incident light. Since form-CIDS is a diffraction phenomenon, in the forward direction CIDS is unable to differentiate between two opposite handed structures. Indeed, let $i$ and $j$ be two similar groups in the scatterer. The scatterer field for incident right circularly polarized light can be written (through a proportionately constant $c$ ):

$$
{\underset{\sim}{E}}_{\mathrm{Scat} t}=c\left(\underset{\sim}{\alpha} \cdot \underset{\sim}{E} \mathrm{E}^{i \Delta \underset{\sim}{k} \cdot{\underset{\sim}{r}}^{i}}+\underset{\sim}{\alpha} \cdot \underset{\sim}{E} \mathrm{e}^{i \Delta \underset{\sim}{k} \cdot \underset{\sim}{r} j}\right)
$$

where ${\underset{\sim}{R}}^{R}$ is the amplitude of the incident field. For left circularly polarized light the scattered field is:

In the forward direction $\Delta \underset{\sim}{k}=\underset{\sim}{k}-{\underset{\sim}{x}}_{0}=0$ and it can be shown that:

$$
\left[\left(E_{L}^{s c a t t}\right)\left(E_{L}^{s c a t t}\right)^{*}-\left(E_{R}^{s c a t t}\right)\left(E_{R}^{s c a t t}\right)^{*}\right]_{\text {forward }}=0
$$

Result (14) shows that the forward form-CIDS obtained within the frame of the first-Born approximation lacks any diffraction contribution and therefore cannot give any information regarding the chiral array of the dipoles in the scatterex.

On the other hand, in the dipole coupling case of Equation (12), the scattered field for incident right ( $R$ ) and left (L) circularly polarized light is of the form (for groups $i$ and $j$ ):

Again, for forward scattering $\Delta \underset{\sim}{k}=0$; however, the dipoledipole interaction has introduced in expression (15) a phase difference proportional to the vector distance between group $i$ and $j$. When $I_{L}-I_{R}$ is obtained from (15), it can be shown that the expression is not zero. The result is that within the dipole-dipole approximation to the local field, interference in the forward direction is present and forward scattering should give information on the relative position of the dipoles. In particular, forward CIDS values carry information on the relative chiral orientations of the scattering dipoles.
2) Forward CIDS vs. CD.

An important point to make clear here is that the forward differential scattering intensities predicted by the dipole coupling model must not be interpreted as circular dichroism, since it is present regardless of the existence of an absorption band in the scatterer. Forward CIDS
is a purely diffraction phenomenon carrying an equivalent information to that given by $C D$, but not involving, as the latter, a differential absorption. Equation (12) shows that the phase difference responsible for the forward interference has the form:

$$
\left.i \frac{2 \pi}{\lambda} \right\rvert\, \underset{\sim}{r} j q\left(\underset{\sim}{\hat{k}_{0}} \cdot{\underset{\sim}{r}}^{r} q^{\prime}\right)
$$

where "^" label unit vectors. Clearly for $\lambda \gg|\underset{\sim}{r} j q|$, this phase difference tends to zero and the forward CIDS should vanish in the limit of $\lambda \rightarrow$ very large. On the other hand, if $\lambda$ is large the terms corresponding to groups very far apart so that $\left|\underset{\sim}{r}{ }_{q}\right| \sim \lambda$ will not contribute significantly,
 off quite fast with the distance between the dipoles. The two arguments presented above are the rationale of why, in most cases, the $C D$ signal measured in the forward direction will not be perturbed by a sizeable CIDS contribution. Only when the wavelength of light is not too large as compared to the distance between the groups, would the forward-CIDS contribute significantly to the observed CD. Some molecular arrays such as cholesteric liquid crystals ${ }^{6}$ or macromolecular aggregates ${ }^{7}$ seem to fulfill these requirements, showing huge ellipticities in the forward direction. When circularly polarized $X$-rays become available, forward CIDS intensities would be a powerful technique to determine the structure in chiral molecules.
3) Programming strategies.

Numerical computations to correct the scattering fields for a dipole-dipole interaction were carried out in the computer center of the Lawrence Berkeley Laboratory. In these calculations, Equations (13a) and (13b) were used, together with equivalent equations for the non-interacting fields of point dipoles in a helical array. The summations on $n$ in these equations were carried out to $n=360$ to obtain reasonably symmetric patterns. The summation on index $j$, labeling the range of dipole-dipole interation, was carried out from $j=-10$ to $j=+10$. This last choice was proven to be good enough, since the angular distance between the discrete dipoles was never smaller than $\theta_{0}=.3$ radians or $\sim 18$ degrees.

The program called COCO was set to obtain the value of the CIDS and total scattering for varied values of the scatterer's parameters and polarizabilities. (A listing can be seen in the appendix). The polarizabilities were chosen uniaxial along the tangent to the helical array. In all cases computed, a Lorentzian-shaped polarizability of the form:

$$
\alpha=\frac{f}{\left(\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda^{2}}\right)+\frac{i \Delta \lambda}{\lambda\left(\lambda_{0}^{2}-\frac{(\Delta \lambda)^{2}}{4}\right)}}
$$

was used, where $f$ and $\lambda_{0}$ are the strength and position of the absorption bands, respectively (see Chapter 4).
4) Results.

Figure 1 shows the total scattering and the CIDS for a helix of pitch $P=5.0$, radius $R=1.0$ and for wavelength of light $\lambda=.5$ and $\lambda_{0 t}=3.0$. The 1 ight is incident along the $270^{\circ}-90^{\circ}$ axis ( ${\underset{\sim}{2}}_{2}$-incidence). Only the zeroth layer line is shown. The strength of the band was chosen to be $f=.10$. The angular distance between the point dipoles is $\theta_{0}=.3$. As predicted by the theory, forward differential scattering is observed in the zeroth layer line. According to the discussion in the last section, the magnitude of the forward scattering depends on the relative size of the correction term with respect to the non-interaction part of the field. Figure 2 illustrates this effect for a helix of the same parameters as in Figure 1 , but with the band strength $f=.5$.

When $f \gg 1$ the dipole-dipole interaction term dominates and the scattering pattern becomes spherically symmetric. This result is general and valid for any combination of the structural parameters of the scatterer. For moderate values of the strength of the band, both terms in the field contribute to the scattering behavior.

In Figure 3 the effect of reducing the wavelength of light to the size of the distance between the dipoles in the scatterer is shown (see figure captions for details). It can be seen that the ratio $R / \lambda$ (in this case, greater than 3 ) still controls the number of zeros of the scattering pattern,

Figure 1. Polar plot of CIDS corrected for dipole-dipole interaction of a helix made out of discrete points, polarizable along the tangent to the helix and separated by an angular distance $\theta_{0}=.3$ radians. The helix parameters are: pitch $=5.0$, radius $=.1$, wavelength $=.5$, the band position $\lambda_{0 t}=3.0$ and the band strength $f=.1$. The main feature is the existence of a non-vanishing forward CIDS. There are many lobes alternating in sign but the negative ones in this case are too small to be seen in the figure.


Figure 2. Polar plot for the same helix as in figure 1, but with a band strength of .5. This means that the interaction term has grown in magnitude as compared to the contribution of the pure field. Notice that many zeros have disappear and the pattern moves towards the spherical symmetry found when $f \gg 1$ (not shown here). In the forward direction, the CIDS has increased significantly with respect to figure 1.


Figure 3. Polar plot of a helix of pitch $=10.0$, radius $=1.0$, wavelength $=$ distance between the polarizable points $=.3$. Notice the number of zeros of the scattering pattern which correlates with the ratio of radius/wavelength.

as found before for the form-CIDS.
In all cases studied, when $f \ll 1$, the form-CIDS contribution dominated. This served as an internal check in the program.

The effect of going through an absorption band is shown in Figure 4. The +1 and -1 layer lines are shown (the structural and electronic parameters are described in the caption of the figure). It can be seen that the antisymmetry described in the last chapter as characteristic of anomalous scattering is also present in this case. The results presented here are preliminary and by no means complete. Clearly, thorough analytical and numerical studies must be carried out to characterize the influence of the dipole-dipole coupling in the CIDS of a molecular system.
5) Liquid crystals.

In Chapter 2, the equations to describe the form-CIDS contribution of a helix for light incident along the helix axis were presented. The corresponding numerical computations, however, were not presented in Chapter 3. This case is of particular interst, for it can model some of the most striking effects observed in the optical activity of cholesteric liquid crystals. ${ }^{8}$ program PAN (see listing in appendix) was used to perform the calculations. For $P / \lambda=1$ and incidence along the helix axis, only three scattering directions in space are allowed: 1) in the back direction (reflexion), 2) the scattering perpendicular to the helix axis, and 3) in

Figure 4. Polar plot of the CIDS of the same helix as in figure 1 but now with the wavelength of the incident light within the absorption band of the scatterer. Notice that the pattern is asymmetric but shows the anomalous antisymmetry for layer lines equidistant from the in-plane scattering (zeroth layer line).

the forward direction (transmission). The latter is not present for the CIDS within the first Born approximation. When the pitch of the helix matched the wavelength of light, it was found that only one of the circular polarizations of the light was reflected. The other polarization was not reflected at all. The polarization reflected matched the handedness of the helix, so that CIDS in the backward direction is -1 for a right-handed helix (see Figure 5) and +1 for a left-handed helix. This effect is unique for the ratio $p / \lambda=1$ but is independent of the radius of the helix, which seems to affect only the relative size of the perpendicular intensities. The reflexion effect described above is precisely what is found in cholesteric liquid crystals ${ }^{8}$ (see also Chapter 1) for the reflexion band, when $P / \lambda=1$. In the cholesteric mesophases the radius $R$ has no meaning, of course, which is equivalent in our model to the independence of the result on the radius of the helix. The total scattering for the case just described can be seen in Figure 6. This figure shows that only three layer lines exist. The back scattering is found to be $50 \%$ of the forward scattering when $p / \lambda=1$. Since:

$$
I_{L}\left(0^{\circ}\right)+I_{R}\left(0^{\circ}\right)=2\left(I_{L}\left(180^{\circ}\right)+\left(I_{R}\left(180^{\circ}\right)\right)\right.
$$

and $I_{L}\left(180^{\circ}\right)=0$ and $I_{L}\left(0^{\circ}\right)=I_{R}(0)$. Then, it follows that:

$$
I_{R}\left(180^{\circ}\right)=I_{R}\left(0^{\circ}\right)
$$

Figure 5. Polar plot of the form CIDS of a helix for light incident along the helix axis. This is a plot of intensities vs. the polar angle, for a fixed value of the azimuthal angle $(\psi)$. The plane of the plot is therefore perpendicular to the plane of the polar plots of figures 1 to 4 . The pitch of the helix is 1.0 , radius $=2.0$ and the wavelength matches the pitch of the helix. Notice that CIDS $=-1$ for a right handed helix in the reflexion band. No form-CIDS is obtained in the forward direction.


Figure 6. The total scattering corresponding to the case of figure 5 . It shows that the transmitted intensity is twice as much as the reflected intensity. This result is only valid for $\mathrm{p} / \lambda=1$.

i.e., the polarization that matches the handedness of the helix is scattered in the forward and backward direction with the same intensity in the first Born approximation.

The equivalent transmission effects in liquid crystals, in which one of the polarizations of light, depending on the handedness of the helix, is mostly transmitted while the other is not at all, cannot be described by form-CIDS. At this point, we have made no calculations for the dipole coupling model of light incident along the helix axis.
IV. Conclusions.

In this chapter a correction of the internal field by a term of dipole-dipole coupling in the total and differential scattering of a helix has been presented. The scatterer was assumed to be made out of groups in a helical array, each one characterized by a uniaxial polarizability, tangential to the spatial curve described by the array.

In calculating the dipole correction, the number of dipoles affecting the local field at a given group was truncated. Furthermore, it was assumed that, due to the symmetry of the array, the field is independent of the position of the group, except for a few dipoles at both ends of the array, whose different behavior was effectively neglected in the model. This simplification was necessary in order to obtain simpler equations as well as to reduce the cost of the programming. The number of dipoles considered
at each side of a given group was 10. Under these conditions it has been found that the dipole-coupling correction of the internal field allows for diffraction phenomena of the scattered fields to occur in the forward direction. This appears as a phase shift in the correction terms, which does not vanish when $\underset{\sim}{k}=\underset{\sim}{k} 0^{\circ}$. The result is that finite CIDS values in the forward direction are predicted by this model. For wavelengths of light large compared to the distance between the coupled dipoles, the corresponding phase factors become very small and the forward CIDS vanishes.

Numerical computations of the CIDS along the axis of a helix and within the first Born approximation show that for values of the pitch close to the wavelength of light, reflexion of only one of the polarization occurs, giving CIDS reflexion bands of $\pm 1$ depending on the handedness of the helix. This phenomenon observed in cholesteric liquid crystals seems therefore to be a purely form-effect. On the contrary, the corresponding transmission bands cannot be observed within the first-Born approximation used in the computation. These results are preliminary and the basis of more careful characterization of the "local field" corrections to the total and differential scattering of chiral molecules.
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## Chapter 6

## SPATIAL AVERAGING OF DIFFERENTIAL

AND TOTAL SCATTERING
I. Introduction.

In the main body of this thesis, our objective has been to characterize and derive analytically the equations to describe the Circular Intensity Differential Scattering of a chiral molecule. As a result, we have shown the possibility of interpreting the measured differential scattered intensities in terms of the structure of the chiral scatterer. Indeed, we think CIDS will become important as a new technique to probe chiral regions in biologically relevant structures.

The effort to obtain analytical solutions from which we have learned some of the physical properties and symmetry laws involved in the total and differential scattered intensities imposed certain limitations in the treatment of Chapters 2 and 3. The main one has been that the scatterer was assumed to have a fixed orientation in space. Clearly, the experimental difficulties in orienting the samples to be studied greatly limits the potential capabilities of CIDS as a useful technique. It is therefore of prime importance to obtain spatial averages of the total and differential scattered intensities so as to provide the
theoretical basis for the interpretation of data obtained from the analysis of samples in solution. This objective will be accomplished in this chapter.

Since the measured signal at the photomultiplier for a tumbling sample is $\left\langle I_{L}-I_{R}\right\rangle_{\text {av }}$, our goal will be to obtain the corresponding averages for the differential and total scattering.

The total scattering intensity for a given sample is the same regardless of the two independent, orthogonal states of polarizations used to describe the incident radiation. Therefore, instead of deriving the averaged total scattered intensity for right and left circularly polarized incident radiation (i.e.: $I_{L}+I_{R}$ ), we will derive $I_{\|}+I_{1}$ where $I_{\|}$and $I_{\perp}$ are the scattered intensities for incident light polarized parallel and perpendicular to the scattering plane, respectively. There are two reasons for this choice: first, the derivations of $I_{L}+I_{R}$ are more involved than those of $I_{\|}+I_{1}$, and second, choosing these polarization states, it is easy to calculate also $<I_{\|}-I_{1}>_{\text {av }}$ from which the quantity $<I_{\|}-I_{\perp}>_{a v} /<I_{\|}+I_{1}>a v$, often called the dichroic ratio, can be obtained.
II. Averaging of $I_{L}-I_{R}$.

1) The molecule-fixed and the space-fixed coordinate systems.

The field scattered by a set of polarizable groups in space, for a given incident field $\underset{\sim}{E}$, can be written as:

$$
\begin{equation*}
\underset{\sim}{E}\left(r^{\prime}\right)=C e^{-i k r^{\prime}}(1-\underset{\sim}{\hat{k}} \underset{\sim}{\hat{k}}) \cdot \sum_{j} e^{\dot{i} \Delta \underset{\sim}{\underset{\sim}{j}} \underset{\sim}{\underset{\sim}{j}} \cdot \underset{j}{j}} \cdot E_{0} \tag{1}
\end{equation*}
$$

where $\underset{\sim}{r} j$ is the position vector of group $j^{\text {th }}$ defined in a suitable molecular frame, $\underset{\sim}{\underset{\sim}{a}} \underset{j}{ }$ is the polarizability tensor of the $j^{\text {th }}$-group and $C$ is a constant of proportionality containing some inverse distance factors. As before, $\Delta \underset{\sim}{k}=\underset{\sim}{k}-\underset{\sim}{k}{ }_{0}$, i.e., the momentum transfer vector and $\underset{\sim}{k}$ and ${\underset{\sim}{*}}_{0}$ are the wave-vectors of the scattered and incident radiation, respectively, $\underset{\sim}{\hat{k}}$ is a unit vector in the direction of the scattered light.

Now we define a molecule-fixed coordinate system, whose orthogonal unit vectors are $\underset{\sim}{i}{ }^{\prime},{\underset{\sim}{j}}^{\prime}$, and $\underset{\sim}{k}{ }^{\prime}$ (see Figure 1).. The polarizability tensor of the $j-$ group can now be written as (see Figure 1):

$$
\underset{\sim}{\underset{\sim}{\alpha}} \underset{\sim}{x} \alpha_{\sim}^{t}{ }_{\sim}^{t} \underset{\sim}{j}
$$

where the subindex $j$ labels the group. The ${ }_{\sim}^{t}$ 's are unit vectors in the molecular coordinate system whose three components along this frame determine uniquely the axes of the polarizability of group $j$. Since this frame is defined arbitrarily, we orient it so that (see Figure 1):

$$
\begin{equation*}
\underset{\sim}{t} \underset{i}{ }=\ell_{i} k_{\sim}^{\prime}+s_{i}{\underset{\sim}{i}}^{\prime} \tag{2a}
\end{equation*}
$$

Figure 1. The molecule-fixed coordinate system with basis vectors $\underset{\sim}{i},{\underset{\sim}{~}}^{\prime},{\underset{\sim}{x}}^{\prime}$ is shown. The frame is oriented so that the polarization vector ${ }_{\sim}{ }_{i}$ of the group $i^{\text {th }}$ is in the plane ( $i$ ', $k^{\prime}$ ) and the polarization vector $\tau_{j}$ of the group $j^{\text {th }}$ is in the plane defined by $\underset{\sim}{k}$ and $\tau_{\sim}^{\prime}$. The unit vector $\tau_{\sim}^{\prime}$ is shown in the plane ( $i^{\prime}, j^{\prime}$ ). Notice that ${\underset{\sim}{i j}}$, the distance vector between groups $i^{\text {th }}$ and $j^{\text {th }}$, is along ${\underset{\sim}{l}}^{\prime}$ 。

and

$$
\begin{equation*}
\underset{\sim}{t}{ }_{j}=\ell_{j}{\underset{\sim}{n}}^{\prime}+s_{j} \hat{\tau}_{\sim}^{j} \tag{2b}
\end{equation*}
$$

with $\underset{\sim}{\tau} j$ a unit vector perpendicular to $\underset{\sim}{k}$ and defined by:

$$
\begin{equation*}
\hat{\tau}^{j}=\operatorname{mi}_{\sim}^{\prime}+n \underset{\sim}{j}{ }^{\prime} \tag{3}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
\ell_{i}^{2}+s_{i}^{2}=\ell_{j}^{2}+s_{j}^{2}=m^{2}+n^{2} \equiv 1 \tag{3a}
\end{equation*}
$$

Furthermore, we require that the $\mathrm{k}^{\prime}$ axis of the molecular frame is oriented along the distance-vector $\hat{R}_{i j}$ between groups $i^{\text {th }}$ and $j^{\text {th }}$, with $R_{i j}=|\underset{\sim}{r} \underset{\sim}{r}-\underset{\sim}{r}|$ (Figure 1 ).

We define also a space-fixed coordinate system whose orthogonal unit vectors are labeled $\underset{\sim}{a}, \underset{\sim}{b}, \underset{\sim}{c} . \underset{\sim}{c}$. This frame is oriented so that one of its axes (in this case the caxis) is along the momentum transfer vector of the light, $\Delta \underset{\sim}{k} \equiv \underset{\sim}{k}-{\underset{\sim}{x}}_{0}$. Additionally, the frame is rotated around this axis so that $\underset{\sim}{k}$ and $\underset{\sim}{k} 0$ are in the $\underset{\sim}{c}, \underset{\sim}{b} p l a n e$ (see Figure 2). From Figure 2, then:

$$
\begin{align*}
& \Delta \underset{\sim}{k}=4 \pi / \lambda \sin \beta \underset{\sim}{c}  \tag{4}\\
& \underset{\sim}{\hat{k}}=\cos \beta \underset{\sim}{b}+\sin \beta \underset{\sim}{c}
\end{align*}
$$

Figure 2. The space-fixed frame with basis vectors $\underset{\sim}{a}, \underset{\sim}{b}, \underset{\sim}{c}$ is oriented so that $\Delta \underset{\sim}{k}=\underset{\sim}{k}-\underset{\sim}{k} 0$ is along the direction of the basis vector $\underset{\sim}{c}$. The wave-vectors of light $(\underset{\sim}{k}, \underset{\sim}{k})$ are in the plane $(\underset{\sim}{b}, \underset{\sim}{c})$ that coincides with the scattering plane. The polarization vectors of the incident light are defined parallel and perpendicular to this plane (See text).
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$$
{\underset{\sim}{\hat{k}}}_{0}=\cos \beta \underset{\sim}{b}-\sin \beta \underset{\sim}{c}
$$

where "~" indicates that these vectors are unit vectors along the incident and scattered directions of propagation of the light. From Figure 2, it is easy to derive the right and left circular polarization unit vectors of the incident light:

$$
\begin{equation*}
E_{L, R}^{0}=\underset{\sim}{A} \pm \underset{\sim}{i B}=\frac{1}{\sqrt{2}}[\underset{\sim}{a} \pm i(\sin \beta \underset{\sim}{b}+\cos \beta \underset{\sim}{c})] \tag{5}
\end{equation*}
$$

Using the last expression, the scattered electric field for the opposite circular polarizations of the incident light can be obtained, from which the differential scattered intensity for left and right circularly polarized light takes the form:

$$
\begin{align*}
& \cdot\left[\left({\underset{\sim}{t}}_{j} \cdot{\underset{\sim}{i}}_{i}\right)-(\underset{\sim}{t} j \cdot \underset{\sim}{\hat{k}})(\underset{\sim}{t} \underset{\sim}{i} \cdot \hat{\sim})\right] \tag{6}
\end{align*}
$$

From (2) we find:

$$
\begin{equation*}
{\underset{\sim}{t}}_{\mathrm{t}} \times \underset{\sim}{t} \underset{\sim}{\prime}=\mathrm{xk}_{\sim}^{\prime}+\hat{\mathrm{T}}^{\prime} \tag{7}
\end{equation*}
$$

where $\hat{\tau}^{\prime}$ is a unit vector perpendicular to $\mathrm{k}^{\prime}$ and defined by:

$$
\begin{equation*}
\hat{\mathfrak{q}}^{\prime} \equiv \mathrm{p}{\underset{\sim}{i}}^{\prime}+\mathrm{g}{\underset{\sim}{j}}^{\prime} \tag{8}
\end{equation*}
$$

Similarly, from (5):

$$
\begin{equation*}
\underset{\sim}{A} \times \underset{\sim}{B}=\frac{1}{2}(\sin \beta \underset{\sim}{c}-\cos \beta \underset{\sim}{b}) \tag{9}
\end{equation*}
$$

It should be clear that the somewhat particular choice of the molecule-fixed and space-fixed frames has the advantage of rendering $\underset{\sim}{t}, \underset{\sim}{k}$, and $\underset{\sim}{k_{0}}$ as two-component vectors in their respective frames. ${ }^{1}$ This will simplify the derivations. In the next section a more important justification for this choice will be made clear.
2) The Euler transformations.

Our task is to perform the spatial averaging of Equation (6). The space integrations involved in the averaging process can become very difficult due to the term $e^{i \Delta \underset{\sim}{k} \cdot(\underset{\sim}{r}} \underset{\sim}{-r}{\underset{\sim}{i}}^{r}$ comprising the product of a space-fixed vector $\Delta \underset{\sim}{k}$ and a molecule-fixed vector $\left(\underset{\sim}{r} \underset{j}{ }-\underset{\sim}{r_{i}} \equiv \underset{\sim}{R_{i j}}\right)$. Our choice of orienting the space-fixed coordinate system with one of its axes along $\Delta \underset{\sim}{k}$ and the molecule-fixed frame with one of its axes along $\underset{\sim}{R}$ ij can now be understood.

Indeed, with this choice, the product $\underset{\sim}{R_{i j}} \cdot \Delta \underset{\sim}{k}$ is a constant for any orthogonal transformation between the two coordinate systems, with the exception of the transformation involving the angle between the polar axes ( $\underset{\sim}{r}$, and $\underset{\sim}{c}$ ) of these cartesian systems. In this way the factor $e^{i \Delta k} \sim_{\sim}^{R}{ }_{i j}$ can be dealt with in the last step of the spatial integrations evaluated in the averaging process.

In what follows we will use the three orthogonal transformations proposed by Euler and frequently called the Euler angles ${ }^{2}$ (see Figure 3) to relate the space-fixed quantities to the molecule-fixed expressions appearing in expression (6).

The transformation matrix between these frames, often called the Euler-matrix, allows us to express any product between space-fixed and molecule-fixed basis-vectors, in terms of the three Euler angles. The Euler matrix relates these basis vectors by:

$$
\begin{equation*}
e^{\prime}=\xi e \tag{10}
\end{equation*}
$$

where ${\underset{\sim}{e}}^{\prime}$ and $\underset{\sim}{e}$ denote a space-fixed and a molecule-fixed basis vector, respectively. The matrix $\xi$, for the three successive transformations in Figure 3, takes the form: ${ }^{3}$

Figure 3. The three orthogonal transformations that define the Euler angles between the space-fixed and the molecule-fixed coordinate system, are seen in succession. In the text $\underset{\sim}{c}$ and $\underset{\sim}{k}$ ' are called the po-lar-axes of these frames.


$$
\begin{align*}
& \text { a } \\
& \text { i' }^{1} \cos \theta \cos \chi \cos \phi \\
& i-\sin x \sin \phi \\
& \xi=j^{\prime}-\cos \theta \sin \chi \cos \phi  \tag{11}\\
& k^{\prime} \quad \sin \theta \cos \phi \\
& \sin \phi \sin \theta \\
& \cos \theta
\end{align*}
$$

The spatial averaging involves the integration over the three Euler angles of the quantity to be averaged. Indeed, the averaging of any function $f(\theta, X, \phi)$ can be accomplished by:

$$
\begin{align*}
\langle f(\theta, x, \phi)\rangle & =\int_{0}^{\pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} f(\theta, x, \phi) \sin \theta d \theta d \chi d \phi / \\
& \int_{0}^{\pi} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \sin \theta d \theta d x d \phi \tag{12}
\end{align*}
$$

3) Averaging of $I_{L}-I_{R}$.

In expression (6) there are two terms that must be averaged. First, the nontransversal term, which with (9) and (7) becomes:

$$
\begin{aligned}
& (\underset{\sim}{A} \times \underset{\sim}{B}) \cdot\left(\underset{\sim}{t}{ }_{j} \times \underset{\sim}{t} \underset{i}{t}\right)=\frac{1}{2}\left[x \sin \beta\left(\underset{\sim}{c} \cdot{\underset{\sim}{k}}^{\prime}\right)-x \cos B\left(\underset{\sim}{b} \cdot k_{\sim}^{p}\right)\right. \\
& +y \sin B\left(\underset{\sim}{c} \cdot \hat{\sim}^{i}\right) \\
& \left.-y \cos B\left(\underset{\sim}{b} \cdot \hat{\sim}^{\prime}\right)\right]
\end{aligned}
$$

Using the Euler-matrix, it can be shown that the only term that does not vanish in the process of averaging is the first of the right-hand side:

$$
\begin{align*}
<\left(\underset{\sim}{c} \cdot{\underset{\sim}{k}}^{p}\right) e^{i \Delta \underset{\sim}{k} \cdot R_{\sim}^{R}} \mathfrak{j}>_{a v} & =\int_{0}^{\pi} \frac{\sin \theta \cos \theta}{2} e^{i q \cos \theta} d \theta  \tag{13}\\
& =i j_{1}(q)
\end{align*}
$$

where $q=\frac{4 \pi}{\lambda} R_{i j} \sin \beta$ and $j_{1}$ is the first-order spherical Bessel function ${ }^{4}$ and is defined as:

$$
j_{1}(q)=\frac{\sin q}{q^{2}}-\frac{\cos q}{q}
$$

Next we average the transversality term in expression (6):

After expanding this expression in terms of (2), (7), and (9), we obtain:

$$
\begin{aligned}
& <\frac{1}{2}\left\{x \sin \beta\left(\underset{\sim}{c} \cdot{\underset{\sim}{x}}^{k}\right)-x \cos \beta\left(\underset{\sim}{b} \cdot \underset{\sim}{k}{ }^{\prime}\right)+y \sin \beta\left(\underset{\sim}{c} \cdot{\underset{\sim}{\tau}}^{p}\right)\right. \\
& \left.-y \cos \beta\left(\underset{\sim}{b} \cdot \hat{\sim}^{\prime}\right)\right\}\left\{l_{i} \dot{l}_{j}\left(\underset{\sim}{k} \cdot \hat{\sim}_{\sim}^{\hat{k}}\right)^{2}+\left(\underset{\sim}{T} \cdot \hat{\sim}_{\sim}^{k}\right)\left(\underset{\sim}{k}{ }^{\prime} \cdot \hat{\sim}\right)\right. \\
& \left.+s_{i} s_{j}(\underset{\sim}{i} \cdot \hat{\sim})\left(\hat{\tau} \underset{\sim}{j} \cdot \hat{\sim} \hat{\sim}^{\hat{k}}\right)\right\} e^{i q \cos } \gg a v
\end{aligned}
$$

where ${\underset{\sim}{1}}^{\prime \prime} \equiv\left(s_{i} \ell_{j}{ }_{\sim}^{i^{\prime}}+\ell_{i} s_{j} j^{\prime}\right)$

It can be shown that only a few terms of this product survive the averaging process. The demonstration is tedious and here we will write down the terms that do not vanish along with their corresponding average-value:

$$
\begin{aligned}
1) & <\frac{1}{2} x \ell_{i} \ell_{j} \sin \beta(\underset{\sim}{c} \cdot \underset{\sim}{k})(\underset{\sim}{k} \cdot \stackrel{\underset{\sim}{k}}{ })^{2} e^{i q \cos \theta^{\prime}} a v \\
& =\frac{1}{2} x \ell_{i} \ell_{j}\left[\sin ^{3} \beta i\left(j_{1}(q)-2 j_{2}(q) / q\right)\right. \\
& \left.+\sin \beta \cos ^{2} \beta i j_{2}(q) / q\right]
\end{aligned}
$$


$=\frac{1}{2} m x{ }_{i}{ }^{s}{ }_{j} \sin \beta\left[\sin ^{2} \beta i j_{2}(q) / q\right.$
$\left.+\cos ^{2} \beta_{\frac{i}{2}}\left(j_{1}(q)-j_{2}(q) / q\right)\right]$
$3)<-\frac{1}{2} x \ell_{i} \ell_{j} \cos \beta\left(\underset{\sim}{b} \cdot{\underset{\sim}{k}}^{\prime}\right)\left(\underset{\sim}{k^{\prime}} \cdot \underset{\sim}{\hat{k}}\right)^{2} e^{i q \cos \theta}>a v$

$$
=-x \ell_{i} \ell_{j}\left(\sin \beta-\sin ^{3} \beta\right) i j_{2}(q) / q
$$

$$
\begin{aligned}
& \text { 4) }<-\frac{1}{2} x s_{i} s_{j} \cos \beta(\underset{\sim}{b} \cdot \underset{\sim}{k})(\underset{\sim}{i} \cdot \underset{\sim}{\hat{k}})(\underset{\sim}{\underset{\sim}{j}} \underset{\sim}{\prime} \cdot \underset{\sim}{\hat{k}}) e^{i q \cos \theta}>a v \\
& =\frac{1}{2} x m s_{i} s_{j} \sin \beta \cos ^{2} \beta i j_{2}(q) / q \\
& \text { 5) < } \frac{1}{2} y \sin \beta\left(\underset{\sim}{c} \cdot{\underset{\sim}{\tau}}^{\prime}\right)\left(\underset{\sim}{\hat{k}} \cdot{\underset{\sim}{T}}^{\prime}\right)\left(\underset{\sim}{\hat{k}} \cdot{\underset{\sim}{x}}^{\mathrm{k}}\right) \mathrm{e}^{i q \cos \theta}>a v \\
& =\frac{1}{2} s_{i} \ell_{j} y\left(p \sin ^{3} \beta-p m \sin \beta \cos ^{2} \beta\right) i j_{2}(q) / q \\
& +\frac{1}{2} \ell_{i} s_{j} y \operatorname{pmsin}^{3} \beta-p \sin \beta \cos ^{2} \beta \\
& \left.+g n\left(\sin ^{3} \beta-\sin \beta \cos ^{2} \beta\right)\right) i j_{2}(q) / q
\end{aligned}
$$

$$
\begin{align*}
& =-\frac{1}{2} y \sin \beta \cos ^{2} \beta\left[\ell_{i} s_{j}(p m+g n)+s_{i} \ell_{j} p\right] \\
& . i\left(j_{1}(q)-j_{2}(q) / q\right) \tag{14}
\end{align*}
$$

where $j_{1}(q)$ is, as before, the first-order spherical Bessel function and $j_{2}(q)$ is the second-order spherical Bessel function defined as:

$$
\begin{equation*}
j_{2}(q)=\left(3 / q^{3}-1 / q\right) \sin q-3 \cos q / q^{2} \tag{15}
\end{equation*}
$$

in performing the above averagings, integrals of the form:

$$
\int_{0}^{\pi} e^{i q \cos \theta}\left[\sin ^{n}(\theta)\right] \sin \theta d \theta ; \int_{0}^{\pi} e^{i q \cos \theta}\left[\cos ^{n}(\theta)\right] \sin \theta d \theta
$$

for $n=1,2,3$ must be found. In the appendix at the end of this thesis some of the integrals used in the averaging of $I_{L}-I_{R}$ and $I_{\|}+I_{1}$ are written along with their solutions.

It is possible to relate the coefficients such as $l_{i} s_{j}$ or $\ell_{i} \ell_{j}$, etc., to the parameters of the scatterer. We will simply list the main results needed to express the answer in terms of the scatterer parameters:

$$
\begin{align*}
& x \equiv\left(\underset{\sim}{t}{ }_{j} \times \underset{\sim}{t}\right) \cdot \hat{R}_{i j}=-s_{i} s_{j} n \\
& y p=n s_{j} l_{i} \\
& y g=s_{i} l_{j}-m s_{j}{ }_{i}  \tag{16}\\
& \ell_{i} \ell_{j}=\left(\tau_{i} \cdot \hat{R}_{i j}\right)\left(t_{j} \cdot \hat{R}_{i j}\right) \\
& s_{i} s_{j} m=\left({\underset{\sim}{t}}_{i} \times \underset{\sim}{\underset{i}{i} j}\right) \cdot\left(\underset{\sim}{t}{ }_{j} \times \underset{\sim}{\hat{R}} \underset{i j}{ }\right)
\end{align*}
$$

Replacing expression (16) in the results (14) and (13), we can make use of (6) to write down, after some algebraic
manipulations, the result for the averaged $I_{L}-I_{R}$ :

$$
\begin{align*}
& \left\langle\frac{I_{L}-I_{R}}{C^{2}}\right\rangle_{a v}=\sum_{i j} \frac{\alpha_{i}^{*} \alpha_{j}\left(\underset{\sim}{t}{ }_{j} \times{\underset{\sim}{i}}_{j}\right) \cdot \hat{R}_{i j}\left\{\left[\left(\underset{\sim}{t}{ }_{i} \cdot{\underset{\sim}{j}}\right)\left(j_{2} / q-j_{1}\right)\right.\right.}{2}  \tag{17}\\
& \left.\left.-\left({\underset{\sim}{t}}_{i} \cdot \hat{R}_{i j}\right)\left({\underset{\sim}{t}}_{j} \cdot \hat{R}_{i j}\right)\left(5 j_{2} / q-j_{1}\right)\right]\left(\sin \beta+\sin ^{3} \beta\right)\right\}
\end{align*}
$$

The argument of the spherical Bessel functions is $q$ as before. Expression (17) is the result we were seeking.

Notice that the whole expression is multiplied by a common factor:

$$
(\underset{\sim}{t} \times \underset{\sim}{t}) \cdot{\underset{\sim}{R}}_{i j} \equiv\left(\underset{\sim}{t} \underset{\sim}{t} \times{\underset{\sim}{R}}_{i j}\right) \cdot \underset{\sim}{t}
$$

This is a form-factor that resembles the expression for the rotational strength in optical activity theory ${ }^{5}: \underset{\sim}{t} \underset{\sim}{x} \times \underset{\sim}{\underset{R}{i j}}$ is the magnetic dipole $\left(\underset{\sim}{m_{i}}\right)$ associated with the transition dipole ${ }_{\sim}^{t}$ so that:

$$
(\underset{\sim}{t} \times \underset{\sim}{t}) \cdot{\underset{\sim}{R}}_{i j}={\underset{\sim}{m}}_{i} \cdot \underset{\sim}{t}
$$

The last expression is the product of a pseudo-vector with a vector. Pseudo-vectors or axial vectors transform by changing sign when an inversion of their coordinates is done, whereas pure or polar vectors (such as $\underset{\sim}{t}$ ) do not
change sign under inversion. The common factor to Equation (17) will therefore have opposite sign for two molecules that are the mirror images of each other. This feature makes CIDS more sensitive to structure than total scattering.

Equation (17) is only a function of angle $\beta$, while every other directional property of the incident and the scattered radiation has disappeared in the averaging. The differential scattering pattern in space is given by a "ring" structure of constant intensities, like the powder patterns observed in crystallography. ${ }^{6}$ A careful limit analysis can be performed on Equation (17). The result is:

$$
\begin{equation*}
\lim _{\substack{q \rightarrow 0 \\ \beta \rightarrow 0}}<I_{L}-I_{R}{ }^{\prime}=0 \tag{18}
\end{equation*}
$$

I.e., there is no forward CIDS signal for a tumbling (spatially averaged) sample. The same is true for $\beta=180^{\circ}$ (reflection band). It should be clear, however, that the above equation has been derived assuming no interaction of the induced dipole elements (transition dipoles) in the scatterer, i.e., by using the first Born approximation ${ }^{7}$ in the local field.

The conclusions drawn from expression (18) will not be true if actual coupling of the radiating elements is
allowed. In this case, forward and backward CIDS should be predicted.

From the definition of $q=\frac{4 \pi}{\lambda} R_{i j} \sin \beta$ we see that as $R_{i j}$ grows relative to $\lambda, q$ also increases. When $R_{i j}>\lambda$, then $q \gg 1$ and $j_{2} / q \ll 1$, then we can neglect the $j_{2} / q$ vs. the $j_{1}$ in Equation (17). In these conditions, the $j_{1}$ spherical Bessel function controls all the angular behavior of the CIDS, since the other factors, $\sin \beta, \sin ^{3} \beta$, etc., vary monotonically with respect to $\beta$. We can apply Equation (17) to the simplest system showing differential scattering. This is clearly a dimer. Figure 4 shows six possible dimer structures. Here we will analyze their CIDS when allowed to tumble freely in solution.

$$
\text { Case }<I_{L}-I_{R}>_{a v}
$$


where $\theta$ is the angle between ${\underset{\sim}{i}}^{i}$ and ${\underset{\sim}{j}}^{j}$

Figure 4. The figure shows 6 possible geometries of a dimer, to which Equation 19 (See text) is applied. $t_{i}$ and ${\underset{\sim}{j}}$ are the polarization vectors of groups $i^{\text {th }}$ and $j^{\text {th }}$ and $R_{i j}$ is the distance between the centers of these two groups. a), b), c) and d) are the non-chiral geometries, and $\left\langle I_{L}-I_{R}\right\rangle$ av for these four cases is zero. e) A chiral dimer in which the angle between $R_{i j}$ and ${\underset{\sim}{t}}_{i}$ and ${\underset{\sim}{t}}_{j}$ is $90^{\circ}$. The angle between ${\underset{\sim}{t}}_{i}$ and ${\underset{\sim}{t}}_{j}$ is $\theta$ in the equations, f) A chiral structure in which $R_{i j}$ is not orthogonal to either ${\underset{\sim}{i}}^{f}$ or ${\underset{\sim}{j}}_{j}$.

Case
(a)

(b)
(c)

(d)

(e)

(8)
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$$
\text { f) } \begin{align*}
& \quad \frac{\left\langle I_{L}-I_{R}\right\rangle}{C^{2}}=\frac{\alpha_{1}^{*} \alpha_{2}}{2}\left(\hat{\sigma} \cdot \hat{R}_{12}\right) \sin \theta\left\{\left[\cos \theta\left(j_{2} / q-j_{1}\right)\right.\right. \\
& \left.\left.-\cos \phi_{1} \cos \phi_{2}\left(5 j_{2} / q-j_{1}\right)\right]\left(\sin \beta+\sin ^{3} \beta\right)\right\} \tag{20}
\end{align*}
$$

where $\hat{\sigma}$ is a unit vector defined by:

$$
{\underset{\sim}{j}} \times{\underset{\sim}{i}}^{t}=\sin \theta \hat{\sigma}
$$

and $\phi_{1}$ and $\phi_{2}$ are the angles between $t_{1}$ and $\hat{R}_{12}$ and ${\underset{\sim}{\tau}}_{2}$ and $\hat{\sim}_{12}$, respectively.

Equation (19) can be used to calculate the CIDS of a dimer such as that of Figure 4 e , in solution. This is shown in Figure 5 for $R_{i j}=\lambda$ and $\theta=60^{\circ}$. As predicted before, zero CIDS is obtained in the backward and forward directions. The pattern possesses a $C_{4}$ axis perpendicular to the plane of the figure. The many zeros observed are mostly controlled by $j_{1}(q)$, since for $R_{12} / \lambda=1$, then $0 \leq q \leq 12$ and $j_{2} / q \ll j_{1}$ : over the entire range of $q$. Notice that most of the CIDS of a randomly oriented sample of dipoles is observed at right angles from the direction . of incidence of light. A more complicated behavior is predicted for a trimer, a tetramer, etc. Numexical computations must be done to handle a randomly oriented sample of a polymer.

Figure 5. Polar plot of $\left\langle I_{L}-I_{R}\right.$ av for the dipole of case d) in figure 4. The angle between the two polarization vectors $t_{i}$ and ${\underset{\sim}{j}}$ is $60^{\circ} . R_{i j}=\lambda=1$. The graph depicts intensities vs increments of .1 radians in the angle $\beta$.


It is of interest to obtain an asymptotic expression for $<I_{L}-I_{R}{ }^{\prime}$ av, valid for the case in which $\lambda \gg R_{i j}$. Under these circumstances,

$$
q=\frac{4 \pi^{2} R_{i j}}{} \sin \beta \ll 1
$$

Expanding the spherical Bessel functions in terms of powers of their arguments, and keeping only the first few, we obtain:

$$
\lim _{q \rightarrow 0} j_{1}(q)=\frac{1}{3}\left(q-q^{3} / 10\right)
$$

and

$$
\lim _{q \rightarrow 0} j_{2}(q) / q=\frac{1}{15}\left(q-q^{3} / 8\right)
$$

Replacing in (17) the above limiting expressions, we arrive at:

$$
\begin{aligned}
& \left.-4\left({\underset{\sim}{i}}^{i} \cdot{\underset{\sim}{f}}_{j}\right) q\right)\left(\sin \beta+\sin ^{3} \beta\right)
\end{aligned}
$$

If the first term is neglected as compared to the second one, the above equation becomes:

$$
\begin{aligned}
& \frac{\left\langle I_{L}-I_{R}\right\rangle_{a v}}{C^{2}}=-2 \sum \sum \sum_{i j} \frac{\alpha_{i}^{*} \alpha_{j}\left(t_{i j} \times t_{i j}\right) \cdot \hat{R}_{i j}}{15}\left(t_{i} \cdot{ }_{\sim}^{t}\right) \frac{r_{i j}}{\lambda} \\
& \left(\sin ^{2} \beta+\sin ^{4} \beta\right)
\end{aligned}
$$

where the definition of $q$ has been used. Notice that for $\mathrm{R}_{\mathrm{ij}} / \lambda \ll 1$ the asymptotic expression is still an even function of $\beta$ 。
III. The Averaging of the Total Scattering.

The scattering intensity due to a collection of polarizable points in space, each characterized by a polarizability tensor $\underset{\sim}{\alpha}{ }_{i}=\alpha_{i}{\underset{\sim}{i}}^{\tau_{i}}$, is:

$$
\begin{align*}
& \left.{\underset{\sim}{t}}_{j}^{t}{ }_{\sim} \cdot \hat{E}_{0}\right] \tag{21}
\end{align*}
$$

where $\alpha_{i}, \alpha_{j},{\underset{\sim}{i}}_{i}, \underset{\sim}{t}, \underset{\sim}{\hat{k}}, q$, and $\theta$ have the same meaning as before. ${\underset{\sim}{\mid}}_{0}$ is the incident electric unit vector. For light polarized perpendicular to the scattering plane (see Figure 2):

$$
\begin{equation*}
{\underset{\sim}{E}}_{0}=\underset{\sim}{a} \tag{22a}
\end{equation*}
$$

and for light polarized parallel to the scattering plane:

$$
\begin{equation*}
{\underset{\sim}{E}}_{0}=\cos \beta \underset{\sim}{b}+\sin \beta \underset{\sim}{C} \tag{22b}
\end{equation*}
$$

The scattered intensity for light perpendicular to the scattering plane is:

$$
\begin{align*}
& \frac{I}{C^{2}}=\sum_{i, j} e^{i q \cos \theta_{\alpha_{i}}^{*} \alpha_{j}\left[\left(\underset{\sim}{a} \cdot{\underset{\sim}{i}}_{i}\right)(\underset{\sim}{a} \cdot \underset{\sim}{t})\right.}{\underset{\sim}{t}}_{i} \cdot{\underset{\sim}{t}}_{j}-(\underset{\sim}{a} \cdot \underset{\sim}{t})(\underset{\sim}{t} \underset{\sim}{i} \cdot \hat{\sim}) \\
& \left.\left({\underset{\sim}{\tau}}_{j} \cdot \hat{\sim}\right)\left(\underset{\sim}{a} \cdot{\underset{\sim}{r}}_{j}\right)\right] \tag{23}
\end{align*}
$$

Using Equation (2), the average of the first term in Equation (23) becomes:

$$
\begin{aligned}
& \langle(\underset{\sim}{a} \cdot \underset{\sim}{t})(\underset{\sim}{a} \cdot \underset{\sim}{t} j)\rangle_{a v}=\left\langle\ell_{i} \ell_{j}\left(\underset{\sim}{a} \cdot{\underset{\sim}{k}}^{\prime}\right)^{2}+\ell_{i} s_{j}\left(\underset{\sim}{a} \cdot{\underset{\sim}{k}}^{p}\right)\left(\underset{\sim}{a} \cdot{\underset{\sim}{\tau}}_{j}^{\gamma}\right)\right.
\end{aligned}
$$

After using Equations (3) and (4) in this expression, only the following terms survive the spatial averaging:

$$
\begin{align*}
& <\ell_{i} \ell_{j}\left(\underset{\sim}{a} \cdot{\underset{\sim}{k}}^{p}\right)^{2} e^{i q \cos \theta} \underset{a v}{ }=\ell_{i} \ell_{j} j_{1}(q) / q \\
& <s_{i} s_{j}\left(\underset{\sim}{a} \cdot{\underset{\sim}{i}}^{\prime}\right)\left(\underset{\sim}{a} \cdot \hat{\sim}_{\sim}^{j}\right) e^{i q \cos \theta}>_{a v}=\frac{1}{2} m s_{i} s_{j}\left(j_{0}(q)\right.  \tag{24}\\
& -j_{1}(q) / q
\end{align*}
$$

The averaging of the second term in Equation (23):

$$
\left\langle(\underset{\sim}{a} \cdot \underset{\sim}{t})(\underset{\sim}{a} \cdot \underset{\sim}{t})\left({\underset{\sim}{i}}_{i} \cdot \hat{\sim}\right)(\underset{\sim}{t} \cdot \hat{\sim})>a v\right.
$$

is tedious and only a few terms do not vanish when the average is performed. We will omit the details of the derivation and will write down only the results. These will be included in the final averaged value of the scattered intensity perpendicular to the scattering plane:

$$
\begin{aligned}
& \left.t_{j}\right\}-\sum_{i j} \alpha_{i}^{*} \alpha_{j}\left(2 l_{i}^{2} \ell_{j}^{2} \sin ^{2} \beta\left(j_{1} / q-4 j_{2} / q^{2}\right)+\right. \\
& \left(\ell_{1}^{2} / 2+\ell_{j}^{2} / 2\right)\left[j_{2} / q^{2}-1 / 2 \sin ^{2} B\left(j_{1} / q-j_{2} / q^{2}\right)\right] \\
& +m \ell_{i} \ell_{j} s_{i} s_{j}\left[j_{1} / q+1 / 2 \sin ^{2} \beta\left(16 j_{2} / q-\right.\right. \\
& \left.\left.7 j_{1} / q+j_{0}\right)\right]+m s_{i}^{2} s_{j}^{2}\left[1 / 8\left(3 j_{2} / q^{2}-2 j_{1} / q+j_{0}\right)\right. \\
& \left.+1 / 8 \sin ^{2} \beta\left(-15 j_{2} / q^{2}+6 j_{1} / 7-j_{0}\right)\right]+1 / 8 n s_{j}^{2} s_{j}^{2} \\
& {\left[\left(j_{2} / q^{2}+2 j_{1} / q-j_{0}\right)-\sin ^{2} \beta\left(4 j_{2} / q_{2}+\right.\right.} \\
& \left.\left.\left.2 j_{1} / q-j_{0}\right)\right]\right\}
\end{aligned}
$$

where the arguments of the Bessel functions have been omitted for simplicity. In reducing the above expression, the relations (3a) have been used.

Our next task is to obtain the equivalent average for the scattered intensity of light incident parallel to the scattering plane. From Equations (21) and (22b), the quantity to be averaged is:

$$
\begin{aligned}
& \frac{I_{\|}}{C^{2}}=\sum_{i j} e^{i q \cos \theta} \alpha_{i}^{*} \alpha_{j}\left[\operatorname { s i n } ^ { 2 } \beta \left(\underset{\sim}{b} \cdot \underset{\sim}{t}{\underset{i}{i}}^{i}(\underset{\sim}{b} \cdot \underset{\sim}{t})(\underset{\sim}{t} \cdot \underset{\sim}{t} \underset{j}{t})+\cos ^{2} \beta\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& (\underset{\sim}{c} \cdot \underset{\sim}{t})\left(\underset{\sim}{t} \cdot{ }_{\sim}^{t}\right)+\sin \beta \cos \beta \\
& \left.(\underset{\sim}{c} \cdot \underset{\sim}{t})\left(\underset{\sim}{b} \cdot{\underset{\sim}{t}}_{j}\right)\left(\underset{\sim}{t} \underset{\sim}{t} \cdot{ }_{j}\right)\right] \\
& -\sum_{i j} e^{i q \cos \theta} \alpha_{i}^{*} \alpha_{j}\left[\sin ^{2} \beta(\underset{\sim}{b} \cdot \underset{\sim}{t})(\underset{\sim}{t} \cdot \underset{\sim}{t})(\underset{\sim}{t} j \cdot \underset{\sim}{\hat{k}})(\underset{\sim}{b} \cdot \underset{\sim}{t})\right. \\
& +\cos ^{2} \beta\left(\underset{\sim}{c} \cdot{\underset{\sim}{i}}_{i}^{t}\right)(\underset{\sim}{t} \underset{\sim}{k} \cdot \underset{\sim}{\hat{k}})(\underset{\sim}{t} \cdot \hat{\sim})(\underset{\sim}{c} \cdot \underset{\sim}{t}) \\
& +\sin \beta \cos \beta(\underset{\sim}{t} \underset{\sim}{t} \cdot \underset{\sim}{\hat{k}})(\underset{\sim}{t} j \cdot \underset{\sim}{\hat{k}})\left[\left(\underset{\sim}{b} \cdot{\underset{\sim}{i}}_{i}\right)\right. \\
& \left.(\underset{\sim}{c} \cdot \underset{\sim}{t})+(\underset{\sim}{b} \cdot \underset{\sim}{t})\left(\underset{\sim}{c} \cdot{\underset{\sim}{i}}_{i}\right)\right] \tag{26}
\end{align*}
$$

Here again, only the results will be presented. The
relations (3b) have been used in the reduction of the expression for $\left\langle I_{\|}\right\rangle$av :

$$
\begin{align*}
& \frac{I_{11}}{C^{2}}=\sum_{i j} \sum_{i}^{*} \alpha_{j}\left\{\ell _ { i } \ell _ { j } \left[j_{0}-2 j_{1} / q+\sin ^{2} \beta\left(3 j_{1} / q-\right.\right.\right. \\
& \left.\left.\left.j_{0}\right)\right]+m s_{i}{ }_{j}\left[j_{1} / q+1 / 2 \sin ^{2} \beta\left(j_{0}-3 j_{1} / q\right)\right]\right\} \\
& \left({\underset{\sim}{v}}_{i} \cdot{\underset{\sim}{j}}_{j}\right)-\sum_{i j} \sum_{i}^{*} \alpha_{j}\left\{2 \ell _ { i } ^ { 2 } \ell _ { j } ^ { 2 } \left[\left(j_{1} / q-4 j_{2} / q^{2}\right)+\right.\right. \\
& \left.\left(\sin ^{2} \beta-\sin ^{4} \beta\right)\left(3 j_{2} / q^{2}-j_{1} / q\right)\right]+1 / 2 \ell_{i} \ell_{j} s_{i} s_{j} m \\
& {\left[16 j_{2} / q^{2}-5 j_{1} / q+j_{0}+2\left(\sin ^{2} \beta-\sin ^{4} \beta\right)\right.} \\
& \left.\left(j_{1} / q-3 j_{2} / q^{2}\right)\right]+\left(l_{i}^{2}+\ell_{j}^{2}\right)\left[1 / 2\left(j_{1} / q-\right.\right. \\
& \left.\left.4 j_{2} / q^{2}\right)+1 / 2\left(\sin ^{2} \beta-\sin ^{4} \beta\right)\left(j_{0}-3 j_{2} / q^{2}\right)\right]+ \\
& 1 / 2 s_{i}^{2} s_{j}^{2} m^{2}\left[\left(j_{1} / q-4 j_{2} / q^{2}\right)+1 / 4\left(\sin ^{2} \beta-\right.\right. \\
& \left.\left.\sin ^{4} \beta\right)\left(9 j_{2} / q^{2}+2 j_{1} / q+3 j_{0}\right)\right]+1 / 2 s_{i}^{2} s_{j}^{2} n^{2}\left[j_{2} / q^{2}+\right. \\
& \left.\left.1 / 4\left(\sin ^{2} \beta-\sin ^{4} \beta\right)\left(9 j_{2} / q^{2}+2 j_{1} / q+3 j_{0}\right)\right]\right\} \tag{27}
\end{align*}
$$

In order to rewrite chese expressions in terms of the parameters of the scatterer we need the following relations:

$$
\begin{align*}
& l_{i}^{2}+l_{j}^{2}=\left(\underset{\sim}{t} \cdot{\underset{\sim}{R}}_{i j}\right)^{2}+(\underset{\sim}{t} \cdot \underset{\sim}{\hat{R}} \underset{i j}{ })^{2} \\
& s_{i}^{2} s_{j}^{2} n^{2}=\left(\underset{\sim}{t} \cdot\left(\underset{\sim}{R_{i j}} \times{\underset{\sim}{i}}^{\hat{R}_{j}}\right)\right)^{2} \tag{28}
\end{align*}
$$

These expressions, together with Equations (16) are used to write down the spatially averaged total scattered intensity as the sum of Equations (25) and (27):

$$
\begin{aligned}
& \frac{I_{1}+I_{\|}}{C^{2}}=\sum_{i j} \alpha_{i} \alpha_{j}^{*}\left\{( { \underset { \sim } { t } } _ { i } \cdot \hat { R } _ { i j } ) ( { \underset { \sim } { t } } _ { i } \cdot \hat { R } _ { i j } ) \left\{\left[\left(j_{0}-j_{1} / q\right)+\right.\right.\right. \\
& \left.\sin ^{2} \beta\left(3 j_{1} / q-j_{0}\right)\right](\underset{\sim}{t} \underset{\sim}{f} \cdot{\underset{\sim}{j}})-2(\underset{\sim}{t} \cdot{\underset{\sim}{i} j}) \\
& \left(\underset{\sim}{i} \cdot \hat{R}_{\sim j}\right)\left[\left(j_{1} / q-4 j_{2} / q^{2}\right)-\sin ^{2} \beta j_{2} / q^{2}+\right. \\
& \left.\left.\sin ^{4} \beta\left(j_{1} / q-3 j_{2} / q^{2}\right)\right]\right\}+\left(\underset{\sim}{t_{i}} \times \underset{\sim}{i j}\right) . \\
& \left(\tau_{\sim} \times \hat{R}_{\sim j}\right)\left\{1 / 2\left[\left(j_{0}+j_{1} / q\right)+\sin ^{2} \beta\left(j_{0}-2 j_{1} / q\right)\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.3 j_{1} / q+j_{0}\right)+\sin ^{2} B\left(8 j_{2} / q^{2}-3 j_{1} / q+j_{0}\right)+ \\
& \left.\left.4 \sin ^{4} \beta\left(j_{1} / q-3 j_{2} / q^{2}\right)\right]\right\}\left(1-1 / 2\left(\left(\hat{R}_{i j} \times{\underset{\sim}{i}}_{i}\right)^{2}+\right.\right. \\
& \left.\left.\left(\hat{R}_{i j} \times{\underset{\sim}{j}}\right)^{2}\right)\right)\left[\left(5 j_{2} / q^{2}-j_{1} / q\right)+\sin ^{2} B\left(j_{0}-j_{1} / q\right)-\right. \\
& \left.\sin ^{4} \beta\left(j_{0}-3 j_{2} / q^{2}\right)\right]+\left(\left({\underset{\sim}{i}} \times \hat{R}_{\sim}{ }_{i j}\right) \cdot\left(\underset{\sim}{t} \times \hat{R}_{i j}\right)\right)^{2} \\
& {\left[1 / 8 \quad\left(-9 j_{2} / q^{2}+2 j_{1} / q+j_{0}\right)-1 / 4 \quad \sin ^{2} \beta\right.} \\
& \left(3 j_{2} / q^{2}-4 j_{1} / q-j_{0}\right)-1 / 8 \sin ^{4} B\left(9 j_{2} / q^{2}+\right. \\
& \left.\left.2 j_{1} / q+3 j_{0}\right)\right]+\left(\underset{\sim}{t} j\left(\hat{R}_{\sim}{ }_{j} \times{\underset{\sim}{i}}^{j}\right)\right)^{2}\left[1 / 8 \quad\left(5 j_{2} / q^{2}+\right.\right. \\
& \left.2 j_{1} / q-j_{0}\right)+1 / 4 \sin ^{2} B\left(3 j_{2} / q^{2}+2 j_{1} / q+j_{0}\right)- \\
& \left.\left(1 / 8 \sin ^{4} B\left(3 j_{2} / q^{2}-j_{1} / q-j_{0}\right)\right]\right\}
\end{aligned}
$$

in a similar way, the quantity $I_{\|}-I_{1}$ can be obtained from Equations (25) and (27). Due to lack of space we will omit it here.

Equation (29) gives, therefore, the total scattering as a function of the scattering angle (2 $\beta$ ) for an ensemble
of scatterers (each described by a set of point polarizable groups), adopting all possible orientations in space.

Notice that in the expression for total scattering intensity, only three spherical Bessel functions contribute: $j_{0}, j_{1}$, and $j_{2}$. This fact is important in determining the symmetry of the scattering intensities as a function of the angle $\beta$.

Indeed, the spherical Bessel functions have the property: ${ }^{4}$

$$
j_{n}(-q)=(-1)^{n} j_{n}(q)
$$

Since $q=\frac{4 \pi}{\lambda} R_{i j} \sin \beta$, clearly if $\beta \rightarrow-\beta$, then $q \rightarrow-q$.
Now, there are two things to notice about Equation (29). First, only the $0^{\text {th }}, 2^{\text {nd }}$, and $4^{\text {th }}$ powers of $\sin \beta$ appear in the equation and these factors are even on $\beta$. Second, all the Bessel functions appearing in Equation(29) have the form $j_{n} / q^{n}$ which behaves also as an even function of the angle, i.e.:

$$
j_{n}(-q) /(-q)^{n}=j_{n}(q) / q^{n}
$$

Therefore, the whole expression (29) is even on $\beta$. This means that the scattering patterns must be symmetric at both sides of the direction of incidence of light. Fur-
thermore, since the only trigonometric functions appearing implicitly or explicitly in this expression are sines, and

$$
\sin \beta=\sin (180-\beta)
$$

the pattern is also symmetric at both across the $270^{\circ}-90^{\circ}$ axis (see Figure 5). As in the case of $\left\langle I_{L}-I_{R}\right.$ av, the in-plane scattering pattern has a $C_{4}$ axis of symmetry perpendicular to the plane.

Equation (29) is the equivalent to the spatially averaged scattering of a collection of point polarizable groups, originally devised by Debye ${ }^{8}$ for the case of unpolarized incident radiation.
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Appendix A

1) Friedel's Law.

The scattering power of an atom is described in crystallography by the atomic scattering factor:

$$
\begin{equation*}
f_{j}=\int_{\text {atom }} \rho_{j}\left({\underset{\sim}{f}}_{j}\right) e^{i \Delta \underset{\sim}{k} \cdot R_{j}} d R_{\sim} \tag{A-1}
\end{equation*}
$$

where $\rho_{j}\left(\underset{\sim}{R_{j}}\right)$ is the electron charge density at point $\underset{\sim}{R_{j}}$ in the atom. In the limit of short wavelengths the electric charge density appearing in the above expression can be formally derived from the atomic polarizability.

If $\rho_{j}\left(R_{\sim}\right)$ is spherically symmetric (centrosymmetric), its Fourier transform $\left(f_{j}\right)$ is a real function. Near an absorption band the electron density is not spherically symmetric and therefore, in resonance $f_{j}$ is in general a complex quantity:

$$
\begin{equation*}
f_{j}=f_{j}^{0} e^{i \phi} j \tag{A-2}
\end{equation*}
$$

where $f_{j}^{0}$ and $\phi_{j}$ are real.
Let us suppose a group of atoms on which external radiation incides. The scattering amplitude at a position in space in which a diffraction maximum exists, labelled by the components of the vector $\Delta \underset{\sim}{k}(h, k, 1)$ is:

$$
\begin{equation*}
F_{h k 1}=\sum_{j} f_{j} e^{i\left(h x_{j}+k y_{j}+1 z_{j}\right)} \tag{A-3}
\end{equation*}
$$

Away from the absorption band, $f_{j}$ is real and the corresponding centrosymmetric point in space scatters with the amplitude:

$$
\begin{equation*}
F_{\bar{h} \bar{k} \bar{I}}=\sum_{\dot{j}} f_{j} e^{-i\left(h x_{j}+k y_{j}+1 z_{j}\right)} \tag{A-4}
\end{equation*}
$$

Then from $(A-3)$ and $(A-4)$ :

$$
F_{h k 1}^{*}=F_{\bar{h} \bar{k} \bar{I}}
$$

and

$$
\left|F_{\bar{h} \bar{k} \overline{1}}\right|^{2}=\left|F_{h k 1}\right|^{2}
$$

This is called Friedel's Law. It states that the intensities of the diffraction maxima corresponding to centrosymmetrically related points are equal.
2) Breakdown of Friedel's Law.

If one of the atoms in the group, say atom $n^{\text {th }}$, is in resonance with the frequency of the incident radiation, then,

$$
\begin{aligned}
F_{h k I}= & \sum_{j \neq 1} f_{j} e^{i\left(h x_{j}+k y_{j}+1 z_{j}\right)}+ \\
& f_{n}^{0} e^{i\left(h x_{i}+k y_{i}+1 z_{i}\right)} e^{i \phi_{n}}
\end{aligned}
$$

It is clear that:

$$
F_{\overline{h k}} \neq F_{h k 1}^{*}
$$

and

$$
\left|F_{h k I}\right|^{2} \neq\left|F_{h k 1}\right|^{2}
$$

so that Friedel's Law is violated. On the other hand, if all the atoms are anomalous scatterers:

$$
F_{h k I}=\sum_{j} f_{j}^{0} e^{i\left(h x_{j}+k y_{j}+1 z_{j}\right)} e^{i \phi_{j}}
$$

and

$$
F_{\bar{h} \bar{k} \bar{I}}=\sum_{j} f_{j}^{0} e^{-i\left(h x_{j}+k y_{j}+1 z_{j}\right)} e^{i \phi_{j}}
$$

but

$$
\begin{aligned}
\left|F_{h k I}\right|^{2}= & \sum_{j} \sum_{i} f_{i}^{0} f_{j}^{0} e^{i\left(h\left(x_{j}-x_{i}\right)+k\left(y_{j}-y_{i}\right)+1\left(z_{j}-z_{i}\right)\right)} \\
& \cdot e^{i\left(\phi_{j}-\phi_{i}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|F_{\bar{h} \bar{k} \bar{I}}\right|^{2}= & \sum_{j} \sum_{i} f_{i}^{0} f_{j}^{0} e^{-i\left(h\left(x_{j}-x_{i}\right)+k\left(y_{j}-y_{i}\right)+1\left(z_{j}-z_{i}\right)\right)} \\
& \cdot e^{i\left(\phi_{j}-\phi_{i}\right)}
\end{aligned}
$$

Since all of the atoms are in resonance for the same frequency, then:

$$
f_{i}^{(0)} e^{i \phi} j=f_{j}^{(0)} e^{i \phi}
$$

and again:

$$
\left|F_{h k 1}\right|^{2}=\left|F_{h \bar{k} I}\right|^{2}
$$

i.e., Friedel's Law holds in this case.

Appendix B

In performing the averages of Chapter 6 , the following integrals are encountered:

$$
\int x^{n} e^{i a x} d x=e^{i a x}\left[\frac{x^{n}}{i a}+\sum_{k=1}^{n} \frac{(-1)^{k} n(n-1) \ldots(n-k+1)}{(i a)^{k+1}}(n+k)\right]
$$

These integrals appear commonly in the spatial averaging of optical properties. A list of those used in the obtaining of the equations of Chapter 6 follows:

$$
\begin{aligned}
& \int_{0}^{\pi} e^{i q \cos \theta} \cos \theta \sin \theta d \theta=i j_{1}(q) \\
& \int_{0}^{\pi} e^{i q \cos \theta} \cos \theta \sin ^{3} \theta d \theta=i j_{2}(q) / q \\
& \int_{0}^{\pi} e^{i q \cos \theta} \cos ^{3} \theta \sin \theta d \theta=i\left(j_{1}(q)-2 j_{2}(q) / q\right. \\
& \int_{0}^{\pi} e^{i q \cos \theta} \sin \theta d \theta=2 j_{0}(q) \\
& \text { appear in } \\
& I_{L}-I_{R}> \\
& \int_{0}^{\pi} e^{i q \cos \theta} \cos ^{2} \theta \sin \theta d \theta=2\left(j_{0}(q)-2 j_{1}(q) / q\right) \\
& \int_{0}^{\pi} e^{i q \cos \theta} \cos ^{4} \theta \sin \theta d \theta=2\left(8 j_{2}(q) / q^{2}-4 j_{1}(q) / q+j_{0}(q)\right) \\
& \int_{0}^{\pi} e^{i q \cos \theta} \sin ^{3} \theta d \theta=4 j_{1}(q) / q \\
& \text { (continued) }
\end{aligned}
$$

$$
\left.\begin{array}{l}
\int_{0}^{\pi} e^{i q \cos \theta} \cos ^{2} \theta \sin ^{3} \theta d \theta=4\left(j_{1}(q) / q-4 j_{2}(q) / q^{2}\right. \\
\int_{0}^{\pi} e^{i q \cos \theta} \sin ^{5} \theta d \theta-16 j_{2}(q) / q^{2}
\end{array}\right\} \begin{aligned}
& \text { (continued) } \\
& \text { appear in } \\
& \left\langle I_{\|}+I_{L}\right\rangle a v
\end{aligned}
$$

The spherical Besel functions ( $j$ 's) are:

$$
\begin{aligned}
& j_{0}(q)=\frac{\sin q}{q} \\
& j_{1}(q)=\frac{\sin q}{q^{2}}-\frac{\cos q}{q} \\
& j_{2}(q)=\left(\frac{3}{q^{3}}-\frac{1}{q}\right) \sin q-\frac{3}{q^{2}} \cos q
\end{aligned}
$$

* Integrals appear in $\left\langle I_{\|}+I_{\perp}\right\rangle_{a v}$.


## Appendix C

Here follows a list of the programs VINO, PAN and COCO, used in the CIDS computations. Only a few remarks are made before the listing since the comment cards in each program made themselves explanatory.
I. PROGRAM VINO.

Calculates CIDS $=I_{L}-I_{R} / I_{L}+I_{R}$ and total scattering $=$ $I_{L}+I_{R}$ for a helix of arbitrary dimensions whose axis is 0 riented along the $\left.z(\underset{\sim}{e})_{3}\right)$ direction of an arbitrary coordinate system. Light of both circular polarizations is incident along the positive $y\left({\underset{\sim}{2}}_{2}\right)$ direction. No restriction is imposed to the ratio of pitch of the helix/wavelength of 1ight. The results are printed and plotted in the form of polar plots (intensities vs. azimuthal angle) at a fixed polar angle (or layer line).

Deck set-up:
(1) Control cards
(2) Program

Program SCATTER (version 1)
Subroutine POLAR
(3) Input deck
(4) End-of-job-card


```
* NOSTAGE
SFL. $0000.
FTNG.
FETCHES,SANOSEGSAND.SMAULIE.
FETCFGS.TODSAULIBX,OATE=0SNOVTE-15HPE.
FETCMPSOGPACSA7,GPACOSCEN.
```



```
EXITO
DUNEOO
FETCWESGIDOSOSYMTAR.SVGTAEX,
GRUPFOR=2222SYM,P=SYMTAE.
FIN.
REHINCTFISMS
COPY(FILPOOLT)
REGINCIFIGM|
COPV(FILMOMORE)
OISFOSE,FGLM=SMMM=ME.
OISFCEE,MOKESSMPM=4%.
DISFCSE,CUT:MP,P=ME.
&EOF%
```



CYTHIS FROGRAM CCHPUTES THE TCTAL ANC TME OIFFEFENTIMG SCATTERINGFOR A E

C TFARY FATSO CF PITCHRGAPEDA IF PTTCH IS GREATEF PMAN GAMEOA TT CABCLGA
CTESTME SCATFERENG IATEAEITIES AT EACH HAYER IINE IF PITCN SS SMELEER

COSFACE.
COTHE IPPUT AFAMETSRS ARE THERECRE HAVELENGTHO ITCFOREDIUS ANGLE
COF ATIPUD CF SCATTEFIAG

$c$
C
C
C

CAHEFE WE DECLAEF ALG VARIAELES ANO ARRAYS USES IN TMIS PROGRAM ANO ALSC
C-TPE AbLCCATICN FOR MEPOKY IS CONE

CCMMCN FFTT,FMFP,FMANOTECOPEO,ASC
REAG NOO
DIPENSIOA INIGI PAES
FEAL LAMEOT OLAMACA OBAEES
REAL LENGTH
CGPPGEX E 3 S3.31.YPCN
COPOLEX SUMMAIS.S.SI
CCMPGEA ALPMAI AIFHAN
CCPPLEX AbPHA
CCPFLEX KYETA EYKKIS

OIMENSEON OA1LOO.201
BEVELZOEIA
COPPCN/GIANP/BJNOESOLDO


\&PLCISTH001
OIFENEIOA PLOESC GOOL
IATEGER EXPONT PLIIEY

```
    REAL LYE
    REAL ILMIF.ILPIG-LAMBOAOSLGIK
    OIPENSIOA ANGLE SGOO
    OIMENSIOA PARAM(IO)
C
C
```



```
CHHEFE WE INITIALIZE TPE VALUES NKECED FCR COMPUPAYIONO
CBSIGN DETEKMINEST TME SEASE CP TME MELGX. SIGN=L GIVES A RIGMT MANCED
CHELIX, SIGN=-1 GIVES A LEFT PANDEE ONE.
```



```
CFNCRAAL EANDS KESPECTTVELY.
CALAFBCT GAMECP AND GAPGCN AEE PME CORFESPCNDING PCSITJONS OF THESE GAADSA
CHIA UNITS OF WAVELENGYRS
CGAMMATGGAMMAF AND GAPMAN AFE TME FALFFEIGMT HIETMS OF THE GANOS S
CANAZIML IS THE MAKIMUA NUPGER CF LAYEP LINES YHAT EXIST FOF A GTVEN S
CARAIIO CF P/LAPBDA. HEFE A DRFAULY VALUE FOR TPE CCNBIRUOS CASE IS GIVEN W
CBA IS YPE RADIUS OF THE NELIX
CPPENICC IS THE PITCH CF THE FEGIK ANO GENGTH TME AUPBER OF TURNS CF TME A
C*HELIX.
GNCFLOT WILL EECIOE TPE PAXIPLA NUPEER CF PGCTS TO BE GENEEAPEO GY THE
C&FFOGRAM
CBIAITIA CGAIRCLS YHE IAITIALIZATICN OF THE PCLAR OLOTS
*
*
CPCLZ=0. GIVES SCATYEF%AG CF LIGFT FOLAHIZED IA TBE D ETFECTICA. . 
CPCLA=0. GIVES SCAITEFING OF & GGMT POLARITED IA TWE Z CTPECTGGR
COEFAULT GIVES CIOS
CNLYF CETERMINES THE NUNEEF CF GAYER LIAES GCMPUTEO
C*PCGAR FLCTS
C IACEX OETERMINES THE MAXIMUN GROER OF EESSEL FUNCTICNS USEO IN THE SLPS
CSFGGG IS GN GDTION THAT WHEA EQUAL TO & CCATPOLS TME PPIATING OF MLL
CSIAFERAEDIARY CAGCULATIONS. IF EOUAL TO ZERO CALY THE FINAL RESULFS AGE F
C&PFIATED
```



```
307 CCATINUE
    OI=3.14156265358c7
    SIGN=1.
    FMTT=&.
    FPPD=1.0 &F MNN=2.C
    LAPBOT=2.0
    LAMBON=1.0 & LGMECP=1.0
    GAMMAT=.30
    GAMMAP=.30
    GAPMAN:.30
    NAZIMLL=9
    NCFLOT=2
    FEFICO=1.0 % A=1 &ENGTF=20 LAMECA= 1
    INITIA=0
    OCLX=2%&& POLZ=1.0
    NBYA=1
    LYA=0
    INCEX{= - 2J
    INCEX2=20
    FLAG=0.
C
311 CCMYINUE
```



```
CHHEPE YHE CONPANDS FCF YPPUY CATA ARE SEY
```



```
    READ 995,(IIN(J),FA(J)|OJ=&O&)
```





```
    OC 301 I=2%4
    IFIINIIIEEQ.gHPERIOC IFERICQ= PAIT|
    IFIINIIDEEQQRLAMEDA IGOMECA= PARI|
    IFIINII|OEQOGHRAEIUS IAS PAII
    IFIENIID.EQ.gHTAACEA ILAMEOT= PAIII
    IFIINII|EQOGHNOFMAL /BAMOON= OAPI
    IFPINII|.EG.GHPEKFENDICIGAMBOP= PAII%
    IFIINII|,EQGGLEAGYF HENGTH= PA\I|
    IFIINIII.EQ.gHALAVEF IACPLCTEIS OAIII
    IFIINIINOEQOGM*LAYEF INLYF:= PAIID
    IFIIN(I),EQ.9HSICA ISIGN= PAII!
    IFIINIIIEQ.gMPOL\ IPCLX: PACII
    IFIINIIIEO.9HPOLZ BFCLZ= PAIII
    IFIINIIIGEQOGNIAEEXI IIADEXIE PAIII
    IFIINII|EO.SMINEEXZ IINDEY2= PAII)
    IFIINPI|,EQ.gHSTCF ISTCP
    IFIINIIIEEO.gHCOPFUTE GOYC 363
    IFPINIS|EOQFRESTAFT GOTC 30T
    COATIAUE
    GC T0 31I
    CCNTINUE
303
C
G HEGE IS WHEFE THE SIGA CF PME HELIX SENSE IS CETEFMJNED
    P=FERICOSIGN
C SMAX CETEFMIAES THE AGRHALIZATICA FACTCF FOG TME TOTAG SCATTEETNG FCG EACM
C LAMECA. IT PLST BE FCLNC IA TMIS CC LOCP
    SMAX=0.0
    SPAXG=0.0
    SMAXR=0.
    CCMAX=0.
C
```



```
CWEFE THE LCREATZILNOSPAFEJ GCLAKIZASILITIES ARI SEFIAFD
```









```
        PO=LAMSOT & POO-GANGOO NBO=LAMSON
C
        IF(FLAG,NEOOI FFIAT 150:
```



```
        IF(FLAGOAE.0) PFINTEGSOALPHATOALPGANOALOPAD
C
```



```
CSTMETA IS THE FOLAT AACLE OF SCATTERING
CFTHETA IS IN KAOIANIS
CFPS IS THE AZIMUTMAL ANELE CF SCATIERINGG IT IS CCMFUTEO HERE EVEPY
COEGREE RETHEEN D ANO 36O
COISCRY=O IS FER CONTIALOUS CASE PPSFIOD LESS TPAA LAFOCAI DISCRT=I IS
CFFCF DISCRETE CASE PPERIGD GREATEF TAHA LAMBJAI
CHOELKZ IS THE 2 PRCJECIICN OF THE VECTOR KOKO. ITS MGXIMUN VABUE IS I
```

```
C*2*F!/GAMMDA
C*NAZIML FOR P GREAYER CR ETUAG TC LAMBOA IS CAGCULAYED HERE
CHIF CNLY CNE LAYEZ LIAE IS WGATEO SET NAZIMUE?
C
            NANGLE = 3%0
    NANGL=NANCLEA:
    OC II I=I,NANGL
    PS%(I)=(I-1)mpI/180.
    ANGLE(I)=PSI(I)$1P0.10%
is COAYENus
    OISCRY=0.
    IF(PERIOE.GEOLAMECA JISCRT=1.0
c
C
C CCMFUTE THE NAXIMLM AG. OF lAyEk lines for jiscfepe case
C CEMFLTE ALSC THE PAGAMETEF OELTA KZ IN TERMS OF PHE PCLAF ANGLE
    IF(DISCRTOEQAJ)NAZIPU= SAT(PERTCO/LAMODAO2)
    SAFEYY=2E
    IF(NCPLOT.LE.NAZgMUSNZZML=NCPLCT
    CC 3OG ITETA=2.NAZGMG
    gF(SAFETYoLE,NAZgMUSTOP
    \YF=\TETA-2
     C 299 LP=1.2
C YPIS CCNTROLS THE NUPEEK JF AEGATIVE LAYEP bIAES YO gE CONPUYẼ!
    LF(ITETA.CT, (MLYF &Z).ANC.(D.EG.2) GO TO 299
C yris asSufes onty CNE zefo layek line compupayion
    IF(LF,EG.2 .AND.ITETA.EG.E) GC TO-299
    IF(OISCET.EQ.0)THETA=(PI/G.1-15, (ITEYA-2)S(FI/180.1
    IF(DISCRT.EO. I)YPETA=ACCS(IITETA-Z\MGAMgCA/PEFICD)
C TPIE CCMFUYES NEGATIVE ALTITLDE ANGGE FCK PHE COATIAUCUS CASE
    SF(LP,EQ.Z.ANE,DISCRT,EGODITHEYA=(PG/Z)OIE# (ITEJA-Z)B (PY/180)
C YR:S CGMPLTES ALG NECATIV: GATEF LINES FOR DISCRETE CASE
        IF(BP.EG.2.APNC.DISCFY.FGOLITMETA=OI-4COS(IITEYA-2)NLANBCA/
    1 PGFIODI
        IF(LP,EG.2.ANE.CISCKT.EGO&)LYR=-LYR
        OfLKZ=(2-EI/(LAMECA))*CCS ITHETA)
    AFGLAF=TREYA 180.1P!
c
```




```
cuteS for each pSi AAcle aAc bor a given value cf ife alyituceof bayef *
CHINE.
```



```
CTEGS TC CALCLGATE THE SCATTEKING CF COACEATOIC HELIGES OF VAFJOUS DITCM S
```



```
O
    OC 10G I=1.360
    OC 699 II=1.3
    OC E98 JJ=1,3
    20697 kk=1,?
    SLMMA(IIOJJ.KK)=(0.6.J.G)
697 conignut
6G% COMYINUE
699 COATINUE
C
    OC 700 ILAM=1.1
c
C
c
```



```
CCCHFUTE THE ARGUNENTS OF YPE OESSEL PLACTICAS
CAALSC THE DIFEWENY VALLES OF THE ANGLE FSISTR FELATEC TO THE AZGBUTHAG
C*ANGLE PSI OARE CALCUSATED HERE
C#R IS THE PROJECTION CF TFF SCATTEPEC WAYE VEGYOR CNTO PHE PLANE XDY
```



```
    R=(2.SPI/LAMBDAI-SIA(THETA)
```



```
    & 2.OOSINIPSI|SISSIAITHETA) 
        DLMMYS=Q&|IDILAM|
        IF (OUMNY&OEGOFO GO YO <C
        ALPHA= PA CSS|PSIAIM/CAISOILA时)
        IF(AGPMA.CTOSODICC PO 2O
C
CGTAKE AEGATIVE VALUE GF FSISTE ANGLE
C
```



```
21 CONTINUE
    IF(FbAGOEGOOO) GC YO 71
CHEEE CCME TME FRIMTIAG STATEMENTS FOF OO
C POLAF ANCLE,GA, ENDEXSO PSISIFIII.
O
```




```
    & (2),FB,的))
7& CCNTINUE
    IF(FLAGOEGOOD) GC IC 77
    DFINT G
```



```
    OFYNY 10.GNGLEII),QA(I.SLAM)
    FCFMAIIS F
77 COMYINUE
E
```



```
OAECg WE SIGFT GENARATINC IHE CCSITIVE AND NECATIVE CRCER OESSEL FUACTIONA
```





```
    x=CA(IOILAM)
    L=L1
    ALFHA=0.
    CALL E&EJ(X,2LPRA,G,3J,AZ)
C%OJ(1)
```



```
C
    AN=60
    cCATsmue
    E&ECAT= क- &-PAR
    L=42-MN
    3JN(NTO.J) = (1.1.01 MEXPGNT)*3J(LI
    AA=NN=1.
    IF (NN-EQ-D) GO TC 31
    GC.TO 30
32 cGATINUL
    DC 2N=1.42
    AN=N:40
    QJA(NH.QI) =BJ(N)
2 COAIINUE
CHH:%- CCME THE PRIMTIAG STGTEPEATSOOOOOO
```



```
C* FUACTIONAS
    IF(FEAGEEODO) GC IC 72
    PRINT 3. APOLAR
```



```
    PEJNF 10E, IANGLEIKLMI,KGM=SOB)
206 FCFMAY(/, ANGLE=%%S(&X.F10.71)
    PKINT 6&POAIKLM JLAP) KLH=1%81
```



```
    2C S K=1.S1
    KL=K=61
    P& ONT 6%KL,1BJN&K&KLM|OKLM=1,8%
```



```
& FCFMAT I
72 CCAYINUE
C
C
```



```
COROCEEC TO COMPUYE CCNTINLCLS CO FOR LIGMT INCIDENT ALONG YMF Y OIOEC*
CNICN
C&CGMFUTE NOW THE COMPCAEATS FGF EACM OF THE POLAFIZATICNS CF fHE dLEC
CFFIIC VLCTOR ETOSFECTION,OCLABIZATIONOEACH OF TAE THOEE CCMEONENTSI
C*EXAPPLE E(2.1.3) PEAAS THIFO CCPFONENT OF ELECPRJC VECPOR PRAVELLING a
CJETERMIAES THE CCEFFICIEATS C FOR SUMMS CCMPLEX FEZ.FMZ. FDI, ECY. "
CHNCW ALG EESSEL FLNCIICAS ARE IACEMFD
```



```
    OC :000 : }=1.1\mathrm{ .
    OC 10C1 J S=1,3
    0C 1002 kk=1,3
    E(II,JJ,KK)=(0.0.0.0)
4Gge compinue
100& CCATIAUE
dooc coarinue
CSGM OF ALL ORCEFS CF COFFFILIEATS TIMES EESSEL FCNCTICNS TIMES YHE CCFOES
CSPCAJIAG PHASE FACTORS. FFCM INCEY TO INDEX LILL O& CENEFATES.
    NEGIOY=6I&INJI X1
    PLUIOX=4:$INDEX2
    OC 20G A=NEGIOX,FLUIDK
    JMmy=(-(N-4g)/D)*(CLLKZ/(2कP;))
    AF2 = OUMMy* (2./f)
    IFI(APZ 2SIOLTOL.OE-20)GOTC ICI
    FFR= SIN(PSPI*(EACTHABEA)/(FI*RZ2)
    GC PO 111
101 FP2=PMLENGTH
\11 CCATIAUE
    ANZ= CUMMY-(2./P)
    IF({AMZ *2).LT.1.OK-20) EOTC 102
    FW2=SIN(F*G*(ENCTHSAW2)/(OY#A#Z)
    GC 10 112
:02 FM2= P&LENGTH
í2 CCATIAUE
    APG= DUMNY
    IF((APO 2&OLT.I.OE-2O) 6O TC IO3
```



```
    GC T0 113
OOS FOO=PFLENCYH
113 CONTIAUE
    API= DUMMY (1, DP)
    IF(|APG ER|LTOL:OE-20)G0 TC &EL
    FFI=SIN(PSPISLEACTH*APAD/PFIGAPg)
    60 10124
1OG FPI= PELENGTW
```

```
1% CCATJNUS
    AP\= DUMMY-(1./P|
    IF(IAMS #2IOLTOSODE20| GO TC IES
```



```
    60 70 115
105 FM& = P&LENGTM
$15 COMTINUE
    B=RIN{N,I)
    PSIP作=PIA200 FSISTR\II
    Z=IN-41|%SSPFM
    XFCN=COS(2) (10. - \SIN(2)
```



```
    IF(FLAGOEQ.O) GC PC OCC
C
C
```



```
C*
C# THESE ARL ALL PR:ATIAG ROUPIAES *
C,
    PKINT 49C. No N-&2
```



```
    㕩NT 500
O0 FCRMAY(/0AK
    | DUMMY AD2 AP1 AM2 FOZ
    FM2 FP: FM1 FPOED
```




```
    PRINTEOZ
EC2 FC&MAT//OGX, 采 O FSIDRM 2 XPCN
    2 ANE)
    DFPNT 503. O, PSIFRM, 2, &PDA , MM
```



```
    & F&.4|
*0J CCATINUE
C
C
C*PFIATJNG GF THE CCNPCAEATJ CF THE ELECTRIC FGELD UEGTCR
C
C INCIDENCEY PCLARIZATICN Z
C CGNFLTE THE IERM & PX,Y,CONECAEATS S.2,ANDSI
    IF( FLAGOEGOOI GC TC 4OE
    ORINT 50的
```



```
    1 E(2,1.1) E (201,2) E( 2.103)क1
```




```
405 COAIINLE
C
C
C IACIDENCE Y FOLGREZAPIONZ
```




```
    IF|FLGGOAE,O\
```



```
    (|2,3,1)=%(2.%.{)
```



```
        IF(FLAGOAEOO)
```




```
        IF &FLAGOAE.O|
```



```
        E(2,3,2)=[(2,3,2)
```



```
        IFPFLAG.AEGOI
```




```
        IF(FGAG.AE゙OO)
```



```
        E{2,3,3)=E(2,3,3)
```



```
        IF(FLDGGAEOO)
```



```
        E(2,3.1)=E(2.3.1) SPCLZ
        E(2,3,2)=E (2,3,2)*PCLZ
        E(2,3,3)=E(2,3.3)&PCL2
C
C IACIOENCE Y FOLARIZAGION X
C CCMPLTE YHE TERMS ERQ&,CCMPCNEATSIO2ANJ3)
```



```
    & (ALPHAT/(AM#s2))
        IF (FLAGOAEOO)
```



```
        E(2.1.1)=E(2.1.1)
```



```
        IF(FLAGONEOO)
```



```
        e(2,1,1)=E(2,&02)
```



```
        IF (FLAG.NE.O)
```




```
    1 (ALPH&T/(AM**2))
        IF (FLGGOA=OO)
    SPFEATEJE, E(2,3,1), (2,3,2),E(2,3,3),E(2,1,1),E(2.1.2),E(2.1,3)
        E(2,1,2)=E(2,1,2)
```



```
        IF (FLAG.AE.O)
```



```
        E(2,1,2)=E(20む.2)
```



```
        \F (FLAGONEOO)
```




```
    1 (ALPHAP/(AN#AND)
        IF(FLGG.NE,0)
    1PFINT505, E(2.3.1).E(2,8.6),E(2.3.3).0.(2.1.g).E(2.1.2),E(2.1.3)
        E(2.1.3)=E(2.1.3)
```



```
        IF(FLAG,AE,C)
```



```
        E(2.1.1)=E(2.1.1)PPCLX
        E(2,1,2)=E(2,1,2)恝ClX
        E(2.1,3)=E(2,1,3)*PCLX
        IF(FLAGOEGOO.) GC FC OE
```



```
#OE CCATINUE
200 CCATINUE
CFTIS ACES THE ELECYRJC EIELCS FOK SEEIES OF COACEAPEIC HELICES WYYM OIFE
C&ERENT PARANEYERS FCK CNE GIVEA ANGLE OF SGATPERIRG.
C
```

```
        0C701 5F=2,3
    00 702 JF=1,3
    OC 703 KF=$,3
    SUPMA(IF,JF,KF)=SLMFG|IF,JFERFIOE|IFOJFEKFI
703 CONTINUE
702 CCNTINUE
7C& CENTINUE
700 CONTINUE
    OC 70S I!=1.3
    OC 706 J.=1,3
    20 707 KK=103
    E|IIOJJ,KK|=SUMM思(IIOJJっKK|
        CCNTINUE
70G CCNTINUE
706 CCNTINUE
```



```
CAFINISH ALL SLMS
```



```
C
C
C
```



```
COCCFEECY FOR TAKANSVERSALITY IA IFIS SECTION
CFOEFINE THE FEIGONOMETEGC VALGES CF THE COMFOARNTS OF THE SCAYYEEEE WAVE *
C*VECTOF K
```



```
    STAPSI=SIA(PSK(I|)
    CCSPSI=CCS(PSI(I):
    SIATET=SIA(T&ETA)
    CCSTET=CCSITHITAI
COEFIAE EYEKIS= KDOT E(2.1. CCPPCAEAYS)ANO EYZETA= KLOTE(2.3.CONGS)
```



```
    1 ( (2,3,3)
```



```
    & E(2,1,3)
CFFAISF CCMFUTING CDIII FCO ALL ES:ID
    IFIFLAG.AEODIPEIAY EIT
517 FCFMATI* , EVEKIESNX, EYEZETAS:
    IFIFGAGOAL,C) FRIATEJS. EYEKOE.EYZETA
C
```



```
C-CCMFUTE IL MINUS IR
```



```
            C1=E(2,=1)-CCSFSJ*SINTETSEYEKIS
```



```
            C3=E(2.1,3) CCSTETEEYEKIS
            D&=E(2.3.1)-CCSPSJESINYET EYZETA
            C2=E (2,3.2)-S\APSIESIN"ET#EY2ETA
            03=E (2.3.3)-CCSTETAEYZETA
            CSTK1=CONJG(CI)
            CSTF2=COAJG(C2)
            CSTR3=COAJG(C3)
            DSTFI=CCAJG101%
            CSTF2=COAJGIDE:
            OSTR3=COAJG(DS)
            IFIFLAGOEGOD.1 GC FC -01
C% R⿸IATING ROLYINES FCF GNTEFMEDIATE CACULATICAS CE CO
            ORINT 50G
```



```
    &CSTR3*)
            PFINT 505. C1.CSIF1.C2,CSTR2.C3.CSIRS
            PEINT 507
```



```
    10STR2, DS CSTRS , CS
        PRTNT 50E, DL,DSTFA,D2,CSTR2,C5,DSTRS
60% CCNYgNUK
C
```




```
        EZ=0100STK1SD2*DSTR2*ロ3*CSTR3
        IL II| =EZ
```





```
    : 03*DSTR3|E2.
        CD(I)=\LMIR(I)/ILFISGI
        IF{FLAGOEQOOO) GC TC 51%:
        PFINT 5IZ, ILMIG(i).ILPIGIT| CO|I|OILITIOIE|I|
```




```
        ORTAT 5IC
510 FORMAT(/*/*/*/)
511 CONTIAUE
&00 CCAYINUE
C* THFS AEAY CCMPUIGTIGN ASSUPES TMAF THE VAGUE AT ANGLE OF SGO DEGEEES
CB IS THE SEME AS THAY GF E CEGKEES
        AAGLE (36今)=36こ.
```




```
C
```



```
CH HEZECOMF MCFE PFINIING GCLYINES 
```



```
        FR&NT GOT, APOLAF,PEFIOCQA,LERETHOLAMBDA
```




```
    & (AMEDA=क,F5.2)
        DF:NTT
```



```
        1.15X,SPOLZ*,15X,GFOLY*
        OC 57 K=1. NANGL
        ANGL=PS!(k) *g.0./FI
```




```
5% CCAPINUE
C
```



```
G DETEFMINE THE MAXGPUP VALLE FCR PLOTGNG SLEKOLTIAE
```



```
        DC 109 I=& NANGLE
        COMAX=AMAXI (AES(CL(I)).CCMAK)
        SMAX=AMAXISILDIR( IV,SMAX)
        SFGXL=AMAXIIIL(I) SPAXL)
        SNAXR=AMAX1(5F(I) SPAXF)
109 CCATINUE
        IFPCOMAX.GE.0.21 CDFAX=$.
        0C 1115 J=1% NANCL
        CD(J)=CD(J|/COMA%
        PLCYSC(J)=ILPIKI S JISMAX
        PLCTIG(N)=ILPJI/SNAYL
```

```
    GLCTIF(JI=IRTJI/SMAYF
1:$S COATINLE
C
C
C
```



```
CPLOI SGATTEFING VS FSI POR DIFFEFING SPOLAR ANGLES
```





```
    IF (NOPLCTOEQOO) CC TO E0O
    IF(DISCRT.EG.OI &YR=400
    RMAY=2.0
    IF(POLX.EQ.0.OF,FCLZ,EGOO) GC TC 605
    IAITIA=INITIA+1
    AFCLAR=9G. - APOLAR
    0kjNY 151.CDM&#, AFOLAZ
```



```
    AFCLAF=IA:(APOLA&)
    SCATEF=0
        IF(CDHAXOLTO1.0: SC&TEE=O:
```



```
    1 ¿A\Y%A)
605 CCATINUE
\imath
        FMAD=1.0
        FNITIM= BAITIM*I
        DRINT 156, SM&X,FFOLGR
I52 FCFMATI/:PPLOT GFAFF FCF TCTAL SCATTEP CSYILED SY SMAX=#
    & E16.9.2x,FAOCLAFM=* F5.2)
        AFCLAR=IAP(APCLAF)
        SC&PER=1.0
```



```
    :LYFOINITIAI
        PETNT 153.SMAYL, EGMLT
IE3 FGFMAT(OOPLOT GFAPH FOF LEFY SCATTER OIVIEFE SY SMAXLESGE:SOS.
    & 2X,* AOOLAR=,F5, % 
        SCAIEK=2.0
        CGLL PCLAF(ANGLEOFLCTILOFPAX,APCLAROO,A,SCATERGBAMBDAOLEACTHO
    : LYFOINITIA)
        QRINT 154.SMAFFGFFOLAR
```



```
    & 2X,*GOCLAR=%,Fg.2)
        SC&TEK=3.0
        CFLG PCLAFIANGLEOFLC:FOFFAX,AFOLAFOP,A,SCATEFOLAPSDAOLENGYM,
    : bY局\NJTIAl
60O CCATINUE
C
299 ECATIAUE
3CO CCATINLE
        GC TO 311
        STGP
        CCAPINUE
        CSISTF(I)=0.0
        GO PO 21
        EAD
C
C
        SLBFOUTIAE POLARITH,F,FAADOAPCGAR,FRATICOFADIUSOSCATEFOWOLOLYPO
    1 IAITIAS
```



```
CATHIS SUEROLTINE MAKES PCLAR GEAPHS

CSTHE IAFUT OF THR ANGLGAG VAKIARLE WAS TO RE EATEFED IA RACIANS
CGARGLES ARE FCSITIVE IA THE CCLNTERCLOKWISE ETEECTIOAN
CAA FAGLE OF 2ERO IS PCRIZONTAG ANC TO PWE RIGGT.
```



```
        CCMMON FMTT,FMPP FFMAN,FOO,PQO.NSO
        REAL NGG
        CCNPON/ SGS2221212001
        OIPENSIOA F(400), TH(S00), Y(400)
        REAL b, LYR
        TATEGER SPGOSPE SAG
        OIMENSIOA YNEGIGCOB
        EXYERNAL FONTZ
        DATA SRAC/2HR=1
        DATA IPITCH/RHP=%
        DATA IWAVE/2HW=/
        DATA ISEATE/GMAGT=|
        OATA ILVF/GHLYYF=l
        DATG ILENGH/2HL=O
        GATEGER ELANK
        CATA ELAAK/GH
        DATA IOE/3MPB=1
        OATA JNE/3HNE=1
        OATA ITE/3HTS=1
        OATA LOGLGL/3HLGG=%
        CAYA ICCPMA/1F,/
995 FGKMAT(A3.13)
996 FCFMAT(L2,F4.2)
OGg FCRMAT(M4,F5,2)
    LCGLicA= A0
    EMCOOE( O.999.GAEELIISEATE,APCLAE
    IF(6YF.NE.300)ENC(DE(9,GGG%LASELIILYE,GYF
    ENCCDE(E.996.LAEEL2) IFITCH,FRAT:C
    EACCOE(6.996,LABELJ)IFAC,FACIUS
    ERCOCE(E:G96,LAGELE)IWAVEOW
    IF(L.GY.GG.)LOGLEA=ALCGSC(L)
    IF (b.GE,CJIENCOOE 16.996.LABELE)ILEAGH,L
    IF(L,GT.GY)ENCCDE(G,9#S.GABELE)LOGLSL.LCCLSN
313 FC有MAF(Fm,2)
    EACODE(&,C13.STE)FM9T
    ENCOSE(6, ©13,5PG) FMPP
    FACODE(L,C1Z,SAB)FMAN
O11 FCFMAT(F3,F,&O,A1)
    ENCOOE(O.9$1.LABELY)ITG.990.ICOMMA
    ENCOO&(8.922,LABELF)IDE,FEO.ICCMmA
    ENCODE (E.GII,GABELA)INEOAEO.ICCMMA
```



```
    IFIFMTT.EG.OIFPCCEE(B.9SE,LAEFITIITS.BLAAK.ICOMFA
    IF(FNPP.EO.OIENCCEE (A.GIZ,GABELP)IFG,SLANK, ICOMEA
    #F(FMNN:EGOC)! NCCEE(O,91E,LAEELNIIAB,GLANK, ICCMAA
C
C
C HEFE IS WLGE TME EOSITIVE VALUES AGE SEPARAGEL FRCM NEGATIVE VAGURS
    00 20I=1. 361
    YNEG(I)=0.0
    Y(I)=ABS(R(I)
    IF(F(1):LT:0.O) VAEGII|=AESIFISI|
20 CCAYINUE
```



```
C*IMPGFTANT IMFCRTANT IPPGRYANT
C#HERE IS WHERE THE FLCTTING FGTINE GETS INITIALIZED CNLY ONCE
```



```
C
C
C IAJTIALIZES CRAPHEC EYSTEM
    IAITIA TELLS PLOFER TC INITIALIZE ALG KCUTIAES IAITIA=I INIYIALIZES
        IF(INITIA.NE-1) CC TC 23
        CALL MCDESG(Z.E.4FCISS)
        CCATINUE
23 CCATINUE
C
    CAGL VECIG(2,FONT2:O)
    CALL SE*SMGIZ,5101OI
C SET UF VIEW FORY *C LEAVE 2O DERCEAT BCRDER
    CALL CEJCTG12.20.020.80.0B0.1
C SET THEYA AXIS OFFSEY
    2(135)=90.
C DEFINE THE SLSJECT SFACE FOR SOTH RADIAL AND ANGLLAR VARIABLES
        CALL FSLEJGIZ.C.OGOFFAAX,360.1
C DFAWS A GFIC CF 3O CEGREES CF ANGULAK SFACING ANC OE CF OAOIAL UNITS
    CFLG SEYSMG12.173.0.01
    CALL FGFIJG(ZORMAXAE.O.SG.OUO.G.)
C S:YS FOFMAT FCR LAEELLING
    CALG SETSMG12.30.601
    CALL SETSPGI2.45,2,0)
    FMT=5.2
C bABEL RADIAL AXIS
        CALG PCLEGIZ.,65.17E.,4.4MO.EC)
        COLG FCLEG(Z&&OE.175.,4,4H1000)
O SET LARGE CHARACT:K SIZE
    CALL SETSPG12,G5,3.0)
- IADICAPE THE FORMAY fCR THE lABELLING
    FPT=6.2
C bAEEL THETA AXIS
    CALL PLGELG(Z.1, #G000,FB7)
    CALL SEYSHG(ZO&EO3.0)
```



```
    CALLPCLEGIZ.A8 -21100 9.L&EEL)
```



```
    IF(SCATEROEQ.-1)
    1 CHLL PCLEG17.X7.136.0.7.7FCD/NAXI
        IFISCETEF.EQ.O.OI
    & CALL 2OLEG(Z.Y7,13E.7.7HCIOS Y)
        IF(SCATEF EQO1,O)
    & CALL DCLEGIZ,XP-j3Eeq7.7HSCATT VI
        IF(SCGYKFotQO2.0)
    1 C4&G PCLEG\Z,X7,13E*O7,7HI PCLZ 
        IF(SGATEFOEOEZOD)
    & CALL CCL:GIZ,Y7,13E.TO7MI PCLY)
        FFgNYG马E.bABEL,LAEELZ. GAEELS.GASEGS.GAGEGE
993 FCFMATIS* HEFE ARE THE GAEELS GO GIGXGAGII
        X3=FM&)莫:79
        CALL PCLEC(Z.A3 ,30.06OLABEL3)
        X的=FMAX&2.2
        CALG PCLEG(ZO)\&45.0.1AEEL2)
        \5=&4Ax*2.05
        CALG PCLEGIZOX5 ,4COE ELAGELSI
        Xध=FMAX*2.61
```

```
        CALL POLEGIZ,YG, %30.G.LAEEL6\
        IF(FMNN&EQ.O.AND.FMFP&EG.0) GO TO 50
```




```
        KFE=QMAXS1.54
        CALL PCLEG(2GYPG.33E-0.&BELLFI
        XNG=RMAEX1.36
        CALL PCLEG(2,XNBO3S2.OBOLABELN
        KSTG=2.OT年RMAX
        CALL PCLEG(Z,YSYE 320.,4,STB)
        XSFB=1.92*RMAY
        CALLPOLEG(Z,YSPE S17.OSPE)
        XSNG=%e7CSRMAY
        CALL PCLEGIZOSNE OS2.-4,SNE)
50 CONIINUE
C JCINS WITH A LINE YME PCINTS THAT PAVE GEEN PLCYYED
    CALL SETSPG(2.30.2.)
    CALL PL&AEG(2,36&,V,T4)
        IF(SCATER,GEODOT GC TC &O
        CALL SETSPG(2,30.4.)
        CALL PLINEG12.361,YAEG,7H1
* CCNITNUE
        CALL SETSMG(Z.30.2.)
C MCVE PC NEH FRGNE
            CALL PAGEG(Z.GOLAS)
C PC EXIT
    CALL EXIIG(2)
    PRINT 2:,FMAX,PRAIIC,W,FACIUSOL
```




```
    & 2%, LENGTH=%,FA,&)
        FETURN
        EAC
```



```
CB 
CYMIG FAFYICULAF DFOGKGM WAS KLN WITA TPE FOLGHING IAPLY OAYA S
C
```



```
GAYEF 4-LAYEF 40
```



```
SYOF
```

II. PROGRAM PAN.

This program calculates the CIDS and the total scattering of a helix of arbitrary dimension, for light incident along the helix axis. The calculation is made as a function of the polar angle of scattering and at a fixed value of the azimuthal angle. The results are printed and plotted in polar form (intensities vs. polar angle) and obtained in microfiche and 35 mm . film. No restrictions are imposed to the ratio of pitch/wavelength.

Deck set-up:
(1) Control cards
(2) Program $\left\{\begin{array}{l}\text { Program SCATTEK (version 2) } \\ \text { Subroutine POLAR }\end{array}\right.$
(3) End-of-job-card

```
PANO12, 300%G4GGO2,MAESYRE-GUSTA&ANTE
UUSElPR
NOSTAGE
MNF&
FETCHPS.SANOKA,SAND,SANGLIE.
FETCHPSOIOOSOULISOULSBK.
FEPCMPSGGPACBAT,GPACOCCGN.
GNK,F=LGO,P=USIB,FFGPAC&F=SANCOSO
EXIT.
OUFF:S.
FETCHPS,SODSQSYFAB,SYMTAEX.
GRUPPOP=OUTPUT,P=SYMYAR.
FIN
DGSBOSE,F%GFOPGOPESFEO
```



```
CGTMSS PKOGOAM CALCULATES CIOS AND TCTAL SCATTEGING FCR AN CRIENTFD HELYX G
CODFARETYRARY OARAMETEFS WITF RESFRCT TO THE OIMEASICNS OF TME WAVELEACTMA
COOF THE INCICEAT LIGHT TME LJGHT INCIDES ALONG THE GXIS OG PHE HELIX
```



```
CGSCATTERING
```



```
C
```



```
CHAEFE WE DECLAFE ALL VARTABLES AND AGFAYS USED IN THE FROGRAPM AND ALSC G
C#E HARE TMÉ ALLOSATICN FCE PEMORY
```



```
    COMPLEX EZEYE. EZEYIS
    QEAL LENCYH
    COMPLEX E13.3.31, APCN
```



```
    OIMENSICN OA1GOOU
    LEVELZOEJN
    COMMON/GIANT/GJN(81.6001
```



```
    I\MENSIOA SLMSR(400), SLPSS(LOOO)
    OTPENSION TCOTMOOI
    DIMENSION PLOTSC(LGE)
    INTEGER EYPONF PLLIOK
    PEAL JLMJROILPIF,GAMGJA
    REAL MAN ILP
    O&PENSION ANSLE (4EOI
i
```



```
CBHERE WE INSTIALIRL THE VALUES NEECES FOR CONPUTATGONO
CHAS THE PROGRAM IS WRITTEN IT GALCULATES PME SGATMENING FGR A MELSY MITMA
OHA UNIARIAG PANGENTIAL PCGARIZASILITY, IN THIS CASE THE FORM OF THE PCLARQ
GIZAEILIYY CMACELS WHEA THE RATIO FOR CIOS IS FAKENO TMEREFORE PME BAND Y
GPPARAMETERS DC NOP APFEAF
*
CA IS THE FADIUS OF TFE WCLIX O
BPEPIOC IS THE PITCH CF THE PELIX ANJ LENGTM THE AUMBEP OF TURNS OF THE B
CHELIEO
CNNCPLOT WILG CECIDF TFE NAYIMLN NUMBER OF PLCTSTO BL GEAEGATETGV PHE E
```

```
CPROGRAM.
CHIACEX CETERMINES TME MAXIMUN GRDER OF RESSEL FUNCTIGNS USED IN THE SUPS
CFFLAG IS AN OPTION THAT HHEM EQUAL TO }1\mathrm{ COATPOLS THE PRINTING OF ALL
E%IATERMEDSARY GALCULATIONS. IF EQUAG TO GERO ONLY THE FINAG RESULTS ARE
C#PRINTED
CNVAGUE DETERMJNES THE CUTOFF CF SPEGIFIC LOSS IN CICS
CSSINCE THE SCATTERING AS A FUACTION OF THE ARIMUPFAL ANGIE IS SOHEEICALLYA
CGSYMMETRIC PAE GENERATION ANC PLOTIING OF DATA IS OCNE AP AN SPECIFIED *
C*AZIMUTHALIPSII ANGLE WHILE THE POLAR ANGLE THETA IS VARIEC FPCM E TO *
C*360 DEGREES.
CMPGLAR ANGLE THETA IS IN RADIANS
CAZIMUTHAL ANGLE PSI IS ALSO IA RADIANS
COANGLE IS THE FOLAF AAGLE THETA EXPRESSES IN CEGOEES
```



```
    SMAX=0.0
    INDEX2=GGO
    INCEXI=-40.
    FLAG=0.
CASELECT POLAR ANGL: FGF FAIATINGS WHEN FLAG=L.
    MINANG=3G9 %AKANG=339
    Py=3.1415926535ec7
    VALUE=.0GC1
CSELECT AZIMUTH ANGLE
    PSI=PI/2
    NOPLOT=0
    NOPLCT=1
    PERIOD=1 SAFGOA=1 A=&OO LENGTH=2000
    LENGTH=2C:O
    P=PERIOD
    PRATIO=P/LAMSJA
    NANGLE=36日
    00 11 I=1,NANGLE
    THETAIIJ=(%)\)=P!/$30.
    ANGLE(I)=THEYA(I)*&GG.JPI
    contINUE
18
i
C
```



```
CWHEQE CCME SCNE PEINTING ROUTINES
```



```
    DC 13 J=&,NANGLE
    R=(2.P%/LAMBCA)*SIA(THETA(J))
    R=AES(R)
```



```
13 COATINUE
    IF(FLAGOEO.O.) GCTO 77
    DRINT G
```



```
    DO 18 \xi=1. NANGLE
    ORINT &OOANGLE II),QA(:!
&O FCKMAP(* % FA,的, EX,F%,*)
18 CCNTINUE
7% COAYINUE
C
C
```



```
CAHERE HE START GENARATING THE FOSITIVE AND NEGATIVE CFCER IESSEL FUNCT:ONA
CY TME ARGUMENT OF IHE BISSEL FUNCTIONS IS NOW FSA
```



```
    001& & % NANGLE
```



```
1001 CONTINUE
1000 COAPINUE
COELKZ IS THE PROJECTICN OF THE OUTGOING WAVE VECTOR IKI ON THE T AXIS
CHTS MAXIMUN VALUE IS -G%PI/LMMBDA
    DELKZ=12.FPI/|GAPEDA| # ICOS (TMEYACI||-1.0)
C&SUM OF GL OREERS OF COEFFICIENTS TIMES BESSEG FUNCTICNS TIPES THE CORREG
GSSONOIAG FACTGRS FRGM -INOEX TO INOEK WILG BL CENEQATEO
    NEGIOK=41 INDEX1
    PLUTOK=S&&NOEXZ
    DO 20G N=NEGIEX, FLUTCY
```



```
    AP2 = DUPMY (2./FI
    IF|AP2.ECO0.01 GC TC $01
    FPR= SIN(P#PIBLEAGTH*APQ)/(PIFAD21
    G0 ro 121
10& FP2% P%LENGTH
I&1 COMTINUE
    AM2= DUMMY-(2.1P)
    IF AM2.EGOOOD CC TO 102
```



```
    G0 10 &12
$02 FME= PSLENGFH
$12 CONTINUE
    APG= OUMMY
    IF (APO&EOODO) 6C TO 203
```



```
    G0 10 11?
103 FPOmPFGENGTH
&$3 COMTINUE
    AOI= JLQMMY* (1, /0)
    IF(AP1OEG&OOD) GOTO 10&
    FPg= SIN(P&PPALENCTPSPS)/(PIGANI)
    G0 10 11% 
:O& FPI= P&LENGTH
11% COATINUE
    AMM= DUMMY=(1.O/P)
    IF (AMA EQ.0.OI GC TO 1OE
```



```
    GC rO 115
$05 FM&= P%LENGTH
$15 CONPINUE
    g=EJN(N,I)
    SINTET=SIATYHETAIJII
    COSTET=COSITMETA.II:
    CCSPS &=CCS(PSI|
    SIAPSI=SIA(PSII
CGSEFINE ANGLE OSPR?M
        OSIPRM=PEI* (P:OZ.C\
        Z=(A-GI) #PSIDFM
        XPCN=COS (2) (CO-1. "SIN,O2)
        IF(ANGLE II,GE MIAANGOANC.ANGLE|IDOLE.MAXANG) GC YC IS OO
C
```



```
C
GPTHESE ARE ALL PRINTGAG ROUTIAES *
```




```
    IFIFGGGOEQOOD GCTC=00
&30 CONTINUE
    PRINTBAB. ANGLE IIJ
```



```
            PRINT 499. N, N=多
```



```
            PRINT 500
```



```
        1 FM1 FPQ FY1 FPOG
        PRINY 5O&, DUMMY,APZ,AMROAPAOAMSGFFZ,FM2,FP1,FMA,FPO
        FORMAT(*)
        PRINTEO2
```



```
        PRONY 50Z, B, PSIERM, 2, XPON
```



```
        FRINT 50%
```





```
        1.31
```



```
    &DO CONIINUE
C
C
C CCMFUYE TME TEGM E (X,Y,COMFCAENTS &,2,ANOS)
G IACIDENCE Z POLARIZATTON V
```





```
CAICIOENCE Y FOLAREZATION Y
CBCCOMPUFE PHE YERMS E(3.S. COMPONENTS SO2 AND 3)
```



```
    E(3,1,2)=5(3
```



```
    IF(ANGLE(I)OGE.MINANG,ANC,ANGLE(IDOGEGAYANGIGCTO &3!
    IF(FLEGOEQ.CA) GCTC OG
431 CCATINU:
```



```
    ; , 3)
406 CONTINUE
200 CONTINUE
O*FINISM ALL SUMS
CW&ERE THE FIELCS AFE CORFECTEE FCR TEANSUEESALITV
    EZEKIS=CCSPSIESIATET#E(3*1%4)*SINFSIASIATEFEE(Z日&*2)
    1 * COSTET*E(3.1.3)
```



```
    & & COSYET&E(3,2,3)
        Cd=E(3.1.1)OCCSPSISINTETAEZEKIS
        C2=E(3.2.2)-SINPSYFIPTTETWEZEKIS
        C3=E(3.1.3) -CCSTEY#EZEKIS
        J&=E(3,2,4) COSFEJ#SINTEYOEZFVE
```



```
        03=E(3.2.3)-COSTETHEZEVE
        CSFF1=CCAJG(C&1
        CSTR2=CONJG(C2)
        CSTF3=COAJG(CS)
        DSTK2=CONJG101:
        OSTF2=COAJG1021
        OSTF3=CONJG1OS1
```



```
        IF(FGAGOEQ.O.) GC TO & OL
#32 COAMINUE
    ORGNY SOE
```



```
    &CCSTR3*)
        PRINT 505. C&,CSIK1,C2,CSIR2,C3,CSTR3
        PRINT 50%
```



```
        PRINT 505, D&,DSTK1,D2%DSTR2,ES%OSTR3
GOL CONTINUE
C
```



```
C*CCMFUTE IL MINUS IR
```

```
C#THIS GIVES THE CJRRECT IL IR FOR INCIOENCE ALCNG 2 S
```



```
C
```



```
        2 SC3*OSTR3)| (-20*(00-80) 
```



```
        & (03*OSTR3)&
O
```



```
    TESTI=ABSIIGMIR\I|)
    TEST2=ABSIILPIR\IH
    H=1,E-15
    IFITEST&.LEOH.ANGOTEST2.LE,H.ANJ.I.NE.IN GO TO 25CC
```



```
C
    CDIII=ILMSRIII/ILPYE(I)
    G0 PO 15%1
1800 COAYINUE
c
C
C#MCKE FRINTING ROUTINES
C*%%%RRINT UNCGRNECTEC DISCOATINUITIES *
```



```
    PRINT L550
    PRINT L5EO, ANGLEIID,GLMGRIID,ILOIR\I\
```



```
    CO(I)=100.
1501 CCAYINUE
    IF|ANGGE(I),GE,MIAANGOANC,ANGLE(I)OLEOMAXANGI GC TC &S3
    IF(FGAG.EQ.O.) GC TO 51L
&33 COATINUE
```




```
    DRINT510
510 FORMAT//*/&/*/1
E&1 CONTINUE
&OO CCATINUE
j
C
CGEY PHE mAXIMUN AESOLUYE VALUE OF ILSIR
    MAX\LMM=0
    OC &560 N=1.360
    AILPGR= ABSISLPIF|M|
    MAXIGM=AMAXI GAILFIROMAX ILMO
1560 COATINUE
CWCCRRECT CSOS FOR FALSE VALUES
    DC 15E5 M=1.360
    AILPIF=AESIILPIK|P|)
```

```
        BCO(M)=CC(M)
        FOR阴=ASLPIR/MAXDLM
        TF(FORM,LTOYALUE YCD(P)=0.
    1565 COATTNUE
C
C#PRINT ROUYINES
        PRINY 907, LENGTF
907 FCRMATI/OA**SCO AND POTAL SCATTERFCP HELIX LTNGFA = "F
    15*2*/1
        PRINT7
```



```
    & CORRECIED COAI
            3057K=1, NANGLE
```






```
S8 CORMAP(#
C
COBOETEKMINE TME MAKIMUN VALLE FCF PLOTING SUEROUTINE
            00 109 Y=1. NAMGLE
            SMAX=AMAXA(ILPIRI ID,SMAX)
$0Q COAPINUE
    RMAX=2.0
=
    OC 12:5 J=& NANCLE
    PLOTSC(J)= ILPIK( J)/SMAX
$11: CCATINUE
GPLCT SCATTEFING VERSLS TH: FCLAF:AVGLE
0
    PEGNY &5:, KMAX, LEAG:H
```



```
    DRTNT 152.SMAX, LEAGTM
152 FCRMATI/,APLO' GEAPH FCG POTALS SCATPER CIVICEDSY SNAK=GO
    1 E1G.B.2X,GENGYH=$,F5.2)
C
C PLCP GEAPRS
    IF(NOPGOT.EO.O) ECTO 600
C
C
```



```
C
    SCAYEA=O.
    CALG PCLAF(ANGLE.CO,FMAK,LEAGTH. PKATIO.A.SCATEQI
    CALL PCLAG(ANGLE OTCD, RAAX,LENGTH,PRATIO,A,SCATER)
    SCLTEF=2.0
    CALL PCLAFRANGLG,FLCTSC,RMAX,LENGTH,ORATICOA,SCATEP)
G00 COAYINJE
* STCP
    END
S
C
    SURFOUTIAE POLAFITM,P,RMAD, ZTMUT,FEATIC,FAOIUSOSCATERI
```



```
CHTHIS SURRCUTINE MAKES PCLAR GRAPMS
```

CFTHE ARGUMRNT OF THE FUNCTIONS ARE MEASUREO IN DEGREESO
\$
CTME SNFUT OF THE ANGLLAF VARIABLE HAS TO OE ENTERED IA RADIANS
GAAAGLES ARE PESIITVE SA THE CCUNTERGLOKHISE DIRECTIONG
C*AA ANGLE OF 2ERO IS HORIZONTAL ANE TO THE RTGHT.

```

```

    COMMON/IGS22Z/21200\
    DIFENSIOA R(400) , THI&00% Y(400&
    OIPENSIOA YNEGIACOI
    EYTERNAG FONTZ
    DATA TRAC/ZHR=1
        DATA इPITCH/&HP/W=%
        DATA ISEAYE/SHLN=1
        2020I=10 360
        YAKG(I)=0.0
        YII|SABS (PII))
        IF(F(I).GT.0.0) YNEGII)=AESIR(I))
    20 CONTINUE
C SATTIALIZES GRAPHIC SYSTE\#
CALL MCDESG(Z.6.bNCIOSI
23 CONPINUE
CALG VECIG(2,FONT2,OS
CALG SETSMG12.5\&o\&ol
C SET UP VIEN PORY TG LEVE TEN PERCENT BORJES
CALG OSJCYG\Z.10.-10.960.90.1
C SET THETA AKIS OFFSET
Z(185)=9合。
C SET ANGLE OF F AXIS GABELS MKASUREE FGOM PHE HORIZCNTAL
Z(186)=45.
C DEFINE THE SUGJECT SFACE FCF BOTH RAOIAL ANO ANGULAF VARIAGLES
CALG PSUEJG1ZOO.CO FMANO 360.1
C OFANS \& GFIO OF SO DEGREES OF ANGULAR SPACING ANE SE CF RASIAG UNITS

```

```

        CALL SETSMG12.45,100)
    C SETS FORMAT FCR LABELLIAG
FMT=5,2
C LASEL RADTAL AXIS
CALL PLAELGIZ.O.FNAX/5. 0.FMT1
C SET LARGE CMARACY:F SIZE
GAbl SETSMG12.\&5.3.01
C IAOICATE THE FORMAY FCR THE LAEEGLING
FPT=6.2
C LABEL THETA AXIS
CALL PLAELGPZ,\& SGOOQ,FMT)
CALL SETSNGI2,45,100)
ENCGOE(20.999, LAEEL)ISEATE,AZINUT
999 FORMAT(A3,F7.2)
CALL PCLEG(Z,1.0453.1700. 9.LAEEL)
IFISCATEF.EQOO.D)
\triangleCALL POLEG(Z.1.1826,1710,22.22FLIGFT INCIDENT ALOAG Z)
IF(SCAPEF%EQ\&100)
LCAGL POLEGIZO\$0\&226.1710.22.22mTOTAL SC\&TTER ALCNG 21
ENCOJE11S.997,LAEEL2) IFITCH,FMAPIO
G97 FOKMAT(A,G;FG, ts)
ENCODE(6.996.LABELSIIRAD,KADIUS
906 FCRMAY(A2,F%.2)
g98 FOKMAT(F GABEL=*, A10, 2X, WAPEL2=%,M10)
PRINT 998 GABEL LAEELZ
CALG SETSPG12,45,2.31
GALL POLEG(ZO1092.60.06,GABEG31
CALL POLEG(2,1-70.45.010,LABEL2)
CALL SETSMG12,4501:1
C JETNS WITH A LINE THE PCINTS THAT HAVE BEEN PLOTTED

```
```

        CALL SETSMG12.S0.3.1
        CALE PLINEGT2,360,Y,7HI
        TFISCAYEROEQOLOOL GO TO 40
        CA&L PLINEG18,SGO,YNEGOTHI
        CALL PLIAEGTX, 36GGYEGOTHI
    ```

```

\&0 COnT\NUE

* T0 ExIT
CABLEXSTGO2)
PRINT 2\&. PMAX opRATIC
21 FORMAY\&% GGFAPF HAS EEEA PLCYTED GITH MMAK=4.F.G.b
1.4XO PRAT/0=% F10%61
RETURN
END

```
III. PROGRAM COCO.

Calculates CIDS and total scattering for groups of point dipoles, forming a helical array, with uni-axial polarizabilities along the tangent to the helix. The incident electric field is corrected for dipole-dipole interaction among the point dipoles. The input parameters are: pitch, radius, angular separation between the groups, length of the helix and the band properties of the polarizability.

Deck set-up:
(1) Control cards
(2) Program

Program INTERAC

Subroutine POLAR
(3) Input deck
(4) End-of-job-card
```

COCC, 203000055000. - \& 9% 2, BUSTANANTE

* NOSTAG\&
SCP,A=2900.
SFL,100000%

```

```

FEYCHFSOSAACSA,SAND,SANLLIB.
FEYCHGS, YDOS/UL1BX,DATE=01NOV7G.1547S.
FETCFFSOGPACBN7,GPACOSCEN.
FESI2E, SAND=0,L'IBK=0.
LINK,F=GGO,P=ULTSX,F=GFAC,P=SAAC,X,PP=ILC=50000品
EAIT.
DUMF:O.
SCP A=0.
FEYCMFS:IDOS,SYFYAE,SYMTAEY.
GRUNFO
FIN.
SCP,
SFL-0.
RENTAC(FILM)
COPY (FILM*CLT)
FEGIAC(F|LN)
COPY TFILNOMOREI

```

```

OIS\&CSE,MCEE=3M,M=M\&
DISFCSE,CUT=MF,MOME.

```

```

CATFIS GKOGFAM COMPUTES TPE FCPAL AND THE DIFFFREAYIAL SCATPFRIAG FOF A

```

```

CHYY TANGENTIALTO THE FELIY. THE HELIY FARAMETERS ARE APGGPRARY G
CFTHE IFFUT PAFAMEYERS ARE THEREFGAE WAVELENGTNO PITCFO RADIUSQ ANGLE:
COF ALTITLOE GF SCATYEFIAG AAE TFE ELECTRONIC FAPAMETEGS OF TME OCLGF:Z S
CHEILITY
CHTIS FROGRAM CORRECTS THE IACIERATFIELD GF THE LIGGY BY EY AJOING TC ITM
CHTE RADIATICA FSELD CF ALL CYFER CIFOLES INCUCED JA THE ARRAYO
CHLATES THE SCAITERIAG INIEASIYIES AT RACH LAYER LINE IF POTRH IS SMALLERA
C\#PPAN GAMBDA IT CALCULATES THE SCATIERIAG INYEASITIES AGFFXED ANGGES INS
CESEACE
C4
C
OFCGRAM INTERAC(IAPLY,OUTPUT,TADES=INPUY,TAOEG=CUTPUYGFIL")
C
C

```

```

CHHEFE HE DECLAFE ALL VARIASLES ANC AQRAYS USEO IA THIS DPOGRAM AND ALSC S
C\&YFE ALLGCATICN FOF MEMORY IE DONE

```

```

    CONHON FPYT,FMPP,FMAN,TEGOPEO,NSO
    REGG NQO
    ```

```

    EEAL LAMEOTOLAMBCA , LAFEOF
    REAL LENGTM
    CCMPLEX & (S.*.3).XPCN
    COPPLEX XPONPL,SA,CAOIN,XPONPZ
    ```
```

    COPPLEX C= (3,3.3)
    CCPPLEX SLMMA(3,3.3:
    COMPLEX ALPMATEALFHAN
    CCPPLEX ALPHAP
    CCPPLEX &XPONT
    COPPLEX EVZETA EYEKIS
    CCPPLEX C1,C2.C3.C8.D2.C3,CSTFI.CSTR2.CSTF3.CSTF,ODSTE2.CSFO3
    OIP&NSIOP QA(400,E0)
    LEVELZ.BJN
    CONMCN/GIANT/3JN1B1,4001
    OSNENSSOA CD(\triangle001,PSITAGCD,PSISTR(4001,SN(41)
    ```

```

SPLCTIE(GCO)
DSPENSIOA PLOTSC(\angleOC)
REAL LYF
REAL ILMFF,ILPIKRGAMBOAgILAIK
C\&PENSEOA ANGLE(GCO)
CIPENSICA PARAPISOD
C
C
307 CCNTINUE

```

```

COHERE WE INITIALIRE TPE VALUES NEECEC FGR COMPLTATIOR.O
CNSIGN DETEFMINES THE SEAS:' CF THE MELIX, STGA=LO GIVES A FIGMT HANCEE
CBHELIX. SIGA=-! GIVES A LEFY PANCEO ONE.
CFFATT IS TME ETPENGTM CF THE TANGENTIAL EAND N
CHANZCT IS TME POSSTICA CF THIS EANC
COGAWAT IS TME HALF FESGFT WICTH CF ME BAND S
CTTE CORRESFOAOING ELECTGONIC PARAMETEFS FOR TME CTHLR AXES OF THE PCLAP,
SHI2A3ILITY ARE SEY SUY NCT LEEC IN TME COMPUYATIONS.
CHAZIPL IS THE MAXFMUA NLPSEG OF LAYEP LINES TFAT EXIST FOF A GPVEN - \&
C\&ATIC CF P/LARBEA. HEEE CEFAULT VALUE FGR PFE CCNIIAUOS CASE IS GIVEN G
CA IS THE RADIUS SF THE HELIX
C\#FEFICC IS THE PIFCH GF TAE MELIX ANJ LEAGTH IME AUPIEG OF TUPNS CF :MS S
C*HELJK.
CNEPGCT HILL CECIDE THE PAXIPLN NGPEEF GF PLCYS PC BL CENERAPEC QY TME *
CDRCEFAM.
CSAITgA COATFCLS THE SAITIALIZATICN GF IHE PGLAR FLOTS:
CGPCLZ=O. GIVES SCATPEFING OF LIGNY POLARIZED IA TPE \& CIRECTICN
C\&PCLX=GO GIVES SCATTEFING OF LIGHT POLARIZED IA TME 2 LIKECTIOA *
G*DEFGULT GIVES CIDS
CSNLYF CEIERMINES THE NUPOER CF LAYEF LIAES CCPPUYED

```

```

C\#PGLAR FLCTS
C\&IASEX DETERMINES TME PAXIMUA CROER OF RESSEG FUNCTICNS USED IN THE SLPS
CFLAG IS AN GETIOH THAT WHEA RQUAL TC I COATPOLS THE PRIATING OF ALL
CIIT:RPEDIARY CALCLLAIIOAS. IF EGLAL TC ZERO OALY IHC FINGL RESLLTS ARE
C\&FFIAPED

```


```

    FLAG=C.0
    C IAITIALILE VALUES
TETO=0.3
TETOSQ=T:TOHTHTO
SIGN=1.
FPTY=1.
FMPP=G, FMNN=O.
GAMEOT=3.0
GAMEON=1.O LAMEOP=200
GAMMAT=. \$5
GAMMAP=.15

```
```

        GAPMAN=S直
        NA2%MU=名
        NOPLOT=2
    PERICD=& O0 A=1 & LENGTF=20 bAPMSCA= 1
    IASTIA=C
    PCLK=1.0夏 POLZ=1.0
    NLVR=10
    LVR=0
    INOEXI=-20
    \NDEX2-20
    PI=3.$425926535867
    C
C
31% COATINUE

```

```

CWMERE THE CCMMANOS POG IRPLT CMTA ARE SET

```


```

            PKTNF998,((IN(J),FA(N)|,|=|O&)
    ```


```

    00 30& I=&.4
    IFIIN(I).EO.SHPERIOC TFERICC= OAPI)
    IFIINIIDEQOGHLAFEDA MANBCA= PAIII
    IFIgAII).EQ.GHRAEIUS IA= FOII)
    IFIIN(IDEEQGHLZERON HAMEON: FAMSI
    IF(INII).EO.gHLZEKOP HAMBCP = PA|I)
    IFIINII|GQGSHLZEFOG LAMEOI= FA(I)
    IFIINCIDEQOGHNCEFAG HAMEON= PATI
    IFIINIINEO.GMTARCEAT HLAMBOT= PRIIN
    IFIIA(II.EQQGRFPTY IFPTTE PA(I)
    IF(INIGIOEQOGMFMFF IFPPP= PAPID
    IFIIN(I)OEQ.gMFMAA IFWNN= OAII\
    IFIINIIN:EO.gHFEKFENOICILAMEOPO PAIII
    IFIINGIDEOOGHLENCYF ILENGTHE PAPII
    IFITNIIPEQAgHALGYEF |ACPLCTEIO PA(I)
    GFIIN(I)OEQOGW-LAYEF |ALYG= OA(II
    IFIIN(I)OEQGYSICA OSSGN= OA(I)
    IFIINTI|:OQGHPOL\ , |CLX= PA\I|
    IFIINIIDEQ.9MPOLZ NECLZ= PA\I|
    IFIIN(IDOEQOGHACEXI INDEXI: OA(I)
    IFRIN(I).EOGGHINEEX2 IIADEX2: OA(II
    IFIINII).EQ.gHSTCF ISTOP
    IF(IN(I).EO.gHCCPFUTE )GC FC 303
    IFIINISDEO.GHRESTART GO IC SET
    301 CONIINUE
GC TO 3\&1
303 CCATTMUE
C
C HERE SS WHERE THE SICA CF THE HELIA SEASE IS CETEFMZNED
P=PEFIOO SIGN

```

```

            PD2PI=P/12*P%)
    ```

```

C SFAK OETEGMIAES PHE ACRNALIZATION FACTCG FOR THE POTAL SGATTERING ROFEASH
C LAFEDA. IT MUST GS FCLNE IN IFIS CC LOOP
SMAK=0.0
SPAYL=0.0
SPAK质=0.
COpAX=0.
C

```
```

C

```

```

C\&HERE THE LCRENTZSANOSFAFEO FCBARIZABILITY IS DEFIAED S

```






```

        #(LAMSOA (|LAMSONSA2)-(|GAMMANMS2|G)||
        TEG=LAMECT PGG=LAMBOC NBO=LAMBCN
    C
IF(FLAGONEO0) FRIAT 250S

```


```

C
C

```

```

CBTPETA IS THE FOLAE ANTLE OF SCATTERONG
COTMEPA IS IN FADIANS E

```

```

CODEGREE EETHEEA U ANO 36G
COISCRT=O IS FCR COATSNLCUS CASE(PERIOC LESS TMAN LAPGCAI. OISCRT=L IS \&
CPFGR DISCRETE CASE (PERICD GREATER TAHA GAMBOAI
COELKZ IS THE Z PROJECTICN CF THE VECTOR KORO. ITS MAXIMUN VALUE IS I
C2*FI/LAPECA
CFNZIML FOF P GFEATEF CR EQLAL TO LAMOOA IS CALCULATED WEPE
GIF CNLY CNE GAYER LIAE IS WAATEO SET NAZIMU=2

```

```

    NAACLE=360
    NAAGL=NAACLE&&
    OC 11 I=1,NANGL
    PSI(I)={I-1/MएT/190.
    ANGLE(I)=OSI(E)$90%/NI
    \&1 COATINUS
DISCRT=0.
IFIPERIOC,GE.LAMECA) EISCRT=\&.C
C
C
C
C CGMFUTE THE FAXIMUM AC. OF LAYER LINESFOR DISCRETE CASE
C CGMFUTE ALSO PHE PARBFETER CELTAKZ IGN TERMS OF TME AZGMUTAL AFICLE
IFIDISCRT.EQ\&IINAZIPU=INTGPEFICU/LAMBOAO2I
SAFETY=2S
IFPACPLCTOLE NAZIFUINAZIMU=NCPLCT
00 300 FTETA=2.NAZIFU
IFISAFETYOLENAZIPUISTGF
LVR=ITETA-2
OC 299 LF=1.2
C THIE CGNTROLS THE AUPEEK OF AEGATIVE LAYER LIAES TO GE COMPUTED
IFIITEYA.CT, |NLYF 12, ANC.LPOBQO2) GC TO 2G9
C YF:S ASSURES ONLY CNE Z\&FO LAVER LINE COMPUTATIOA
IFILP.EQ.2 FO, ITETA.EQ.2I GC TO 299

```

```

    IFIOISCRT.EOQITHETA=ACCE|PITETA-2IMLAMEOANPEFICDI
    C THIS CCMPUTES NEGLTIUE ALTITLCE ANGLE FOR TME COATINUCUS CASE

```

```

C THIS CGMPUTES ALG NEEAYIVE GA IET \&INES FOR IISCOETE CASE

```

```

        1 PEROOD 
        IFHP.EO.2.AND.DISCKY.EO.SI &YRSOLYR
        CSLK2=12%9%/1LAMECN|BCOS ITMETAI
        APCLAEm THETAWISO.gFI
    COR IS THE PROJECTION GF YHE GUPGCIMG K VECTOP ONTO THE XOY PLANE

```

```

C
C

```


```

C\&GLTEC EY TME CIPOLES. THIS IS THEREFORE THE TATERAETIEN PERFO
C\&J RZPRESEATS THE MAXIMLA NLMEER OF NEAREST NEIGHECHE GNYEOACTIONS TAKEN A
CFIATC ACCOUNT AT EACM SIDE OF A DIPCLE

```


```

    00 202 J=1:10
    Y!TJ=j#YETO
    SINTEJ:SIAITETJ)
    CCSTEJ=C6S(TETJ)
    D=2*A&A* (1-COSTEJ)*FSQRHTETJ#TETJ
    ```

```

    ANGZ=12GFYEA/LAMECASSINTEJ
    ```

```

    CN=CN (F/12कPS)|BCCSIGAC2|ASN2.0
    IFIFLAGOEGO1H
    C
C
C

```

```

C\&HEPE CGME SGPE PRINTIAG FCLPIAES

```

```

    &口{IATY 526od
    ```

```

    i)
        IF(FLAG.EO.I)
    1PKINT 505,SN,CN,IA
    202 CGATIAUE
C
C

```

```

CMTHE LCGF STAFIING HEKE GND ENIING SN \$OO COMPLYE THK SCATTEETNG INYEASI G
CTIES FOR EAGP PS: AAGLE ANC FOR A GIVEN VALUE CF THE ALTITUDGOR LAYEE..
C*IANO
C ILAM IS A PAAAMETFR THAY ALLEWS FOR THE VAROATIOA OF THE PELIYOARAME N
COTES TO CALCLGATE THE SCATTEFING CF COACENTGIC HELICES OF VAFYOUS PITC\&
CAAAC FADIUSO JF ILAM GCES FRCR I TC 1 TMEN OALY OAE FELIX IS CALCULAYEC F

```

```

        OC ADO I=2.360
        IFIFL&GOFGO&)
    1 FRINT 521. I. PSITI|
    ```

```

    0C 609 II=105
    00 698 JJ=4, 3
    C0 69?:KK=1,3
    SUNMA(ISOJJ,KK)=(GOGOSOG)
    697 CONYLNUE
698 CCATINUE
6 9 9 ~ C C N T I N U E ~
C
CO 700 ILAM=1.1

```
```

C PLT PARAMETEFS FOF RLAS EETGEEN TMIE GARO AAC NEXP CARD
C
C

```

```

CGWEFE THE DIFFERENT VALUES OF THE ANGLE PSISTR RELATLD TO THE ATIMUTMAL
C*AAGLE ESI. AFE CALCULAFED

```


```

    1-2.0%SIAPPSITIIISSIATTAETAD ।
    DUMMYI=OATSOILAMI
    IFIOUMMYS.EG.0.1 GOPO20
    ALFHA=K K#COS(FSI|I|/OA|FQILAN|
    IF(AGPWA.CT.1.ONGC YO 20
    C
C TAKE AEGATIVE AVLUE FC\& PSTSTG ANCLE
C
OSISTK(I)=~ACOS(FBABCCSIFSIII|/OA|I IGAM|
21 CCATIAUE
IF(FLAGOEOBO.) CCTO 7%
C HERE CCME THE PFINTING SYATEPENTS FCR OO-
C PCLAR ANGLE QAO INCEXJ. GSISTRIID.

```


```

    & (2n,FB.4))
    71 CCNTINUE
IF(FLAGGEQGG) EC IC T7
ERINT 9

```

```

    PRINT &O.ANGLEII|OQUIOILANI
    \$0 FCRMAT(* S. FO, 4, 5X,F3.4)
77 CCATYNUE
C
C

```

```

CPAGCEEC TO COMPUTE CCATIALCLS CO FOR LIGMT INCIOLNT ALCNE PME Y DIEFGS
C*9%CN
C\#CGMFUTE NOW THE CCMPCAEAIS FCF EACF OF THE DOLAPIZAYICNS CF PHE COFPEG
CHTCA FART CF THE ELECTRIC UECYOR. PHESE WILL EE EIMEOLIZEC EY CE
CFIFEY ARE CEIDIFECTTOA. OCLAFIZAPYONOEACH JF THE THPEE CCYPCNEMTSI
CHEXAFPLE CE(2.\&OS) MEANS TMGFC CCPFCAENT CF CCRRECTICN FPELO TFAUELLING F
CFA THE PCSITIVE Y OIFKETIOA FCLAFIZED IN PHE X CIRICTION
C,
CC 1000 İ=1, ?
OC 10C: JJ=4.3
OC 1002 KK=1.3
E(IJOJJ,kK)=(0.0.0.0)

```

```

100% CCNYINUE
100: COATSNUE
100C CCAYgNUL
OC 200 NA=1.3EL
N=AN-131.
SIATA=SIA(NFY:YOI
CCSTN=CCSINETETOI

```

```

    XFCNT2=CCS(ANGS)*(0.&OCISSIA(ANG3)
    ```

```

    & TETOMTETCISSN
    ```

```

    1 TETOGTETCIMSN
    ```

```

        2 TETOMTETC SN
    ```

```

    1 FETOWYETESSCN
    ```

```

    & TETOHIETC CN
    ```

```

    4 TETOHTETONCN
        FF(FLAG.EQ.S)
    &OFINT 9&0
        FCKMAT1* *
        1CE(2,3.3)
        \CE(2,ます3)
        IF(FGAGotO&1)
    ```

```

        1CE(2, 5, 3)
    C
C

```

```

CHNCH CGME THE CORPESPGADING SCATYERED ELECTAIC FIELE WITHOUY THE COEEECA
CTICNO INMgDSATELY AFTER,THESE FIELCS SC OSTAIAED ARE CORPECTEE
CFFACTOF IS A CUMMY INCEX YHAY CAN EE USED TO ELIMIAATE THE CCROECTFON S
CMTAY IS FACTCR=O OR IC LEAVE IT THEPE TMAT IS FACTOR=1 N

```

```

        SIANTC=SIA(NTTEYC)
        COSNPC=CCS(ANTEP()
        ANG=QA(I,ILAM) CCS(AMTETCOPSISTG(ID) QPETETOWA"(CELKZ/12*PII)
        EXFCNT=CCS(ANG)& (C*&OO)-SIN(&NG)
    C
C
C SACIEEACE Y FOLARIZATIOA?

```

```

    &*LCMAY*TEYOBAM
    ```

```

        1GALDHATHTETOAAM
            E(2,3,3)=E(2,3,3)+((D)(2*Eq4AN)|**2)EEXPCAT
        & ALPHGT#TETO年AM
    C
C IACJDENCE Y POLARIZAYION Y
C CCMEUTE THE TERMS E(EんL,CGMPCNENTS\&,2AADJ)

```

```

        &GGPHATGTETOFGM
            E(2,2.2)=5(2.&&2)+(0(A/AF)*&2)&5XPCNT#STAATOPCOSNYO
        &ALPHAT&TETO*AM
    ```

```

        1*ALPHATETETONGN
            IF(FLAG.EO.O&) GCTC.EC
            IF(FLAG.EO.L) PFINT 5JG
    ```

```

\triangleG6 CCATINUF
200 CCATINLE
FACYOR=1.
E(2.1,1)=F(2,101)\&CE|2.1,1)*BACYOR
E(2.1.2)=E(2.j.2)4CE(2,\$,2)%FACYOR
E(2,1.3)=2(2.1*3)\&CE(2.1.3)\&FACTCR
E(6,3,2)=E(2,3.1) +C\& (2, S. \D\#FACTOR
E (6,3,2)=E(2.3.2) \&CE(2, a, 2)MFACTOR
E(2,3,3)=E{2,3,3) \&CE(2,3,3 f\&ACYOF
E(\hat{8},3,1)=6(2.3.1) \#PCL 2
E(2,3,2)=E(2,3,2)日PCL 2

```
```

    =(2.3.3) =E(2.3.3) &PCLZ
    E(2.d.j)=E(2, (01)*PCLX
    E(2.1,2)=E(2,1,2)4PCLX
    E(2.1.3) =E(2.1,3)BPCLX
    C dgintjag cf the compcaenis cf the electric fielo vectgr,
C CCFRECYES EY PME CIPCLEODGPCLE INPERAGYGON
C CGRFUPE PME TEKM E(K, Y,CCMFCAENYS 1.2,ANOS)
IF( FLAG.EQ.0) GC FC\&OE
PFINF 50.
`0. FCFPAT(/.S E(2.3.1) , E(2.3.2) E{2.3.3) ,

```



```

-65 CCATJALL
CMMPS ACCS THE ELECTRIC FIELES FOR A SERIES OF CGACEAPFIC HELICES WITH DIFF
~EFEAT PGRAMETERS FOR CNE GIVEA ANGGE OF SCATMERING.
CC 791 IF=1,3
OC 992 JF=1.3
OC 903 kF=%,3

```

```

703 GGATgNUE
OO2 CCATIMLE
OOS ccaidinue
TOO COATINUE
2C 705 : :=203
OC 7JE JJ=1.3
OC 707 кк=1,3
E(II,JJっKく)=SLMM\&(I%.JJっKK)
\#G7 ECATPAUL
70G cCAT!muE
905 SCATIAUE

```

```

GFIAISHAGL SLFS

```

```

C
c

```

```

C*CRRZECY FCF TKANSVERSALITY IA TMIS SECTION
CODEFINE THE TEIGONOMETEIC VALLES CF THE CCMPONEAPS OF PME SCGTTEREC WAVE *
Cvector K

```

```

            SIAPSI=SIA(PS:(I))
            CCSPSI=CCS(PS:(%)|
            S&APET=S!A(THETAD
            CCSTET=CCS(THETA)
    C JEFIAE EPEKIS= KDCT E(2.1, CCPPOAEAPSIAND EYZETA= K OCTE(2,3.COMPS)

```

```

            & E (2,3.3)
    ```

```

        & E (2.1.3)
    C F:AISH COMFUPING CC(I) FOR ALL PSI(I)
IF(FLAG,NE,OIDRIAY 517
517 FGRMAP(*** BYEKIE*,Ex.GEYEREYA*)
IF(FLAGOAEOOI PRIAT SJ5. EYEKISOEYZETA
C

```

```

C*CCMFUTE IL MINUS IK

```

```

    C1=E(2.1.1) -CCSPSG*SNTETMEYEKIS
    C2=E(2.1.2)-SINPSINSINPEMEEYEKIS
    C3=E(2.1.3)-CCSTEYMEYEKSS
    ```
```

            01=E(2.3.1)-COSPSJESINTETEEYZETA
            D2=E(2.3.2)-SINPSJMSINYEPGEYZETA
            03=E(2,3,3)-COSTETEEYZETA
            CSTFI=CONJGTCA:
            CSTR2=COAJG(C2,
            CSTE3=CONJG(C?)
            OSTRA=CONJG(DAN
            OSTR2=CONJGIDR1
            OSTR3=COAJGROSI
            IF (FGAGOEQ.O.) GC PC DOL
    c
c
C prgntjag goutgnes fcf gafermediafe caculaticens of ce
prINT 50G

```

```

    1*(STR3*)
            PFINY 505, C&.CSTF&OCZ.CSTRZOCB.CSTRS
            pFgNT 507
    507 FCFMATIOM E\& OSTRI / DG /
LCSTE2 ' 5% OSTRS *)
P\&\NT 505, D1.DSTF1.DR.CSTRZ.C3.0ST\&3
\&0j cCatinue
C

```

```

        1 (c3*OSTF3)) E(2.*(0.,1.|)
            EZ=04%DSTR:*O2FDSTR2*J3*CSTR3
            IG(J)=EZ
            EX=C1*CSTF&$C2*CSTR2*C3*CSTF3
            IF(I)=EX
    ```

```

            :&03*0STF3)*二。
            CE(I)=$LNKR(I)/ILFIF(%)
            IF(FLAG.EQ.O.) GC TO 511
    ```



```

        OFINT 5:0
    =10 FCFMAY(/01,0,/)
511 CCATIAUE
100 ccatinue
C
C is yHE SAME is yhat cF g degfees
ANGLE(3E:')=360.

```

```

            1% \L(361)=IL(1) IG%(3E1)=%R(1)
    C
C*)
CNHERG CCME MCFE PR:TNTING SLBFCLTINES

```

```

    PFINT 9O7, APCLAF,PEEACCOA,LEAGYHDLAMEOA
    907 FGRMAY/%%"\# CC ANC TCYGL SCATTER FCE APCLANH GNGLE=*F

```

```

    1 LAMEOG=*,F5,2)
            F&INT%
    ```

```

            1.15x,*OOL2*-15x,*OLX*)
            DC 57 K=1. NANGL
            ANGL=P5:(K)M180.AFI
            EFINT 58, ANGL, CO(K), LLMIK(K), ILOIR(K),IL(K|IIR(K)
    ```

```

58 FGRMAYG
C

```

```

C\& DETEKMSNE THE MAXIMU* VAGLE FOR PLOTING SUBROUTIME
*

```

```

        00 109 I=1, NANGLE
        COMAX=AMAXS (ABS(CCIII),CCMAX)
        SMAK=AMAXIIIGOIRP IV SHAKI
        SPAKL=AMAYI(ILII),SmAXL)
        SMM年=AMAXI|IE(I) SAAXK)
    \$09 COATINUE
IF(COMAX.GE.D.2) COMAK=1.
OC 11:5 J=1. NANCL
CERJ|=CD (J)/COMA\#
PLCTSC(J)=ILPIR( JD/SMAX
PLCTIL(J)=IL(J)/SPAXL
PLCTIR(J)=马R\JB/SPAXF
\$115 CCMTINUE
C PLOT SCATTERING VS FSI FOR EIFFEPING AZIMUTHS.
C
G PLCT GKAPMS
IFINOPLOT.EQEOS GC TO 600
IF(DISCKTOEQ.U) LYR=S\&̊
C
C IA PLGFING SCATER=0. KILLPGCT CD SCATEK=1OD WILL PLOT ILOIR/ MAKIILPIR)
C SC\&TER=E.0 PLOT IL/FARISG| SCATEK=3J/ PLCT IEAMAXIIRI
C
RNAX=1.0
C
C
C

```

```

C\trianglePLCT SCATTEFING VS PSI FOF CIFFEKIAG APOLAR ANGLES

```



```

    IF(PCLXOCO,O.CF,FCL2:\div0.0) GO IO 605
    IATTIA=IAIFIA*I
    \triangleFCLAF=90. APOLAR
    PFINT &51. CDMAX, EFGLAR
    ```

```

    APCLAF=IAT(APCLAF)
    SCATEE=0
    IF(CDMAX.LT:1.0) SCAFEF=-1
    CALG PGLAEIANELE,CD,FMAX,APCLAF,P.D,SCATERGGANBLA,GENGTH,LYE.
        I INITEA)
    EGS CCATINUK
C
KMAX=1.0
\AITIA= IAITIA+1
FFINT 152. SMAX GFOLGZ
:52 FCFMATT/GPLOF GFEPH FCF POTAL SCATTER [IVICED SY SMAX:O,
\& EdE.8, 2X,SAPCLAFH =5,F5.2)
APCGAR=IAT(APGLAR)
SCATER=』0
CALL PGLAFIANGLE, ELCISCBRAAKOAFOLAROP,AOSCATEE BAPGCAOLEAGIMA
4 bYF,INI:TA)
PKINT \&5J.SMAMLAFOLAE
2E3 FGRMATU/GPLOF GFAPF FQK LEFT SGATPER DIVIDRC EY SMAKL=GFIE.Gg
1 2x,*\&ULAR=5,FE,2)
SCATEK=2.0
CALL PCLAFIANGLE GCYILORMAXOAFOLAR POAGSCATEROGAMGCA,GENCTH.
| bY负g\ITIAI
PRINT 15G\&SMAYR.APOLAR

```

```

        1 2X.*APOLAR=S.F5.2)
            SCATEG=3.0
            CALL PCLAKIANGLE FLCYIKOFMAX,APOLAROPOAOSCAFEFOGAPBOAOLENGYHO
        \ LYF,INITIAS
    6\hat{G COATINUE}
    C
299 COATINUE
300 CGATIAUE
GOTC 312
STOP
20 COATINUE
FSISTK(I)=0.0
GC 10 21
EAC
SLERCUTIAE POLARITH.F.FPAX,APCGAR,FRAYIGORADIUSOSCAPEE.GOLULYP.
\ (AITIA)

```

```

C*THIS SLBRCUTINE HRKES PGLAK GKAPHS

```
```

CETEE ARGUMENT CF THE FLNCTICAS ARE FEASUREO IN DEGEESS:
4
CBYPE IAFUY OF THE ANGLLAK VARIAELE BAS TO EE ENGERED IA RAEIANS
CAARGLES ARE PCSITIVE IA THE CCUNTEKCLOKWISE CIFECTIOA.
C\&A ANCLE OF ZERO IS \&CRIZONTAL ANC TO THE RIGMT.

```

```

        COPPON FPTT,FMPP,FMANOTEO,PEO,NSO
        TEAL NBO
        CCMMOR./IGSZZZ/2(600)
        OIPENSIOA R(400), Im(400), Y(400)
        REAL bO LYF
        GATEGER STS.SPG.SAB
        OIPENSIOA YNEG(GCO)
        EYYERNAL FONT2
        DATA IRAC/2HR=1
        DATA IPITCHARWP=1
        DATA IWA甘E/2HW=1
        OAT员 ISEATE/LFALT=1
        CATA ILVF/GHLVF=1
        CATA ILEAGH/2 mL=?
        #ATEGEG ELANK
        OLYA ELANK/4H../
        OAT& [PG/3HP9=1
        \ATA [AG/3HNB=1
        OLTA ITE/SHTE=1
        OATA LGGLJL/YHLG=1
        JAYA ICOPMA/$H&/
        DATA LGFPT/SHLY=1
    995 FCFMAT(A3.13)
935. FCFMAT(Aर,F%,2)
993 FCGMAT(A4,FE,2)
LCCLENzAS
EACOOK1 G.999.LAELLIISEATEOAPCLAE
IF (LYFONL -100IENC COE(9.GGG,LAOEL)ILYROLYE

```

```

        EACOOR(6.996,LABELS)IKAC,KADIUS
        EACOOE(6.096,LABEG5)INAVE,W
        IF(L.GT:9马.ILOGLEA=ALOG&CILI
        IF(L.LE.57)&NCOOF (6,996,LAEELEITLEAGH.L
        IF (L.GT:Gg)ENCODE (6.995.BAgELEILOGLEGOLCGLEN
    913 FCRMAY{F4.2)

```

```

        EACODE(4,E13.SPQ)FMFD
        ENCODE(4,CIS,SN3/FMNN
    ```
```

911 FCRMATIAS,F%2,A\I
ENCOOE (B.911,LABELT)ITE,TBO,ICGMMA
EACCDE(8.911,LABELP)IOB,FBO.ICCMMA
EACODE (8.911,LABELN)INE,ABO,ICOMNA
IF(FMTT.LT.0.01/LCGFMF=ALCG101T90:

```

```

912 FORMAT(A3,ALGASI
IF(FMPT,EGAO)ENCCCEPO.gIzobARELTIITB,BLANK, ICCMMA

```

```

    IFIFMANOEG.OIENCCORIE.91E,LAEEGNIIAO,BLAAKOICCMMA
    c
C HERL IS WERE THE PCSITIVE VBLLES ARE SEPARATEE FRGM N\&GAPIVE VALUES
00 20 I=1. 361
YNEG(I)=0.0
v(I)=ABS(R(I|)
IF(F(I),WT.0.C) YAEG(I)=AES(RI!DI
20 ccaidine
C
C

```

```

C*IMFCRTGNT JMFCRTANT JMPCFPAMY

```
```

CHEFE IS HHERE THE PLCTTING flyIAE CETS gNITIALIIEE GNLY ORCE
C
IF(INITIA.NE.1) EC TC 23
CAGL MCDESG(2.E.4FCJOS)
23 CCATIALE
C
CALL VECIG(Z,FONTGOC)
CAL6 SETSPG(2.51.d.)
C SET LF VEEW POET TC LEAV= 20 PERCEAT gOROE?
CALL COJETG(Z.2C.02G.-GG0.30.)
C SET PFETA AXIS OFFSET
2(185)=90.
C DEFIAE THE SLEJECT SEGCE fCR EOTH RADIAL AND ANGLLAG VARIMEL:S
CALL PSUEJG(2,0.0.0.OEMAX,360.)
C DFERS GRID OF 3O EEGREES GF ANGLLAP EFACIAG AAE OE CF PADIAL UNITS
CALL SETSMG(2.973.0.C)
CALG PGKIDG(2,FMAY/E.N. SO.OO.OO.)
C SETS FCRMAT FCR DABELLIAG
CALL SETSMG(2.30.2.)
CALL SETSPG(2.45.2.00)
FPT=5.2
C laEgl racial axis
CAL6 PCLEG(2.065.17E.0404F0.66)
CALL PCLEG(Z.S.0E.175.04.4H1.OO)
C sep large characyef size
CALL SETSPG(2.45,3.0)
C iAdjCate phe formifi fcF pme lagelling
FPT=6.2
C basel ThETA AXIS
CALL PLAELG(2.1.30.00.FMT)
CALL SETSPG(2,45,3.6)
KE=FMAXS
CALL PCLEG(2,Y8 .2110. 9.LAEEL)
X7=FMAK\&:.7
IF(SCATEF.EQ.4.0)
\& CALL PCLEG(2,X7,\$3E.,7,7HCDAMAX)
\$FISCATER.EQ.O.Cl
\& CALL PCLEG(2.K7.136.07.7HCIES Y)

```
```

        IF(SCATER.EG.1.0)
    ```

```

    IFISCATEROEO.2%OI
    1 CALL POLEG(Z.E7.136.%%%HI PCLZ)
    IFISCATEFOEO.3.01
    - CALL PCLEG\2.*% 136% 7.7m& PCLH)
        PRINT998,LAEEL,GAEEL2,GAEELJ.GASEL5,GABELE
    ```

```

G9% FCFMAT G\&HERE ARE THE LABELS * B\&AXOACII

```

```

        CGLG PGLEGIZ%>3 ,30.06,LABEL3)
        X4=RMAX2.2.2
        CALL PCLEGTZOX&OLEO 6, (AEEL2)
        X5=RMAX*2.05
        CAbL PCLEG&ZEXS .&GOE EOAEELE|
        XE={MA每$.61
        CALL PCLEG(2%%E,33*G.bAEEGG)
        XT日=शMAX*& % 7% E
        CALL PCLEG(Z&)YE,33GO,GOEELT)
        IFIFMNN,EQODOAND.FMFPEEGOQI GC YO 50
    ```

```

        CALL FCLEG(Z#XPG,33E.O.GABEGF)
        XAE={MAK1% 36
        CAGL PCLEG(Z日YNB,S32-g日GAEELA)
        ASTB=2.C7#RMAX
        CALGPCLEG(Z.XSTE *20.*4.STE)
        XSPG=A0.72%RMAX
        CALL PCLEG12.SFE 217.94.SFE)
        XSAE=1.7GARMAY
        CALL PGLEGIZ#YSNE EIZ *4,SNO)
    =0 CENTINUE
C JCIAS WITH A LINE THE PCINTE THAY FAVE EEEN ELOYTED
CALL SETEMG12,30.2.)
CALL PLIAEG(2.361,Y,94)
IF(SCATEFGEQ*A) EC TO 41
IF (SCATEFGGEA1.0) GC TO \&O
41 CCATINUE
CALL SETSPG(2.30.6.)
CGLL PLIAEG(Z,S6%,YAEGOTF)
CO CCATINUE
CALL SETSPGIZ.30.EO)
C MCV TC NEW FRAME
CALL PAGEC1ZODODO:\#
C TGEXIT
CAHL EXIFG(2)
PRZNT 21,FMAX,PKATKCEM,FACIUSOL

```


```

    & 2N, LLNGFH=早,FS,&)
        RE YURN
        ENC
    ```
```

