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#### Abstract

Atom interferometry tests of universality of free fall based on the differential measurement of two different atomic species provide a useful complement to those based on macroscopic masses. However, when striving for the highest possible sensitivities, gravity gradients pose a serious challenge. Indeed, the relative initial position and velocity for the two species need to be controlled with extremely high accuracy, which can be rather demanding in practice and whose verification may require rather long integration times. Furthermore, in highly sensitive configurations gravity gradients lead to a drastic loss of contrast. These difficulties can be mitigated by employing wave packets with narrower position and momentum widths, but this is ultimately limited by Heisenberg's uncertainty principle. We present a novel scheme that simultaneously overcomes the loss of contrast and the initial co-location problem. In doing so, it circumvents the fundamental limitations due to Heisenberg's uncertainty principle and eases the experimental realization by relaxing the requirements on initial co-location by several orders of magnitude.


## I. INTRODUCTION

The equivalence principle is a cornerstone of general relativity and Einstein's key inspirational principle in his quest for a relativistic theory of gravitational phenomena. Experiments searching for small violations of the principle are being pursued in earnest [1] since they could provide evidence for violations of Loretnz invariance [2] or for dilaton models inspired in string theory [3, and they could offer invaluable hints of a long sought underlying fundamental theory for gravitation and particle physics. A central aspect which has been tested to high precision is the universality of free fall (UFF) for test masses. Indeed, torsion balance experiments have reached sensitivities at the $10^{-13} g$ level [4 and it is hoped that this can be improved two orders of magnitude in a forthcoming satellite mission [5].

An interesting alternative that has been receiving increasing attention in recent years is to perform tests of UFF with quantum systems and, more specifically, using atom interferometry. Instead of macroscopic test masses this kind of experiments compare the gravitational acceleration experienced by atoms of different atomic species [6-9. They offer a valuable complement to traditional tests with macroscopic objects because a wide range of new elements with rather different properties can be employed, so that better bounds on models parameterizing violations of the equivalence principle can be achieved even with lower sensitivities to differential accelerations [8) 10. Furthermore, given the different kind of systematics involved, they could help to gain confidence in eventual evidence for violations of UFF.

By using neutral atoms prepared in magnetically insensitive states and an appropriate shielding of the interferometry region, one can greatly suppress the effect of spurious forces acting on the atoms, which constitute excellent inertial references [11-13]. State of the art gravimeters based on atom interferometry can reach a precision of the order of $10^{-9} g$ in one second [14 and are mainly
limited by the vibrations of the retro-reflecting mirror. When performing simultaneous differential interferometry measurements for both species and sharing the retroreflecting mirror (as sketched in Fig. [1], common-mode rejection techniques can be exploited to suppress the effects of vibration noise and enabling higher sensitivities for the measurement of differential accelerations [7, 1518. Thus, although tests of UFF based on atom interferometry have reached sensitivities up to $10^{-8} g$ so far, there are already plans for future space missions that aim for sensitivities of $10^{-15} \mathrm{~g}$ [19 by exploiting the longer interferometer times available in space and the fact that the sensitivity scales quadratically with the interferometer time.


FIG. 1. Sketch of an atom interferometry set-up for differential acceleration measurements of two different atomic species. The various laser beams driving the diffraction processes for both species share a common retro-reflection mirror so that vibration noise is highly suppressed in the differential phaseshift measurement.

As shown below, however, when targeting sufficiently high sensitivities, gravity gradients become a great challenge for this kind of experiments: they lead to a drastic
loss of contrast in the interference signal and impose the need to control the initial co-location of the two atomic species (i.e. their relative position and velocity) with very high accuracy. In this paper we will present a novel scheme that simultaneously overcomes both difficulties.

## II. CHALLENGES DUE TO GRAVITY GRADIENTS IN TESTS OF UNIVERSALITY OF FREE FALL

In order to analyze the effects of gravity gradients, we will make use of a convenient description of the state evolution in a light-pulse AI developed in Ref. [20] and summarized in Appendix A. Within this approach the evolution of the interfering wave packets along each branch of the interferometer is described in terms of centered states $\left|\psi_{\mathrm{c}}(t)\right\rangle$ that characterize their expansion and shape evolution, as well as displacement operators that account for their motion and whose argument $\boldsymbol{\chi}(t)=(\boldsymbol{\mathcal { R }}(t), \boldsymbol{\mathcal { P }}(t))^{\mathrm{T}}$ corresponds to the central position and momentum of the wave packet, which are given by classical phase-space trajectories including the kicks from the laser pulses. The state at the exit port I (analogous results hold for the exit port II) takes then the form

$$
\begin{equation*}
\left|\psi_{\mathrm{I}}(t)\right\rangle=\frac{1}{2}\left[e^{i \Phi_{1}} \hat{\mathcal{D}}\left(\boldsymbol{\chi}_{1}\right)\left|\psi_{\mathrm{c}}(t)\right\rangle+e^{i \Phi_{2}} \hat{\mathcal{D}}\left(\boldsymbol{\chi}_{2}\right)\left|\psi_{\mathrm{c}}(t)\right\rangle\right] \tag{1}
\end{equation*}
$$

and gives rise to the following oscillations in the fraction of atoms detected in that port as a function of the phase shift $\delta \phi$ between the interferometer branches:

$$
\begin{equation*}
\frac{N_{\mathrm{I}}}{N_{\mathrm{I}}+N_{\mathrm{II}}}=\left\langle\psi_{\mathrm{I}}(t) \mid \psi_{\mathrm{I}}(t)\right\rangle=\frac{1}{2}(1+C \cos \delta \phi) . \tag{2}
\end{equation*}
$$

The positive quantity $C$, known as the contrast, characterizes the amplitude of these oscillations and is given by

$$
\begin{equation*}
\left.C=\left|\left\langle\psi_{\mathrm{c}}(t)\right| \hat{\mathcal{D}}(\delta \boldsymbol{\chi})\right| \psi_{\mathrm{c}}(t)\right\rangle \mid \leq 1 \tag{3}
\end{equation*}
$$

which takes its maximum value when the relative displacement $\delta \chi=\chi_{2}-\chi_{1}$ between the interfering wave packets vanishes. The full result for the phase shift is provided in Appendix A, but for the present discussion it is sufficient to focus on the role of uniform forces (including inertial ones) and the dependence, caused by gravity gradients, on the central position and velocity ( $\mathbf{r}_{0}$ and $\mathbf{v}_{0}$ ) of the initial wave packet:

$$
\begin{equation*}
\delta \phi=\mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\mathbf{g}+\mathbf{a}^{\prime}\right) T^{2}+\mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\Gamma T^{2}\right)\left(\mathbf{r}_{0}+\mathbf{v}_{0} T\right)+\ldots \tag{4}
\end{equation*}
$$

where for simplicity we have assumed time-independent accelerations and gravity gradients and kept only the contributions to lowest order in $\left(\Gamma T^{2}\right)$. We have separated the acceleration $\mathbf{g}$ caused by the gravitational field from the acceleration $\mathbf{a}^{\prime}$ caused by any other forces including inertial ones and accounting also for the vibrations of the retro-reflecting mirror. On the other hand, the gravity gradient tensor $\Gamma$, defined in Eq. (A2), characterizes the deviations from a uniform gravitational field.

## A. Initial co-location

When performing a test of the UFF based on a simultaneous differential measurement with two different atomic species (labeled here $A$ and $B$ ) the relevant quantity is the phase-shift difference

$$
\begin{align*}
\delta \phi^{A}-\delta \phi^{B} \approx & \mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\mathbf{g}_{A}-\mathbf{g}_{B}\right) T^{2}+\mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\Gamma T^{2}\right)\left(\mathbf{r}_{0}^{A}-\mathbf{r}_{0}^{B}\right) \\
& +\mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\Gamma T^{2}\right)\left(\mathbf{v}_{0}^{A}-\mathbf{v}_{0}^{B}\right) T . \tag{5}
\end{align*}
$$

Here we have assumed that $\mathbf{k}_{\text {eff }}$ and $T$ are the same for both species and neglected any contributions to the residual accelerations $\mathbf{a}^{\prime}$ which are not common to both species. We have made these simplifying assumptions to make the presentation here less cumbersome and to highlight the essential points, but such restrictions are lifted in the remaining sections, so that the strategies and results presented there are more generally applicable.

As seen from Eq. (5), in the presence of gravity gradients small differences in the central position (and velocity) of the initial wave packets for the two atomic species can mimic the effects of a violation of UFF. In principle preparing wave packets with very well defined central position and momentum does not suffer from limitations associated with Heisenberg's uncertainty principle, which only affects their position and momentum widths. However, the required degree of control on those quantities is rather demanding in practice: for example, testing the UFF at the level of $10^{-15} g$ entails controlling the relative initial position and velocity with accuracies better than a few nm and several hundred $\mathrm{pm} / \mathrm{s}$ respectively. In fact, this systematic effect, often known in this context as the initial co-location problem, is one of the biggest challenges faced by this kind of experiments. Furthermore, verifying that the stringent requirements on initial colocation are fulfilled by measuring the relative position and velocity of the two species under the same experimental conditions as in the differential interferometry measurements (otherwise one could introduce additional systematic effects) is itself limited by Heisenberg's uncertainty principle, which implies

$$
\begin{equation*}
n N \sigma_{x} \sigma_{p} \geq \hbar / 2 \tag{6}
\end{equation*}
$$

where $\sigma_{x}$ and $\sigma_{p}$ are the precisions for the measurement of the central position and momentum that can be achieved after a given integration time, $N$ is the number of atoms in each atom cloud and $n$ is the number of experimental runs, given by the integration time multiplied by the repetition rate. Thus, unless the number of atoms in each atom cloud is rather high, the required integration time to achieve the desired accuracy in these checks of systematics may be comparable to or even exceed the entire lifetime of the mission, which has been raised as an objection against the use of atoms (rather than macroscopic test masses) as inertial references for high-precision tests of UFF [21].

## B. Loss of contrast

In order to understand qualitatively the motion of the atomic wave packets along the branches of the interferometer in the presence of a gravity gradient, it is useful to consider a freely falling frame where the central trajectories for the two branches after the first beam-splitter pulse are symmetric with respect to the spatial origin of coordinates at $z=0$, as depicted in Fig. 2. It then becomes clear that the tidal forces associated with the gravity gradient tend to open up these trajectories and give rise to an open interferometer with non-vanishing relative position and momentum displacements at the exit ports. They are quantitatively obtained in Appendix A and are given by

$$
\begin{equation*}
\delta \boldsymbol{\mathcal { R }}=\left(\Gamma T^{2}\right) \mathbf{v}_{\mathrm{rec}} T, \quad \delta \mathcal{P}=\left(\Gamma T^{2}\right) m \mathbf{v}_{\mathrm{rec}} \tag{7}
\end{equation*}
$$

The existence of a non-vanishing relative displacement $\delta \chi \neq 0$ between the interfering wave packets, which no longer exhibit full quantum overlap, gives rise to a loss of contrast, as reflected by Eq. (3).


FIG. 2. Central trajectories for a Mach-Zehnder interferometer in the presence of gravity gradients as seen in a suitable freely falling frame. The tidal forces tend to open up the trajectories compared to the case without gravity gradients (dashed lines). The momentum transfer from the laser pulses are also indicated for the different branches.

In terms of the Wigner function 22, defined in Eq. (B2), the expression for the contrast takes the following suggestive form, which is also valid for mixed states [20]:

$$
\begin{equation*}
C=\left|\int d^{3} x \int d^{3} p W(\mathbf{x}, \mathbf{p} ; t) e^{-\frac{i}{\hbar} \delta \boldsymbol{\chi}^{\mathrm{T}} J \boldsymbol{\xi}}\right| \tag{8}
\end{equation*}
$$

where we introduced the phase-space vector $\boldsymbol{\xi}=(\mathbf{x}, \mathbf{p})^{\mathrm{T}}$ and the symplectic form $J$ defined in Eq. A5. The loss of contrast can be understood as a consequence of the oscillatory factor "washing out" the result of the integral.

It otherwise tends to unity when the oscillations are negligible, as dictated by the normalization of the Wigner function. The example of Gaussian states, whose Wigner function is given by Eq. (B6), is particularly illustrative. Substituting into Eq. (8), one obtains the following result for the contrast:

$$
\begin{equation*}
C=\exp \left[-\frac{1}{2 \hbar^{2}} \delta \boldsymbol{\chi}_{0}^{\mathrm{T}} J^{\mathrm{T}} \Sigma J \delta \boldsymbol{\chi}_{0}\right] \tag{9}
\end{equation*}
$$

where $\Sigma$ is the covariance matrix of the initial state, detailed in Eq. $\overline{\mathrm{B} 7}$ ). In turn, $\delta \boldsymbol{\chi}_{0} \equiv \mathcal{T}^{-1}\left(t, t_{0}\right) \delta \boldsymbol{\chi}$ is related to $\delta \boldsymbol{\chi}$ through the transition matrix $\mathcal{T}\left(t, t_{0}\right)$ as explained in Appendix A 1 and well approximated by Eqs. (B4)(B5) for gravity gradients. It is clear from Eq. (9) that the loss of contrast caused by gravity gradients can be reduced by simultaneously considering smaller position and momentum spreads, $\Sigma_{x x}$ and $\Sigma_{p p}$. In fact, such a conclusion is not specific of Gaussian states and holds in general. Indeed, as the size of the main support of the Wigner function decreases, the wash-out effect from the oscillatory factor becomes less and less important.

Simultaneously decreasing $\Sigma_{x x}$ and $\Sigma_{p p}$ is, however, ultimately limited by Heisenberg's uncertainty principle. Moreover, achieving a sufficiently narrow momentum distribution can sometimes be rather demanding in practice even before the limit due to Heisenberg's uncertainty principle is reached. In order to alleviate these difficulties, an easily implementable mitigation strategy based on a small adjustment $\delta T / T \sim\left(\Gamma_{z z} T^{2}\right)$ of the timing for the last pulse was proposed in Ref. [20]. The key idea is that with a suitable choice of $\delta T$ one can change $\delta \boldsymbol{\mathcal { R }}$ (while keeping $\delta \mathcal{P}$ essentially unchanged) so that the phase-space vector $(J \delta \chi)$ becomes aligned with the Wigner function and the wash-out effect of the oscillatory factor in Eq. (8) is minimized. (This is actually reminiscent of the use of squeezed states to beat the standard quantum limit in optical interferometers; rather than squeezing the state, here the observable is modified to achieve a similar effect.) The strategy, which is briefly summarized in Appendix B, was shown to be very effective for parameter ranges like those considered, for example, for the STE-QUEST mission [19]. Nevertheless, it would eventually face significant limitations in future plans for further increasing by several orders of magnitude the sensitivity of UFF tests based on atom interferometry [23]. Furthermore, it is somewhat less effective when applied to thermal clouds (even for ultracold atoms close to quantum degeneracy but with a negligible condensate fraction) rather than Bose-Einstein condensates ${ }^{1}$. In the next section we present a novel scheme which is not afflicted by these shortcomings and simultaneously overcomes both the initial co-location problem and the loss of contrast.

[^0]
## III. SIMULTANEOUSLY OVERCOMING LOSS OF CONTRAST AND THE INITIAL CO-LOCATION PROBLEM

As shown by Eq. A26, the contributions to the phase shift $\delta \phi$ that depend on the initial values of the central position and momentum, characterized by the phasespace vector $\chi_{0}=\left(\mathbf{r}_{0}, m \mathbf{v}_{0}\right)^{\mathrm{T}}$, can be written in the following revealing form:

$$
\begin{equation*}
\delta \phi=-\frac{1}{\hbar} \delta \chi^{\mathrm{T}}(t) J \mathcal{T}\left(t, t_{0}\right) \chi_{0}+\ldots \tag{10}
\end{equation*}
$$

where $\mathcal{T}\left(t, t_{0}\right)$ is the transition matrix defined right after Eq. A15). The next insight is then to realize that through a suitable adjustment of the laser wavelength for the second pulse, one can have a vanishing final displacement $\delta \boldsymbol{\chi}=0$. Indeed, this can be achieved by changing the effective momentum transfer associated with the second pulse to $\hbar\left(\mathbf{k}_{\text {eff }}+\Delta \mathbf{k}_{\text {eff }}\right)$ with

$$
\begin{equation*}
\Delta \mathbf{k}_{\mathrm{eff}}=\left(\Gamma T^{2} / 2\right) \mathbf{k}_{\mathrm{eff}} \tag{11}
\end{equation*}
$$

where we neglected corrections of higher order in $\left(\Gamma T^{2}\right)$ for simplicity [the exact result can be obtained using Eq. A17)]. This can be easily understood in a suitable freely falling frame where the central trajectories for the two branches of the interferometer are symmetric with respect to $z=0$, as shown in Fig. 3. The momentum transfer associated with the second pulse is chosen so that the trajectory after the pulse corresponds to the time reversal of the trajectory before it. Since the gravity gradient leads to the curvature of the trajectories in the space-time diagram as depicted in Fig. 33, an increase of the momentum transfer given by Eq. 11) is necessary.


FIG. 3. Central trajectories for the same situation depicted in Fig. 2 but with a suitable adjustment of the momentum transfer from the second laser pulse so that a closed interferometer, with vanishing relative displacement between the interfering wave packets in each port, is recovered.

From Eqs. (3) and (10) it is clear that by achieving $\delta \chi=0$, this scheme simultaneously takes care of the
loss of contrast caused by gravity gradients as well as the stringent requirements on the initial co-location of the two atomic species. Indeed, thanks to the absence of a relative displacement between the interfering wave packets full contrast is recovered. Furthermore, there is also an intuitive explanation for the solution of the initial co-location problem which is connected with the laser phases. Because of the additional $\Delta \mathbf{k}_{\text {eff }}$ for the second pulse, in this new scheme the total momentum transfer to the two branches is unbalanced, i.e. one no longer has $\sum_{j} \delta \mathbf{k}_{\text {eff }}^{(j)}=0$, where $\hbar \delta \mathbf{k}_{\text {eff }}^{(j)}$ corresponds to the difference between the momenta transferred to the two branches by the $j$-th pulse. This implies that the total contribution from the laser phases exhibits the following dependence on the initial values of the central position and velocity of the atomic wave packet:

$$
\begin{align*}
\delta \phi_{\text {laser }} \rightarrow \sum_{j} \delta \mathbf{k}_{\mathrm{eff}}^{(j)} \cdot\left(\mathbf{r}_{0}\right. & \left.+\mathbf{v}_{0} T\right)=-2 \Delta \mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\mathbf{r}_{0}+\mathbf{v}_{0} T\right) \\
& =-\mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\Gamma T^{2}\right)\left(\mathbf{r}_{0}+\mathbf{v}_{0} T\right) \tag{12}
\end{align*}
$$

where we made use of the choice of $\Delta \mathbf{k}_{\text {eff }}$ specified above in the second equality. The key point is that the dependence on the initial position and velocity of the contribution from the laser phases compensates the effect of gravity gradients because the right-hand side of Eq. 12 exactly cancels the terms depending on the initial conditions in Eq. (4).

On the other hand, the fact that $\sum_{j} \delta \mathbf{k}_{\text {eff }}^{(j)} \neq 0$ also implies that the phase shift depends on the initial position (and velocity) of the retro-reflecting mirror, which is not known or controlled with very high precision. More specifically, it gives rise to the following contribution to the phase shift:

$$
\begin{equation*}
\delta \phi_{\text {laser }} \rightarrow-2 \Delta \mathbf{k}_{\mathrm{eff}} \cdot \mathbf{r}_{\text {mirror }}=-2 \mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\Gamma \mathbf{r}_{\text {mirror }}\right) T^{2} \tag{13}
\end{equation*}
$$

where $\mathbf{r}_{\text {mirror }}$ corresponds to the position of the retroreflecting mirror at the time the second pulse is applied. The effect of this contribution can be post-corrected for a known mirror position $\mathbf{r}_{\text {mirror }}$. However, an uncertainty $\Delta \mathbf{r}_{\text {mirror }}$ on the position of the mirror leaves a residual contribution to the phase shift after post-correction corresponding to the expression in Eq. (13) but with $\mathbf{r}_{\text {mirror }}$ replaced by $\Delta \mathbf{r}_{\text {mirror }}$. Fortunately, such dependence on $\Delta \mathbf{r}_{\text {mirror }}$ drops out (to sufficiently high degree) in the differential measurement. Indeed, when performing a differential measurement between species $A$ and $B$, the dependence on the position uncertainty $\Delta \mathbf{r}_{\text {mirror }}$ reduces to

$$
\begin{equation*}
\delta \phi_{\text {laser }}^{A}-\delta \phi_{\text {laser }}^{B} \rightarrow-2\left(\mathbf{k}_{A} T_{A}^{2}-\mathbf{k}_{B} T_{B}^{2}\right)^{\mathrm{T}}\left(\Gamma \Delta \mathbf{r}_{\text {mirror }}\right) \tag{14}
\end{equation*}
$$

which can be made small enough in exactly the same way as the contribution to the differential measurement of residual accelerations common to both species. For example, given the gravity gradient on Earth' surface, one has $\left|\Gamma \Delta \mathbf{r}_{\text {mirror }}\right| \sim 3 \times 10^{-13} g$ for an uncertainty
$\left|\Delta \mathbf{r}_{\text {mirror }}\right|=1 \mu \mathrm{~m}$ in the position of the mirror. This means, for example, that if one can suppress residual accelerations $a^{\prime} \lesssim 10^{-12} g$ through common-mode rejection, any contribution due to the unknown position of the mirror will be suppressed provided that this can be determined with an uncertainty $\left|\Delta \mathbf{r}_{\text {mirror }}\right| \lesssim 1 \mu \mathrm{~m}$. In fact, typical plans for high-precision tests of UFF with AIs are designed to reject much higher residual accelerations, so that the requirements on $\left|\Delta \mathbf{r}_{\text {mirror }}\right|$ can be further relaxed by several orders of magnitude compared to this example.

So far we have assumed perfect knowledge of the gravity gradients, which would allow perfect compensation of their effects (up to the uncertainty in the mirror position) by using the scheme described above with $\Delta \mathbf{k}_{\text {eff }}$ given by Eq. 11). In practice, however, the gravity gradient tensor $\Gamma$ employed in Eqs. (11)-(14) needs to be determined by simulations of the mass distribution, direct gradiometry measurements or a combination of both. Since this can only be done with some finite accuracy $\Delta \Gamma$ characterizing the difference between the actual gravity gradients and the tensor $\Gamma$ determined by those means, the final displacement $\delta \chi$ will take some non-vanishing residual value with $\Delta \Gamma$ appearing instead of $\Gamma$ in Eqs. (7). Consequently, the dependence of the phase shift on the initial conditions appearing in Eq. 10 will not be completely eliminated, but the co-location requirements for the differential measurement will be substantially relaxed by a factor of order $\|\Delta \Gamma\| /\|\Gamma\|$. Hence, determining for instance the gravity gradient tensor $\Gamma$ with a relative accuracy $\|\Delta \Gamma\| /\|\Gamma\| \lesssim 10^{-3}$ leads to a relaxation of the initial co-location requirements by 3 orders of magnitude.

We conclude this section by briefly discussing how feasible it is to implement the required momentum change for the second pulse, which is given by Eq. (11) and amounts to a relative frequency change $\Delta \nu / \nu=\left(\Gamma_{z z} T^{2}\right)$ if the gravity gradient is aligned with $\mathbf{k}_{\text {eff }}$. Given Earth's gravity gradient $\Gamma_{z z} \approx 3 \times 10^{-6} \mathrm{~s}^{-2}$ and a moderate interferometer time $2 T=2 \mathrm{~s}$, this corresponds to a frequency change $\Delta \nu \approx 1 \mathrm{GHz}$, which can be easily implemented with acousto-optical modulators (AOMs). This single-photon frequency change will be the same even if one has a large momentum transfer through higher-order Bragg diffraction, a sequence of multiple $\pi$ pulses or a combination of both. On the other hand, for a longer interferometer time $2 T=10 \mathrm{~s}$ a single-photon frequency change $\Delta \nu \approx 25 \mathrm{GHz}$ would be necessary. Such a frequency change requires a more sophisticated set-up (e.g. two phase-locked lasers). Moreover, it gives rise to a substantially larger detuning of the single-photon transition, which requires a higher laser intensity in order to have a comparable Rabi frequency. (The detuning could be approximately reduced in half by going from red- to blue-detuned transitions when changing from $\mathbf{k}_{\text {eff }}$ to $\mathbf{k}_{\text {eff }}+\Delta \mathbf{k}_{\text {eff }}$.) Thus, the new scheme seems somewhat easier to implement directly in set-ups where higher sensitivity is achieved through large momentum transfer rather than very long interferometer times.

## IV. CONCLUSION

Gravity gradients pose a great challenge for highprecision tests of UFF based on atom interferometry. Indeed, for sufficiently large values of the effective momentum transfer or the interferometer time gravity gradients lead to a drastic loss of contrast and impose a serious limitation on the highest sensitivity that can be achieved. Furthermore, they also imply stringent requirements on the initial co-location of the wave packets for the two species since the effects of a non-uniform gravitational field could otherwise mimic a violation of UFF. Although there is in principle no fundamental limitation on the precision with which the central position and momentum of the wave packets for both species can be determined, in practice the requirements can be rather challenging. Moreover, the time needed to verify that such requirements are fulfilled can be comparable to the entire mission lifetime.

The situation concerning the loss of contrast and the time needed for verification of the systematics associated with initial co-location can be improved by considering smaller position and momentum widths for the initial state, but this is ultimately limited by Heisenberg's uncertainty principle. In this paper we have presented a novel scheme that simultaneously overcomes the loss of contrast and the initial co-location problem. In doing so, it circumvents the limitations due to Heisenberg's uncertainty principle on the highest sensitivities that can be achieved and eases the experimental realization by relaxing the requirements on initial co-location by several orders of magnitude. The key idea is that by slightly changing the wavelength of the second laser pulse, the momentum transfer to the two interferometer branches becomes unbalanced and this implies that the total phase-shift contribution from the laser phases depends on the initial values of the central position and momentum of the atomic wave packets. In fact, with a suitable choice of the change of wavelength this can exactly compensate the analogous contribution caused by the gravity gradients. Furthermore, this choice automatically gives rise to a closed interferometer (vanishing relative displacement between the interfering wave packets) with no loss of contrast.

The results and discussions presented here can also be applied directly to experiments performed under microgravity conditions (this would actually correspond to the freely falling frame considered in Figs. 2 and 3). In that case employing a retro-reflection set-up naturally leads to double diffraction [26, 27] and the associated symmetric interferometers, which have a number of advantages, such as immunity to a number of systematic effects and noise sources (including laser phase noise). Only one detail needs then to be changed in Figs. 2 and 3 the central velocity of the initial wave packet vanishes and there is an additional third exit port with vanishing central velocity. Interestingly, the double diffraction scheme can be generalized to experiments performed in a laboratory
under normal gravity conditions by adding a third laser frequency per species [9, 28, so that one can still benefit from many of the advantages associated with double diffraction (including also the cancellation of the photonrecoil term quadratic in $\mathbf{k}_{\text {eff }}$ mentioned in Appendix A 2.

Rotations, which were not explicitly considered here, also lead to open interferometers, loss of contrast and dependence of the phase shift on the central velocity of the initial wave packet. These effects can be mitigated by employing satellites with sufficiently small angular velocity, the use of a tip-tilt mirror that compensates rotations [16, 29, 30] or a combination of both. Moreover, by combining it with the use of such a tip-tilt mirror, the scheme presented here can be extended to the case of non-aligned gravity gradients, where the direction of $\mathbf{k}_{\text {eff }}$ does not coincide with a principle axis of the tensor $\Gamma$.

Finally, it is worth pointing out that our method can also be applied to differential measurements involving two (or more) spatially separated atom interferometers interrogated by common laser beams, a configuration employed for gradiometry measurements 31, 32. Indeed, a scheme completely analogous to that presented here could be exploited to mitigate the loss of contrast for each single interferometer (for sufficiently high $\mathbf{k}_{\text {eff }}$ or in-
terferometer time) as well as the additional loss of contrast in the differential measurement due to the coupling of static gravity gradients to initial position and velocity jitter from shot to shot, which can become particularly important when considering long baselines between the interferometers. This would be relevant for gravitational antennas capable of monitoring very precisely changes in the local gravitational field, such as the MIGA facility [33] currently under construction, and with interesting applications to geophysics and hydrology. It may also be relevant for gravitational antennas with very long baselines which have been proposed for the detection of lowfrequency gravitational waves $[34 \mid 36]$.
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## Supplemental Material

## Appendix A: STATE EVOLUTION IN A LIGHT-PULSE ATOM INTERFEROMETER

In this Appendix we summarize a convenient formalism developed in Ref. [20] for the description of the state evolution in a light-pulse atom interferometer. The dynamics between laser pulses is governed by the following Hamiltonian operator, which can naturally account (in particular) for uniform gravitational and inertial forces as well as gravity gradients:

$$
\begin{equation*}
\hat{H}=\frac{1}{2 m} \hat{\mathbf{p}}^{\mathrm{T}} \hat{\mathbf{p}}-\frac{m}{2} \hat{\mathbf{x}}^{\mathrm{T}} \Gamma(t) \hat{\mathbf{x}}-m \mathbf{g}^{\mathrm{T}}(t) \hat{\mathbf{x}}+V_{0}(t) \tag{A1}
\end{equation*}
$$

where the vector $\mathbf{g}$ characterizes the acceleration associated with the uniform forces and the spatially independent potential $V_{0}(t)$ can incorporate possibly branchdependent internal energies. In turn, $\Gamma$ is a symmetric tensor corresponding to the Hessian of the gravitational potential $U(\mathbf{x})$ :

$$
\begin{equation*}
\Gamma_{i j}=-\frac{\partial^{2} U}{\partial x^{i} \partial x^{j}} \tag{A2}
\end{equation*}
$$

Let us consider an arbitrary initial state

$$
\begin{equation*}
\left|\psi\left(t_{0}\right)\right\rangle=\hat{\mathcal{D}}\left(\chi_{0}\right)\left|\psi_{\mathrm{c}}\left(t_{0}\right)\right\rangle \tag{A3}
\end{equation*}
$$

written in terms of a centered state $\left|\psi_{\mathrm{c}}\left(t_{0}\right)\right\rangle$ with vanishing position and momentum expectation values, and a displacement operator whose argument contains the information on the central position and momentum of the wave packet. The displacement operator $\hat{\mathcal{D}}(\boldsymbol{\chi})$ is defined as

$$
\begin{equation*}
\hat{\mathcal{D}}(\boldsymbol{\chi})=e^{-\frac{i}{\hbar} \boldsymbol{\chi}^{\mathrm{T}} J \hat{\boldsymbol{\xi}}} \tag{A4}
\end{equation*}
$$

where we used a vector notation for phase-space quantities, so that $\hat{\boldsymbol{\xi}}=(\hat{\mathbf{x}}, \hat{\mathbf{p}})^{\mathrm{T}}$, and introduced the symplectic form

$$
J=\left(\begin{array}{cc}
0 & \mathbb{1}  \tag{A5}\\
-\mathbb{1} & 0
\end{array}\right)
$$

It can be shown that the time evolution of the initial state (A3) along each branch is given by

$$
\begin{equation*}
|\psi(t)\rangle=e^{i \Phi(t)} \hat{\mathcal{D}}(\boldsymbol{\chi}(t))\left|\psi_{\mathrm{c}}(t)\right\rangle \tag{A6}
\end{equation*}
$$

where the centered state $\left|\psi_{\mathrm{c}}(t)\right\rangle$ evolves according to the purely quadratic part of the Hamiltonian A1. In the absence of laser pulses the displacement vector $\chi(t)=$ $(\boldsymbol{\mathcal { R }}(t), \boldsymbol{P}(t))^{\mathrm{T}}$ corresponds to the classical phase-space trajectories associated with the Hamiltonian (A1) and with initial conditions $\boldsymbol{\chi}\left(t_{0}\right)=\chi_{0}$.

On the other hand, assuming idealized laser pulses where the effects of pulse duration and dispersion effects
are neglected, the action of each pulse on the atom's center-of-mass motion can be represented with the following phase factor and displacement operator:

$$
\begin{equation*}
e^{i \varepsilon_{j} \varphi_{j}} e^{-i\left|\varepsilon_{j}\right| \frac{\pi}{2}} \hat{\mathcal{D}}\left(\mathcal{F}_{j}\right) \tag{A7}
\end{equation*}
$$

where $\varepsilon_{j}=0, \pm 1$ for each pulse and takes different values depending on the interferometer branch, $\varphi_{j}$ is a spatially independent phase for the $j$-th pulse and

$$
\begin{equation*}
\mathcal{F}_{j}=\varepsilon_{j}\binom{\mathbf{0}}{\hbar \mathbf{k}_{j}} \tag{A8}
\end{equation*}
$$

characterizes the momentum kick from that pulse for each branch. Making use of the composition formula for displacement operators

$$
\begin{equation*}
\hat{\mathcal{D}}(\boldsymbol{\chi}) \hat{\mathcal{D}}\left(\boldsymbol{\chi}^{\prime}\right)=e^{-\frac{i}{2 \hbar} \chi^{\mathrm{T}} J \chi^{\prime}} \hat{\mathcal{D}}\left(\boldsymbol{\chi}+\boldsymbol{\chi}^{\prime}\right) \tag{A9}
\end{equation*}
$$

the operator A7) for each pulse can be combined with the result for the state evolution between laser pulses mentioned above. Proceeding recursively, one finds that when the pulses are taken into account, the displacement $\chi(t)$ in Eq. (A6) is still given by the classical trajectories associated with the Hamiltonian (A1), but including the instantaneous kicks from the various pulses. Furthermore, the following result is obtained for the phase $\Phi(t)$ :
$\Phi(t)=\varphi-\frac{1}{2 \hbar} \int_{t_{0}}^{t} d t^{\prime}\left(\left[\mathcal{F}_{\mathrm{lp}}^{\mathrm{T}}\left(t^{\prime}\right)+\boldsymbol{\mathcal { G }}^{\mathrm{T}}\left(t^{\prime}\right)\right] J \boldsymbol{\chi}\left(t^{\prime}\right)+2 V_{0}\left(t^{\prime}\right)\right)$,
with $\varphi=\sum_{j=1}^{n}\left(\varepsilon_{j} \varphi_{j}-\left|\varepsilon_{j}\right| \pi / 2\right)$ and

$$
\begin{align*}
\mathcal{F}_{\mathrm{lp}}(t) & =\sum_{i=1}^{n} \delta\left(t-t_{i}\right) \mathcal{F}_{i}  \tag{A11}\\
\mathcal{G}(t) & =\binom{\mathbf{0}}{m \mathbf{g}(t)} \tag{A12}
\end{align*}
$$

Note that the uniform forces, encoded in $\boldsymbol{\mathcal { G }}(t)$, enter exactly in the same way as the laser kicks but with a continuous time dependence rather than a finite set of instants. This fact was exploited in Ref. [20] to simplify considerably the derivation of Eq. A10 and that of the general phase shift formula in Sec. A 2 below.

## 1. Classical trajectories

As explained above, the phase-space vector $\boldsymbol{\chi}(t)$ corresponding to the trajectory of the center of the wave packet for each branch is a solution of the classical equations of motion associated with the Hamiltonian (A1) together with the additional kicks from the laser pulses. Therefore, it satisfies the following equation:

$$
\begin{equation*}
\dot{\boldsymbol{\chi}}(t)-\mathcal{H}(t) \boldsymbol{\chi}(t)=\mathcal{G}(t)+\mathcal{F}_{\mathrm{lp}}(t) \tag{A13}
\end{equation*}
$$

where

$$
\mathcal{H}(t)=\left(\begin{array}{cc}
0 & (1 / m) \mathbb{1}  \tag{A14}\\
m \Gamma(t) & 0
\end{array}\right)
$$

and with $\mathcal{F}_{\text {lp }}(t)$ and $\mathcal{G}(t)$ given by Eqs. A11- A12). The solutions of Eq. A13 are uniquely specified by the initial conditions $\boldsymbol{\chi}\left(t_{0}\right)=\boldsymbol{\chi}_{0}$ and are given by

$$
\begin{equation*}
\chi(t)=\mathcal{T}\left(t, t_{0}\right) \chi_{0}+\left(\mathcal{T}_{\text {ret }} \cdot \mathcal{G}\right)(t)+\left(\mathcal{T}_{\text {ret }} \cdot \mathcal{F}_{\mathrm{lp}}\right)(t) \tag{A15}
\end{equation*}
$$

where the transition matrix $\mathcal{T}\left(t, t_{0}\right)$ satisfies the homogeneous part of Eq. A13) with initial condition $\mathcal{T}\left(t_{0}, t_{0}\right)=$ $\mathbb{1}$, and we employed the retarded propagator $\mathcal{T}_{\text {ret }}\left(t, t^{\prime}\right)=$ $\mathcal{T}\left(t, t^{\prime}\right) \theta\left(t-t^{\prime}\right)$ and introduced the notation

$$
\begin{equation*}
\left(\mathcal{T}_{\text {ret }} \cdot \mathcal{A}\right)(t) \equiv \int_{t_{0}}^{t} d t^{\prime} \mathcal{T}_{\text {ret }}\left(t, t^{\prime}\right) \mathcal{A}\left(t^{\prime}\right) \tag{A16}
\end{equation*}
$$

For a time-independent gravity gradient tensor the transition matrix can be straightforwardly obtained by exponentiating the matrix $\mathcal{H}(t)$ :

$$
\mathcal{T}\left(t, t^{\prime}\right)=\left(\begin{array}{cc}
\cosh \left[\gamma\left(t-t^{\prime}\right)\right] & \frac{1}{m \gamma} \sinh \left[\gamma\left(t-t^{\prime}\right)\right]  \tag{A17}\\
m \gamma \sinh \left[\gamma\left(t-t^{\prime}\right)\right] & \cosh \left[\gamma\left(t-t^{\prime}\right)\right]
\end{array}\right)
$$

where we introduced $\gamma \equiv \sqrt{\Gamma}$. In order to calculate explicitly the transition matrix in Eq. A17, one needs to diagonalize the symmetric tensor $\Gamma$, which is always possible with an orthogonal transformation (a rotation of the coordinate axes). In this new coordinate system the motion along each one of the three axes (known as principal axes) decouples and the dynamics reduces to that of three independent one-dimensional systems. In typical cases of interest in atom interferometry the condition $\left|\Gamma_{j j}\right| T^{2} \ll 1$ is amply satisfied for the three principal axes and it is an excellent approximation to consider the following perturbative expansion of Eq. A17) up to linear order in $\Gamma$ (the expansion involves only even powers of $\gamma)$ :

$$
\mathcal{T}\left(t, t^{\prime}\right) \approx\left(\begin{array}{cc}
\mathbb{1}+\frac{\Gamma}{2}\left(t-t^{\prime}\right)^{2} & \frac{\left(t-t^{\prime}\right)}{m}\left[\mathbb{1}+\frac{\Gamma}{6}\left(t-t^{\prime}\right)^{2}\right]  \tag{A18}\\
m \Gamma\left(t-t^{\prime}\right) & \mathbb{1}+\frac{\Gamma}{2}\left(t-t^{\prime}\right)^{2}
\end{array}\right)
$$

where we neglected terms of higher order in $\Gamma\left(t-t^{\prime}\right)^{2}$.
Unless the force $m \mathbf{g}(t)$ is branch dependent, the first two terms on the right-hand side of Eq. A15 are common for the two interferometer branches, so that only the third term contributes to the relative displacement between the classical trajectories for the center of the wave packets in Fig. 4

$$
\begin{equation*}
\delta \boldsymbol{\chi}(t)=\left(\mathcal{T}_{\text {ret }} \cdot \delta \mathcal{F}_{\mathrm{lp}}\right)(t) \tag{A19}
\end{equation*}
$$

where $\delta \mathcal{F}_{\text {lp }}$ simply corresponds to the difference between the laser kicks, as given by Eq. A11, for the two trajectories.

Making use of Eq. (A18), one obtains from Eq. (A19) the following relative displacement at each exit port for a

Mach-Zehnder interferometer (depicted in Fig. 4), where the effective momentum transfer $\hbar \mathbf{k}$ is the same for all the laser pulses and induces a recoil velocity $\mathbf{v}_{\text {rec }}=\hbar \mathbf{k} / \mathrm{m}$ :

$$
\begin{align*}
\delta \boldsymbol{\mathcal { R }} & \approx-\mathbf{v}_{\mathrm{rec}} \delta T+\left(\Gamma T^{2}\right) \mathbf{v}_{\mathrm{rec}} T  \tag{A20}\\
\delta \mathcal{P} & \approx\left(\Gamma T^{2}\right) m \mathbf{v}_{\mathrm{rec}} \tag{A21}
\end{align*}
$$

with time separations between the central $\pi$ pulse and the initial and final $\pi / 2$ pulses of $T$ and $T+\delta T$ respectively and where higher-order terms in $\delta T / T$ and ( $\Gamma T^{2}$ ) have been neglected.

## 2. Phase shift

As explained above, the evolution of the corresponding wave packet along each branch is given by Eqs. A6) and A10 with a displacement $\boldsymbol{\chi}(t)$ representing the evolution of its central position and momentum and following classical phase-space trajectories including the kicks from the laser pulses. This is indeed the full picture for mirror pulses ( $\pi$ pulses). Beam-splitter pulses ( $\pi / 2$ pulses), however, create a superposition of two wave packets with different central momenta and, besides including the appropriate $1 / \sqrt{2}$ normalization factor, one needs to consider also the evolution along each new branch from that point on. This is illustrated for the example of a MachZehnder interferometer (which consists of a $\pi / 2-\pi-\pi / 2$ pulse sequence) in Fig. 4, where the central trajectories for the various wave packets are depicted.


FIG. 4. Classical trajectories characterizing the motion of the wave packets in a Mach-Zehnder interferometer. The two branches of the interferometer are labeled as $a$ and $b$, whereas the trajectories of the two interfering wave packets at each exit port are labeled as $\{1,2\}$ and $\{3,4\}$ respectively.

Assuming that the two exit ports are perfectly distinguishable due to spatial separation or internal-state labeling, one gets the following result for the state at the
exit port I (an analogous result holds for exit port II):

$$
\begin{align*}
\left|\psi_{\mathrm{I}}(t)\right\rangle & =\frac{1}{2}\left[e^{i \Phi_{1}} \hat{\mathcal{D}}\left(\boldsymbol{\chi}_{1}\right)\left|\psi_{\mathrm{c}}(t)\right\rangle+e^{i \Phi_{2}} \hat{\mathcal{D}}\left(\boldsymbol{\chi}_{2}\right)\left|\psi_{\mathrm{c}}(t)\right\rangle\right] \\
& =\frac{1}{2} e^{i \Phi_{1}} \hat{\mathcal{D}}\left(\boldsymbol{\chi}_{1}\right)\left[1+e^{i \delta \Phi} \hat{\mathcal{D}}(\delta \boldsymbol{\chi})\right]\left|\psi_{\mathrm{c}}(t)\right\rangle, \tag{A22}
\end{align*}
$$

with $\delta \boldsymbol{\chi}=\chi_{2}-\chi_{1}$ and $\delta \Phi=\Phi_{2}-\Phi_{1}+\chi_{1}^{\mathrm{T}} J \chi_{2} / 2 \hbar$, where the extra phase arises from the composition of displacement operators according to Eq. A9). Hence, the probability of detection in port I is given by

$$
\begin{equation*}
\left\langle\psi_{\mathrm{I}}(t) \mid \psi_{\mathrm{I}}(t)\right\rangle=\frac{1}{2}(1+C \cos \delta \phi) \tag{A23}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.C=\left|\left\langle\psi_{\mathrm{c}}(t)\right| \hat{\mathcal{D}}(\delta \boldsymbol{\chi})\right| \psi_{\mathrm{c}}(t)\right\rangle \mid \leq 1 \tag{A24}
\end{equation*}
$$

is known as the contrast and characterizes the amplitude of the oscillations in the detection probability as a function of the phase shift. Note that $\delta \phi$ denotes the phase shift $\delta \Phi$ plus the phase of $\left\langle\psi_{\mathrm{c}}(t)\right| \hat{\mathcal{D}}(\delta \boldsymbol{\chi})\left|\psi_{\mathrm{c}}(t)\right\rangle$, which is in general a complex quantity.

Making use of Eq. A10 together with the equations of motion derived from a general quadratic Hamiltonian and the properties of their associated transition matrix $\mathcal{T}\left(t^{\prime}, t^{\prime \prime}\right)$, a compact derivation of the general formula for the phase shift was provided in Ref. [20] and the following result was obtained:

$$
\begin{align*}
\delta \Phi(t)=\delta \varphi-\frac{1}{\hbar} \int_{t_{0}}^{t} d t^{\prime}( & {\left[\delta \mathcal{F}_{\mathrm{lp}}^{\mathrm{T}}\left(t^{\prime}\right)+\delta \mathcal{G}^{\mathrm{T}}\left(t^{\prime}\right)\right] J \overline{\boldsymbol{\chi}}\left(t^{\prime}\right) } \\
& \left.+\delta V_{0}\left(t^{\prime}\right)\right), \tag{A25}
\end{align*}
$$

where $\bar{\chi}\left(t^{\prime}\right)$ is given by Eq. A15 with $\overline{\mathcal{F}}_{\text {lp }}$ and $\overline{\mathcal{G}}$ as sources; moreover, a bar over any quantity denotes the semisum of its values for the two branches, i.e. $\overline{\mathcal{A}} \equiv$ $\left(\mathcal{A}_{1}+\mathcal{A}_{2}\right) / 2$, and similarly the difference is denoted by $\delta \mathcal{A} \equiv \mathcal{A}_{2}-\mathcal{A}_{1}$ in all cases except for $\delta \Phi$, which is defined otherwise above.

We note that Eq. A25 agrees with the general formula obtained by Antoine and Brodé in Ref. [37] and generalizes it to the case of possibly branch-dependent forces (corresponding to $\delta \mathcal{G} \neq 0$ ). Furthermore, it is sometimes convenient to write the result in an alternative way which explicitly displays all the dependence on the initial conditions. When doing so, Eq. A25 becomes

$$
\begin{align*}
& \delta \Phi(t)= \delta \varphi-\frac{1}{\hbar} \int_{t_{0}}^{t} d t^{\prime} \delta V_{0}\left(t^{\prime}\right)-\frac{1}{\hbar} \delta \boldsymbol{\chi}^{\mathrm{T}}(t) J \mathcal{T}\left(t, t_{0}\right) \boldsymbol{\chi}_{0} \\
&-\frac{1}{\hbar} \int_{t_{0}}^{t} d t^{\prime} \int_{t_{0}}^{t^{\prime}} d t^{\prime \prime}\left[\delta \mathcal{F}_{\mathrm{lp}}^{\mathrm{T}}\left(t^{\prime}\right)+\delta \mathcal{G}^{\mathrm{T}}\left(t^{\prime}\right)\right] J \\
& \times \mathcal{T}\left(t^{\prime}, t^{\prime \prime}\right)\left[\overline{\mathcal{F}}_{\mathrm{lp}}\left(t^{\prime \prime}\right)+\overline{\mathcal{G}}\left(t^{\prime \prime}\right)\right] . \tag{A26}
\end{align*}
$$

In addition to the term containing all the dependence on the central position and momentum of the initial wave
packet, which plays a central role in Sec. III, the remaining contributions can be straightforwardly evaluated by computing the integrals in the last term of Eq. A26) and making use of Eqs. $\overline{\mathrm{A} 11}$ - $-(\mathrm{A} 12$ ) together with $\overline{\mathrm{A} 18)}$. The standard results are then recovered. For example, assuming $\delta \mathcal{G}=0$ as well as time-independent $\mathbf{g}$ and $\Gamma$ for simplicity, to lowest order in $\Gamma$ the combination of $\delta \mathcal{F}_{\text {lp }}$ and $\overline{\mathcal{G}}$ gives the usual $\mathbf{k}_{\text {eff }}^{\mathrm{T}} \mathbf{g} T^{2}$ term, whereas the combination of $\delta \mathcal{F}_{\text {lp }}$ and $\overline{\mathcal{F}}_{\text {lp }}^{\mathrm{er}}$ gives $\mathbf{k}_{\mathrm{eff}}^{\mathrm{T}}\left(\Gamma T^{2}\right) \mathbf{v}_{\text {rec }} T$, which is often known as the "photon-recoil term" and cancels out when the k-reversal method or double diffraction are employed. The effects of rotations, in turn, can be easily included by working in a non-rotating frame and considering a rotating $\mathbf{k}_{\text {eff }}$ for the laser pulses, as thoroughly studied in Ref. 38 .

It should be stressed that although we have focused on the Hamiltonian (A1), the results in this appendix can be directly applied to a general quadratic Hamiltonian (including also general linear terms). In particular, the results can be straightforwardly applied to calculations in rotating frames, where new quadratic terms associated with the Coriolis and centrifugal forces arise.

## Appendix B: CONTRAST, WIGNER FUNCTION AND GAUSSIAN STATES

As explained in Ref. [20, the results of Appendix A can be naturally generalized to mixed states, which can model for instance thermal clouds or a stochastic distribution from shot to shot of the initial values for the central position and velocity of the atomic wave packet. The centered state is then given by a density matrix $\hat{\rho}_{\mathrm{c}}(t)$ and Eq. (3) becomes

$$
\begin{equation*}
C=\left|\operatorname{Tr}\left[\hat{\mathcal{D}}(\delta \boldsymbol{\chi}) \hat{\rho}_{\mathrm{c}}(t)\right]\right| . \tag{B1}
\end{equation*}
$$

Furthermore, it is particularly interesting to analyze the interferometer contrast in terms of the Wigner function [22], a normalized and real-valued phase space distribution which plays a central role in the phase-space formulation of quantum mechanics [39] and is defined as

$$
\begin{equation*}
W(\mathbf{x}, \mathbf{p})=\int \frac{d^{3} \Delta}{(2 \pi \hbar)^{3}} e^{i \mathbf{p}^{\mathrm{T}} \boldsymbol{\Delta} / \hbar}\langle\mathbf{x}-\boldsymbol{\Delta} / 2| \hat{\rho}_{\mathrm{c}}|\mathbf{x}+\boldsymbol{\Delta} / 2\rangle \tag{B2}
\end{equation*}
$$

The expression for the contrast takes then the following suggestive form:

$$
\begin{align*}
C & =\int d^{3} x^{\prime} \int d^{3} p^{\prime} W\left(\mathbf{x}^{\prime}, \mathbf{p}^{\prime} ; t\right) e^{-\frac{i}{\hbar} \delta \boldsymbol{\chi}^{\mathrm{T}} J \boldsymbol{\xi}^{\prime}} \\
& =\int d^{3} x \int d^{3} p W\left(\mathbf{x}, \mathbf{p} ; t_{0}\right) e^{-\frac{i}{\hbar} \delta \boldsymbol{\chi}_{0}^{\mathrm{T}} J \boldsymbol{\xi}} \tag{B3}
\end{align*}
$$

where $\delta \chi_{0} \equiv \mathcal{T}^{-1}\left(t, t_{0}\right) \delta \boldsymbol{\chi}$ with the transition matrix $\mathcal{T}\left(t_{2}, t_{1}\right)$ defined in Appendix A 1 . In the second equality we introduced the change of variables $\boldsymbol{\xi}^{\prime}=$ $\mathcal{T}\left(t, t_{0}\right) \boldsymbol{\xi}$, took into account that for quadratic potentials
the Wigner function evolves exactly in the same way as a classical phase-space distribution and used the relation $\mathcal{T}^{\mathrm{T}}\left(t, t_{0}\right) J \mathcal{T}\left(t, t_{0}\right)=J$ satisfied by transition matrices associated with equations of motion derived from quadratic Hamiltonians.

For time-independent gravity gradients one can use the exact result for the transition matrix in Eq. A17), but given Earth's gravity gradient, $\Gamma_{z z} \approx 3 \times 10^{-6} \mathrm{~s}^{-2}$, neglecting higher-order terms in $\left(\Gamma T^{2}\right)$ is in most situations of interest an excellent approximation and makes expressions simpler and more transparent. This means that one can neglect the effect of gravity gradients in the evolution of the Wigner function for the centered state when calculating the contrast through Eq. $(\overline{\mathrm{B} 3}$ ) or, equivalently, use the transition matrix for a free particle [neglecting the terms involving $\Gamma$ in Eq. A18] in the relation between $\delta \chi_{0}$ and $\delta \boldsymbol{\chi}$, so that it becomes:

$$
\begin{align*}
\delta \boldsymbol{\mathcal { R }}_{0} & =\delta \mathcal{R}-\frac{\delta \mathcal{P}}{m}\left(t-t_{0}\right)  \tag{B4}\\
\delta \mathcal{P}_{0} & =\delta \mathcal{P} \tag{B5}
\end{align*}
$$

## 1. Gaussian states

For a general Gaussian state (either pure or mixed) the Wigner function takes the form

$$
\begin{equation*}
W\left(\mathbf{x}, \mathbf{p} ; t_{0}\right)=(2 \pi)^{-3}(\operatorname{det} \Sigma)^{-\frac{1}{2}} e^{-\frac{1}{2} \boldsymbol{\xi}^{\mathrm{T}} \Sigma^{-1} \boldsymbol{\xi}} \tag{B6}
\end{equation*}
$$

where $\boldsymbol{\xi}=(\mathbf{x}, \mathbf{p})^{\mathrm{T}}$ and $\Sigma$ is the phase-space covariance matrix, which is directly related to the Weyl-ordered twopoint functions:

$$
\Sigma_{i j}=\frac{1}{2}\left\langle\hat{\xi}_{i} \hat{\xi}_{j}+\hat{\xi}_{j} \hat{\xi}_{i}\right\rangle=\left(\begin{array}{cc}
\Sigma_{x x} & \Sigma_{x p}  \tag{B7}\\
\Sigma_{x p}^{\mathrm{T}} & \Sigma_{p p}
\end{array}\right)_{i j}
$$

$\Sigma_{x x}, \Sigma_{x p}$ and $\Sigma_{p p}$ are $3 \times 3$ matrices that can be regarded as blocks of the $6 \times 6$ covariance matrix $\Sigma$, which is symmetric and positive definite.

From Eqs. (B3) and ( $\overline{\mathrm{B} 6}$ ) we get the following result for the contrast defined in Eq. (B1):

$$
\begin{equation*}
C=e^{-\frac{1}{2 \hbar^{2}} \delta \boldsymbol{\chi}_{0}^{\mathrm{T}} J^{\mathrm{T}} \Sigma J \delta \chi_{0}} \tag{B8}
\end{equation*}
$$

Up to a factor $1 / 2 \hbar^{2}$ the exponent can be rewritten as

$$
\begin{equation*}
-\delta \boldsymbol{\mathcal { R }}_{0}^{(\mathrm{s}) \mathrm{T}} \Sigma_{p p} \delta \boldsymbol{\mathcal { R }}_{0}^{(\mathrm{s})}-\delta \mathcal{P}_{0}^{\mathrm{T}}\left(\Sigma_{x x}-\Sigma_{x p} \Sigma_{p p}^{-1} \Sigma_{x p}^{\mathrm{T}}\right) \delta \mathcal{P}_{0} \tag{B9}
\end{equation*}
$$

with $\delta \boldsymbol{\mathcal { R }}_{0}^{(\mathrm{s})}=\delta \boldsymbol{\mathcal { R }}_{0}-\left(\Sigma_{p p}^{-1} \Sigma_{x p}^{\mathrm{T}}\right) \delta \boldsymbol{\mathcal { P }}_{0}$, which will be convenient for our discussion below on the mitigation strategy.

## 2. Mitigation strategy

An effective mitigation strategy against the loss of contrast due to gravity gradients was proposed in Ref. 20. We illustrate it here with the example of Gaussian states.

Let us consider the case of aligned gravity gradients, where the direction of $\mathbf{v}_{\text {rec }}$ coincides with a principal axis of the tensor $\Gamma$ and is also aligned with the covariance matrix $\Sigma$. Making use of Eqs. A20)-A21 combined with Eqs. (B4)-(B5), one can see that the quantity $\delta \boldsymbol{R}_{0}^{(\mathrm{s})}$ introduced above vanishes if one changes the time at which the last pulse is applied by

$$
\begin{equation*}
\delta T=-\left(T+T_{0}\right)\left(\Gamma_{\|} T^{2}\right)-\left(\Sigma_{p_{\|} p_{\|}}^{-1} \Sigma_{x_{\|} p_{\|}}^{\mathrm{T}}\right) /\left|\mathbf{v}_{\mathrm{rec}}\right| \tag{B10}
\end{equation*}
$$

where $\Gamma_{\|}$is the eigenvalue of the $\Gamma$ tensor along the direction of $\mathbf{v}_{\text {rec }}$ (similarly, the last term involves the components of $\Sigma_{p p}^{-1}$ and $\Sigma_{x x}$ along that direction) and we have considered a total time $t-t_{0}=2 T+T_{0}$, with $T$ being half the interferometer time and $T_{0}$ the time from $t_{0}$ till the first beam splitter. It is clear from expression (B9) that this choice maximizes the exponent in Eq. (B8) and, therefore, minimizes the loss of contrast.

It is instructive to analyze this mitigation strategy in light of Eq. (B3). The loss of contrast can be understood as a result of the wash-out effect due to the phase factor when evaluating the phase-space integral, and corresponds to the situation depicted in Fig. 5 a. This effect can be reduced by decreasing both $\Sigma_{x x}$ and $\Sigma_{p p}$, but this is ultimately limited by Heisenberg's uncertainty principle, as discussed in Sec. II. The change of $\delta \mathcal{R}$ induced by $\delta T$ in Eq. (B10), in contrast, corresponds to changing the orientation of the oscillations associated with the phase factor in Eq. B3 so that they become aligned with the Wigner function and the wash-out effect is minimized, as shown in Fig. 5b. In fact, this resembles the use of squeezed states to beat the standard quantum limit in optical interferometers. Instead of squeezing the state along the right direction in phase space, here the observable is modified to achieve an analogous effect.

In order to discuss how effective this mitigation strategy can be, we return to the example of Gaussian states and focus on the one-dimensional case for simplicity. (This still accounts for the three-dimensional case when $\mathbf{v}_{\text {rec }}$ and the principal axes of $\Gamma$ and $\Sigma$ are aligned.) After applying the mitigation strategy, we have $\delta \mathcal{R}_{0}^{(\mathrm{s})}=0$ and are left with the following result for the contrast:

$$
\begin{equation*}
C=\exp \left(-\frac{1}{2 \hbar^{2}} \frac{\operatorname{det} \Sigma}{\Sigma_{p p}} \delta \mathcal{P}_{0}^{2}\right) \tag{B11}
\end{equation*}
$$

where we have written in terms of $(\operatorname{det} \Sigma)$ the remaining contribution in expression (B9). Furthermore, it is useful to consider the following inequality satisfied by the exponent:

$$
\begin{equation*}
-\frac{1}{2 \hbar^{2}} \frac{\operatorname{det} \Sigma}{\Sigma_{p p}} \delta \mathcal{P}_{0}^{2} \leq-\frac{1}{8} \frac{\delta \mathcal{P}_{0}^{2}}{\Sigma_{p p}} \tag{B12}
\end{equation*}
$$

which follows from the inequality $(\operatorname{det} \Sigma) \geq \hbar^{2} / 4$ for Gaussian states and where the equality holds for pure states and the strict inequality for mixed ones. For pure states and parameter ranges like those of the proposed STE-QUEST mission 19 the exponent is much smaller



FIG. 5. Schematic representation of the main support of the Wigner function (blue ellipse) and of the phase factor in Eq. (B3) (grey color-gradient bands), both without mitigation strategy (a) and with the right choice of $\delta T$ so that the oscillations associated with the phase factor become aligned with the Wigner function (b).
than one in absolute value and there is hardly any loss of contrast, as shown in Ref. [20, where the case of BECs
in the Thomas-Fermi regime was also quantitatively investigated. Qualitatively the need for having $\delta \mathcal{P}_{0}$ much smaller than the momentum spread can be understood as follows: for pure states the larger the momentum spread, the narrower the support becomes along the direction of the oscillations generated by the exponential factor in Eq. (B3). This would eventually become a limitation to further enhancements of the sensitivity by 2 or 3 orders of magnitude compared to the proposed target for STEQUEST (and implying an increase of $\delta \mathcal{P}_{0}$ by the same amount) because the momentum spread needs to be kept sufficiently small to guarantee good diffraction efficiencies and to prevent the size of the atomic cloud from growing excessively. Such a limitation becomes more severe for mixed states, as seen from expression ( B 12 ) and implied by their larger phase-space volume ${ }^{2}$. In particular this would affect the use of ultracold atoms close to quantum degeneracy but with a negligible condensate fraction. In contrast, the novel scheme presented in Sec. III does not suffer from these shortcomings (nor the need for $\Sigma$ being aligned with $\mathbf{v}_{\text {rec }}$ ) in addition to overcoming the initial co-location problem.

We conclude by mentioning that the strategy outlined above can be extended to the case of non-aligned gravity gradients (and of non-aligned $\Sigma$ too) by combining the adjustment of the pulse timing with the use of the same tip-tilt mirror which is employed to compensate the effect of rotations. Further details can be found in Ref. [20].

[^1]ing effect between different members of the ensemble due to the dependence of the phase shift on the initial value of the central position and momentum [20].


[^0]:    1 These limitations also apply to an alternative approach based on extracting the phase shift from the spatial location of the maxima within the fringe pattern that arises in the density profile at the exit ports of an open interferometer 24 25.

[^1]:    2 Alternatively, by regarding a mixed state as an ensemble of pure states with different central positions and momenta, the higher loss of contrast for mixed states can be understood as a dephas-

