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Abstract: It is now generally accepted that an article written by influential authors often deserves a
higher ranking in information retrieval. However, it is a challenging task to determine an author’s
relative influence since information about the author is, much of the time, inaccessible. Actually,
in scientific publications, the author is an important metadata item, which has been widely used
in previous studies. In this paper, we bring an optimized AuthorRank, which is a topic-sensitive
algorithm calculated by citation context, into citation analysis for testing whether and how topical
AuthorRank can replace or enhance classical PageRank for publication ranking. For this purpose, we
first propose a PageRank with Priors (PRP) algorithm to rank publications and authors. PRP is an
optimized PageRank algorithm supervised by the Labeled Latent Dirichlet Allocation (Labeled-LDA)
topic model with full-text information extraction. We then compared four methods of generating an
AuthorRank score, looking, respectively, at the first author, the last author, the most famous author,
and the “average” author (of a publication). Additionally, two combination methods (Linear and
Cobb–Douglas) of AuthorRank and PRP were compared with several baselines. Finally, as shown in
our evaluation results, the performance of AuthorRank combined with PRP is better (p < 0.001) than
other baselines for publication ranking.

Keywords: AuthorRank; publication ranking; PageRank with Priors; citation context analysis

1. Introduction

With the rapid increase in online scientific literature, the task of publication ranking
has become increasingly important for scholarly information retrieval and recommendation,
which aims at enhancing the efficiency of research. Generally speaking, the article with
more influence should be ranked higher in the publication ranking. While citation analysis
plus graph mining is a commonly used bibliometric method of performing this task. As
contrasted with the traditional method of simple citation counting [1], PageRank [2] is a
global page ranking algorithm based on the intuition that links from important pages are
more significant than links from other pages. It is an effective means of ranking web pages
and scientific publications for addressing user information needs. The relative “importance”
of a node is calculated by back-links with transition authority from other nodes, thereby
determining which nodes are more important in the network.

However, the original PageRank algorithm is based solely on links, independent of
any particular search query, and regardless of other metadata in the content, e.g., title,
keywords, abstract, and link location. Because of this limitation, some previous studies
have tried to improve PageRank by employing topic-sensitive methods [3], which take the
topic into account in determining the rank. Then, it can be widely used for discovering
important papers [4].

As one contribution of this paper, we used an optimized topic-sensitive PageRank
algorithm, PageRank with Priors (PRP), to determine the topical ranking scores of scientific
publications and authors. This method has been proposed in our previous work [5],
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which combined PageRank and a supervised topic modeling algorithm Labeled-LDA [6]
via full-text extraction with two priors: a publication topic probability and a citation
transition probability, and, then, publication ranking results and author ranking results
were presented by the PRP algorithm.

On the other hand, the idea behind AuthorRank [7] is that content created by more
popular authors should rank higher than content created by less popular authors. It
was proposed by Google’s Agent Rank patent in 2005, but cannot be implemented in
ranking web pages, because it is difficult and expensive to assess the topical reputation
or importance of many Web page creators. Actually, it is much easier and economical
in the scientific literature domain. For scientific literature, the creator, as an author, is a
common and important metadata item, easy to extract from a digital library, and widely
studied in previous research [8]. So, the other contribution of this paper is to generate
a topical AuthorRank score, which is based on full-text extraction and the Labeled-LDA
model, according to topic-sensitive author ranking results by four methods: first author,
last author, the most famous author, and average author.

Finally, to test whether topical AuthorRank can replace PageRank, or how it can make
the results more accurate for publication ranking [9], we will compare publication ranking
results by using topical AuthorRank plus PRP to validate the results. In order to confirm
that AuthorRank positively influences publication ranking, two combination methods will
be validated, the linear method and the Cobb–Douglas method.

In the remainder of this paper, we: (1) review relevant literature on the methodology of
publication ranking and AuthorRank; (2) introduce our novel methods for publication and
AuthorRank, as well as how to achieve publication ranking with AuthorRank; (3) describe
the experimental setting and evaluation results; and (4) discuss the findings and limitations
of the study and identify subsequent research steps.

2. Previous Research
2.1. Publication Ranking

Currently, rapid access to digital publications can greatly accelerate research, but the
information overload also challenges researchers, especially junior researchers, in finding
appropriate citations for their research projects. In previous papers, to deal with this
problem, bibliometric methods have focused on ranking publications by citation analysis
along with graph mining. A common and easy method based on citation frequency or
citation impact has been studied for a long time. For example, the article [10] used citation
analysis to assist college chemistry libraries with selecting significant books. In 1972, the
volume of publications had increased dramatically, and with the emerging availability of
electronic and online resources, it described a method of evaluating scientific journals by
citation frequency and impact using data from digital resources [11]. More recently, citation
information has been successfully used to enhance information retrieval performance [12].

Nevertheless, various methods were based on a basic assumption, which is straight-
forward: if paper1 cites paper2, then paper1 and paper2 are related. This assumption is
oversimplified because it treats all citations equally, regardless of sentiment, reason, topic,
or motivation. Hence, some scholars have considered other factors bearing upon citation
analysis results. Citation location was a significant factor [13], noting that a publication
cited in the introduction or literature review section and mentioned again in the method-
ology or discussion sections is likely to make a greater overall contribution to the citing
publication than others that have been mentioned only once. Further, citation context [14], a
text window containing the target citation tag, may provide detailed and direct information
about the nature of a citation, and also can be used to infer semantic information about the
cited paper.

The PageRank algorithm, first proposed and used in Google Search in 1998, is a sig-
nificant method for evaluating node importance via complex graphs analysis, e.g., social
networks, web graphs, telecommunication networks, and biological networks. However,
PageRank is insensitive to topics and queries. Haveliwala [3] proposed a topic-sensitive
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PageRank algorithm, computing a set of PageRank vectors biased using a set of representa-
tive topics to capture more accurately the notion of importance with respect to a particular
topic by computing topic-sensitive PageRank scores using the topic of the context in which
the query appears, and then generating context-specific importance scores for pages using
linear combinations of biased PageRank vectors. After that, more and more researchers
have used PageRank or the improved PageRank algorithm in the field of bibliometrics for
measuring publication and author importance [15–17].

Currently, more and more scholars tried to optimize the PageRank by topic modeling.
Latent Dirichlet Allocation (LDA) [18] is the most widely used method among them. Recent
work shows that LDA topic modeling can be applied to scholarly network citation analysis.
Labeled-LDA [6] is a supervised topic model that constrains LDA by defining a one-to-one
correspondence between LDA’s latent topics and user tags. The score calculated by topic
modeling will incorporate prior probabilities as a relative-rank extension to PageRank [19].
Although some previous studies have used the topic model in conjunction with the PageR-
ank algorithm [20], most only utilize the metadata of title, author, and abstract, but neglect
full-text metadata.

In this paper, we combined a Labeled-LDA topic model with PageRank via full-text
extraction and incorporated two prior probabilities—publication topic probability and
citation transition probability—for ranking the publications in our dataset.

2.2. AuthorRank

AuthorRank was first proposed in 2005 in a Google Agent Rank patent in terms of
“using the reception of the content the agents create and their interactions as a factor in
determining their rank” [21]. Thus, the author or creator of the content is significant for
ranking. In general, publication rank is a function of PageRank, as well as AuthorRank.

In scientific literature, annual citation rates of ecological papers are affected by many
factors, including the hypothesis tested, article length, and authors’ information [22].
Author metadata is also a common element in publications, and is simple and easy to
extract [23]. So, in this paper, we will use the metadata of Authors to assess whether
AuthorRank as applied to scientific literature can improve ranking results.

AuthorRank is different from author ranking. Author ranking means ranking authors
in a selected dataset according to some factors [24], e.g., publications, research interest, or
affiliation. Authors who rank higher should be more important in this field.

Author ranking is usually used in expertise retrieval [25]. The most popular ap-
proaches in expertise retrieval are Generative Probabilistic Models, Discriminative Prob-
abilistic Models, Voting Models, and Graph-based Models [26]. PageRank has also been
used in expertise retrieval for author ranking [27] by combining a voting model with a
graph-based model.

In contrast, AuthorRank determines how the ranking of content is affected by the
creator (author). Thus, while AuthorRank ranks publications, it does so based upon author
ranking. The article [28] computes a related AuthorRank, applying the PageRank algorithm
to citations among authors and quantifying the impact of an author or paper, taking into
account the impact of those authors that cite it. The authors [29] use the first author’s
reputation for generating an AuthorRank score, and verified that the performance of
AuthorRank combined with topic-based PageRank is better than other baselines.

In this paper, we use a PageRank with Prior algorithm, combined with Labeled-LDA
and full-text extraction, to rank authors in our dataset, and, then, compute an AuthorRank
by author ranking based on four methods: First Author, Last Author, Max Author, and
Average Author. All these methods will be introduced in the following section.

3. Methodology
3.1. Topic Modeling of LLDA

Labeled Latent Dirichlet Allocation (Labeled-LDA or LLDA) was proposed for training
the labeled topic model. It employs a generative probabilistic model in the hierarchical



Appl. Sci. 2022, 12, 4345 4 of 15

Bayesian framework and assumes the availability of topic labels and the characterization
of each topic by a multinomial distribution, βkeyi

, overall vocabulary words.
In Labeled-LDA, W is a set of words, wi, chosen from a document in the training text,

W = {w1, w2, · · · , wn}. n is the number of words. The set of documents in this article, as
P = {p1, p2, · · · , pd}. d is the number of documents. KEY is a set of labels, keys; we used
keywords as labels from training text, so KEY = { key1, key2, · · · , keym}. m is the number of
labels. Words are chosen in proportion to a label’s preference for the word, βkeyi

, and the
publication’s preference for the associated label, θpj .

βkeyi
=

 Pkey1(w1) · · · Pkey1(wn)
...

. . .
...

Pkeym(w1) · · · Pkeym(wn)

 (1)

θpj =

 Pkey1(p1) · · · Pkeym(p1)
...

. . .
...

Pkey1(pd) · · · Pkeym(pd)

 (2)

The two matrices can be constructed by Pkeys(wi) and Pkeys

(
pj
)
, representing the co-

occurrence probability of label (keys) and word (wi), and the co-occurrence probability of
paper (pj) and label (keys), respectively.

Pkeys(wi) =
P(wi|keys)

∑
|W|
t=1 P(keys|wt)

(3)

Pkeys
(

pj
)
=

P(keys|pj)

∑
|V|
x=1 P(keys|px)

(4)

Stemming from the LDA method, Labeled-LDA is a supervised topic modeling algo-
rithm, which employs existing topics from scientific metadata. Therefore, in this paper,
topic labels were assigned based on author-assigned keywords, and each scientific publica-
tion was treated as a mixture of its author-assigned topics (keywords). As a result, both
topic labels and topic numbers (the total number of keywords in the metadata repository)
are given.

We can therefore infer a possible topic distribution for each paper by LLDA. Figure 1
is an example of 2 topic distributions; to show it clearly, we randomly sampled 50. The
horizontal axis shows the possible topics (keywords authorized by the author), and the
vertical axis is the topic probability. Content in the paper includes title, abstract, and
full-text or citation context in publications. For different content, the topic probability
distribution is diverse, while the sum of all values (topic probabilities) for each paper is
equal to 1.

The blue line is a conference paper, “Using architectural ‘families’ to increase FPGA
speed and density”, which is about narrowing the speed and density gap between FPGAs
and MPGAs. So, the highest topic in this paper is “FPGA”. The orange line is a paper
named “Rerun: Exploiting Episodes for Lightweight Memory Race Recording”, published
in “the 35th Annual International Symposium on Computer Architecture”, which mainly
focuses on the field of Multiprocessor deterministic replay. So, the highest topic in this
paper is “multi core processor”.
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In this method, the labels are keywords from the sources. These keywords may be
author-provided or derived by greedy matching. Greedy matching means loading all
possible keywords into memory, and then searching each keyword from the paper title and
abstract by using fast matching, with the purpose of expanding the paper topic space.

3.2. PageRank with Priors

There are many different ranking methods (e.g., citations, publications, h-index, and
PageRank) in the field of scientific literature. In this paper, we employ a topic-dependent
ranking method based on the combination of Labeled-LDA and PageRank with Priors
(PRP), an optimized PageRank algorithm for full-text extraction [5]).

In bibliometrics, most previous studies on citation network analysis are based on the
simple assumption that paper1 and paper2 are connected, whenever paper1 cites paper2.
In this paper, we represent two kinds of prior knowledge in a citation graph by LLDA: a
publication topic probability and a citation transition probability.

In this paper, we first create an academic publication network. Among them, the
vertex of the network is the academic publication, vi, the dataset of all publications means
V, and the edge of the network is the citation relationship between papers, ei, the dataset of
all citations we used in the network means E.

For each vertex, vi ∈ V, the publication topic prior vector is{
pzkey1

(vi), pzkey2
(vi), . . . , pzkeym

(vi)
}

, where pzkeym
(vi) = Pkeym

(
pj
)
. Pkeym

(
pj
)

is the co-
occurrence probability of paper (pj) and label (keys). The prior probability of vertex v for
topic zkeym , is trained by publication metadata (title, abstract, and full-text), and where

∑
|V|
i=1 pzkeyi

(v) = 1.
Each edge, ei ∈ E, on the graph represents a citation connecting vi and vj (vi cites vj).

The citation topic transitioning probability vector for each edge is{
pzkey1

(
vi|vj

)
, pzkey2

(
vi|vj

)
, . . . , pzkeym

(
vi|vj

) }
, where pzkeys

(vi|vj) is the probability of tran-
sitioning from vertex vi to vj for topic zkeys .

For each topic zkeys
, the score of vertex pzkeys

(v) and edge pzkeys

(
vi|vj

)
calculated by

Labeled-LDA and author-assigned keywords plus greedy matching results. Hence, graphs
for different topics may be different. If topic zkeys

does not belong to paper vi, the publication
topic prior pzkeys

(v) is 0. If both citing and cited papers do not include topic zkeyt , we assign

pzkey1

(
vi|vj

)
a lower score: pzkey1

(
vi|vj

)′
= ψ· pzkey1

(
vi|vj

)
, where ψ = 0.1, because we did

not want to totally remove this citation from the academic publication network.
The PageRank with priors algorithm takes into account these two kinds of priors,

pzkeys
(vi) and pzkeym

(
vi|vj

)
, to calculate the relative importance of vertices in the citation

graph. A hyperlink to a publication counts as a vote of support. For example, if a publi-
cation cites only 3 papers and, for a specific topic, the transitioning probabilities to these
3 papers are 0.1, 0.1, and 0.8, then most of the paper’s credit on this topic (it is topic author-
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ity) goes to the third paper. So, the vertex’s (topic relative) importance can be calculated by
Ikeym(pi|PR) = πkeym(v), and:

πkeym(v)
i+1 = (1− βb)

(
din(v)

∑
u=1

pzkeym
(v|u)πkeym

i+1(u)

)
+ βb pzkeym

(v) (5)

The output, for each vertex (publication), v, is an authority vector{
Azkey1

(v), Azkey2
(v), . . . Azkeym

(v)
}

. Each authority score in the vector indicates the publi-
cation topic importance with respect to both paper topic and full-text citation priors. We
obtain ranking lists as a result (Ikeym(pi|PR)).

3.3. Author Ranking by PRP

As described before, we used PRP for publication ranking by combining Labeled-
LDA-based topic information and full-text publication information. We also applied this
method of author ranking based on the assumption that if author1’s paper cites author2’s
paper, then author1 and author2 are somehow related. The relation can be characterized
on a directed graph with authors as vertices and citations as edges. In the author graph,
GA = (V′, E′), V′ is a set of vertices representing all the authors; and E′ is a set of edges
representing author relationships as generated from the citation network.

In most cases, one author has multi-publications, so v′i, the vertex for a given author
is a set of papers, i.e., v′i = {p1, p2, p3, · · · , ps}. Similarly, the number of edges between
two vertices 〈v′i, v′j〉 is always more than one, each edge e′i is expressed as 〈v′i, v′j 〉 =

{〈 p1, p2〉, 〈p1, p3〉, · · · , 〈pl , pk〉 }, only when pl ∈ v′i and pk ∈ v′j.
Therefore, the publication topic prior can be formulated as:

pzkeym

(
v′
)
= ∑ pzkeym

(v) = ∑
d

P(keym|pd)

∑
|V|
x=1 P(keym|px)

(6)

where pd ∈ v′, and the transitioning probability score for an edge can be calculated as:

pzkeym

(
v′i|v′j

)
= ∑ pzkeym

(
vi|vj

)
= ∑

P(keym|citationj,i)

∑
dout(vj)

x=1 P(keym|citationj,x)
(7)

where citationj,i is the citation context from v′i to v′j.
So, the (topic-relative) importance of an author (vertex) can be calculated by the same

formula as: Ikeym(v
′|R) = πkeym(v

′). For output, we can obtain ranking lists for each specific
topic as a result.

Author topical ranking by PRP may be more accurate than paper ranking, as each
vertex is represented by a list of papers from an author, and more textual information
results in more accurate topic inference.

3.4. AuthorRank by Author Ranking

We introduced the concept of AuthorRank and its underlying assumptions in the
previous section. Generally speaking, author ranking may influence publication ranking.
Thus, a famous or important author on a specific topic will have his or her publications
ranked higher, which will thereby have a greater chance to be recommended for the topic.
To validate this hypothesis, in this section we propose to use AuthorRank with a topical
author ranking score.

Since AuthorRank is a query-independent criterion similar to PageRank, it should
be calculated as offline processing, where content authority is measured by the authority
accumulated from links, regardless of the query. The PRP algorithm based on the author-
ranking method has been proposed before. It is effective for allowing an author to have a



Appl. Sci. 2022, 12, 4345 7 of 15

different rank for each topic. So, in this section, we propose a method for paper ranking
(AuthorRank) via author ranking, which is also an offline and topic-based method.

The following formula defines the relationship between paper and author.

pi = {a1, a2, a3, · · · , as} (8)

where pi is the paper, always created by at least one author ai. How the author affects the
publication ranking score, Ikeym(pi|AR), can be calculated in at least four different ways:
First Author, Last Author, Max Author, and Average Author.

First Author: The ranking score of a publication (AuthorRank) depends only on the
first author’s ranking. In other words, the publication’s topical importance, Ikeym(pi), is
based on the score of only the first author (πkeym(a1)).

Ikeym(pi|AR) = πkeym(a1) (9)

Last Author: The AuthorRank score of a publication, pi, depends only on the last
author’s ranking, where as is the last author if pi is co-authored by multiple (s) authors.
Otherwise, as is decided by the unique author.

Ikeym(pi|AR) = πkeym(as) (10)

Max Author: The AuthorRank score of a publication is decided by the most popular
author’s score among all the authors.

Ikeym(pi|AR) = max{πkeym(a1), πkeym(a2), . . . . . . , πkeym(as)} (11)

Average Author: The AuthorRank score of a publication is determined by the average
scores of all the publication’s authors.

Ikeym(pi|AR) =
∑n

j=1 πkeym

(
aj
)

|s| (12)

Example: To understand these methods better, we provide a simple example. Assume
that there are two papers: paper1 and paper2, where paper1 is authored by author1 and
author2, as p1 = {a1, a2}; and where paper2 is authored by author1, author3, and author4,
as p2 = {a1, a3, a4}. The importance score of these four authors is shown in Table 1.

Table 1. Exemplar author ranking score.

Author Name a1 a2 a3 a4

score 0.2 0.5 0.12 0.18

From the four methods mentioned above, we obtain the two papers’ ranking scores as
shown in Table 2.

Table 2. AuthorRank for paper ranking.

First Author Last Author Max Author Average Author

paper1 a1 = 0.2 a2 = 0.5 a2 = 0.5 (a1 + a2 )/2 = 0.35
paper2 a1 = 0.2 a4 = 0.18 a1 = 0.2 (a1 + a3 + a4 )/3 = 0.167

In this example, we found that the papers’ author ranking scores are different than
their AuthorRank. We verify the effectiveness of publication ranking by AuthorRank in
the following.
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3.5. AuthorRank Combined with PRP

We have introduced two methods for publication ranking, PRP and AuthorRank.
The former, PRP, depends on links in the graph to calculate the authority of each node.
The latter, AuthorRank, is decided by author ranking. Ideally, we would recommend
publications that have both a high AuthorRank and a high PageRank, meaning that they
are really important for the topic. In contrast, papers with a low AuthorRank and a low
PageRank have little importance for the topic.

In this part, we would like to use two methods to combine the results of PRP and
AuthorRank to verify whether the performance of publication ranking can be improved.
For these methods, we used AuthorRank to enhance the publication prior probability via
publication prior probability smoothing.

Linear Combination:

Ikeyt(pi) = α ∗ Ikeyt(pi|PR) + (1− α) ∗ Ikeyt pi|AR (13)

where α is a parameter between 0 and 1, which controls the weight of Ikeyt(pi|PR) and
Ikeyt pi|AR. Ikeyt(pi|PR) is the relative importance score for paperi on topict calculated by
the PRP algorithm, whereas Ikeyt pi|AR is the importance ranking score for paperi on topict
generated by the AuthorRank algorithm.

The linear form assumes that the total score is a linear combination of the two scores.
Each score’s contribution to the total score is controlled by a parameter, α.

Cobb–Douglas Form:

Ikeyt(pi) = Ikeyt(pi|PR)α ∗ Ikeyt pi|AR(1−α) (14)

This form assumes that the total score is the product of the two scores, rendering it
insensitive to small scores but sensitive to large scores.

As we already know, one limitation of the topic-based PageRank algorithm is that the
importance scores of papers, Ikeym(pi|PR), are 0, if the paper is not related to the specific
topic (keyt).

This may limit the performance of the harmonic form. Thus, if Ikeym(pi|PR) is 0,
the final score of Ikeym(pi) is infinite. One smoothing method will improve the score of
Ikeym(pi|PR), as follows:

Ikeyt(pi|PR)′ = σ·Ikeyt(pi|PR) + (1− σ)·P
(

zkeyt |Corpus
)

(15)

where Ikeyt(pi|PR)′ is the score after smoothing, and P
(

zkeyt |Corpus
)

is always larger than
0, the paper topic score is also always positive. The parameter, σ, controls the amount of
smoothing. In this research, we used as a tentative value, σ = 0.8.

3.6. Evaluation Methods

In order to verify whether AuthorRank can replace PRP, that is, whether AuthorRank
can improve on PRP’s performance, and to determine which methods yield the best
performance, we compared the results with several baseline approaches. The original,
topic-insensitive PageRank algorithm was the first baseline. The other was based on
PageRank with Priors (PRP). Two indicators were used in this paper to measure algorithm
performance: mean average precision (MAP), and normalized discounted cumulative gain
(nDCG) [30].

We clearly understand that it is difficult to obtain the “ground truth” for this exper-
iment dataset, so we tried to use review or survey papers to find the most important
publications for a specific scientific keyword. To achieve this goal, a list of review or survey
papers along with their cited papers was collected. Collected review papers were screened
so that they only focused on one topic (keyword). We assumed that if a publication was
cited by a review paper, and if this review paper concentrated on a keyword, keyi, then
this publication was important for keyi. Since the degree of importance of cited papers
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may be different, we used the number of citations (by a review paper) to characterize the
importance. Thus, if a review paper for keyword keyi cited paper1 twice and paper2 once,
then, Importancekeyi (paper1) = 2 and Importancekeyi (paper2) = 1. If a paper was not cited
by the target review paper, then the importance of this paper for the target topic was 0. If a
paper was cited more times by the review paper, then we assume its maximum importance
was equal to 4.

4. Experiments
4.1. Experimental Data

The experimental data for this paper were derived mainly from the ACM digital
library. We used 41,370 publications and 223,810 citations, where full text and citations
were extracted from XML files. In these publications, there are 63,323 authors. Among
them, 49,101 authors (accounting for 77.54% of all the sampled publications) have only one
publication. The selected dataset is a sub-graph in the database, which is reasonable for
graph mining.

In this graph, we extracted 28,013 publications’ text, including titles, abstracts, and full
text. For the other 9879 publications, whose full texts were not available in our database,
we used the title and abstract from a metadata repository to represent the content of the
paper. For the remaining 3479 publications, only the title was available.

We then wrote a list of regular expression rules to extract all possible citations from
the paper’s full text. A text window surrounding the target citation, (−n words, +n words),
was used to infer the citation topic distribution via LLDA. Intuitively, n should be a small
number, as nearby words should provide more accurate citation information. However, n
should not be too small to minimize randomness. In this experiment, we used an arbitrary
parameter setting, where n = 150. In a total of 223,810 references, we successfully identified
94,051 references. The Table 3 shows possible citation formats in publications.

Table 3. Format of references in publications.

No. References Format

1 . . . . . . [num1] . . . . . .
2 . . . . . . [num1,num2] . . . . . .
3 . . . . . . [num1-num2] . . . . . .
4 . . . . . . [num1, num2-num3] . . . . . .

For training the Labeled-LDA topic model, we first sampled 10,000 publications (with
full text) and used author-provided keywords as topic labels. For instance, this paper has
six author-provided keywords. Thus, our LLDA training would have assumed that this
paper is a multinomial distribution over these six topics.

For the sampled publications, we first used tokenization to extract words from the
title, abstract, and publication full text, and then employed Snowball stemming to extract
the root of the target word. If a keyword appeared less than 10 times in the selected
publications, we removed it from the training topic space. After that, we trained an LLDA
model with 3910 topics (keywords) on 46,010 single words (bag of words), as pl1,w1 . These
topics were used to infer the publication and citation topic distribution.

4.2. Experimental Result

As proposed in the section on methods, the PRP combined Labeled-LDA topic model
with full-text citation analysis measured the relative importance of vertices (papers) in
the publication networks. The vertices (41,370 publications) and edges (223,810 citations)
represented a topic distribution on 3910 topics. For each topic, the graph may be totally
different than for others.

In Figure 2, the first graph is the complete graph with 41,370 vertices and 223,810 edges,
while the second one is a sub-graph with 580 vertices and 1148 edges based on the topic
“Information Retrieval” (i.e., the publications used “Information Retrieval” as a keyword
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or “Information Retrieval” was found in the paper abstract by using greedy matching).
The last graph with 3356 vertices and 6671 edges is an extended graph of the “Information
Retrieval” graph, which means each node on the graph is directly or conditionally (cited
by a directly relevant paper) related to “information retrieval”. The biggest node in these
two graphs is “R_291008: A language modeling approach to information retrieval”, which
means that the citation count is the biggest one in our dataset.
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In order to compare the different methods for publication ranking results, we took the
topic “Information Retrieval” as our example and listed all the results by seven methods,
as shown in Table 4 (top five results shown). PageRank is the original PageRank algorithm,
where the damping factor is 0.85. PRP_1 is the PageRank with priors algorithm with
only one prior: publication topic probability. PRP_1 neglects the other prior, the citation
transition probability, thereby treating the scores of all the edges as equal. PRP_2 brings two
kinds of prior knowledge into the citation graph by LLDA: publication topic probability
and citation transition probability. First Author, Last Author, Max Author, and Average
Author were proposed before as methods for calculating an AuthorRank.

Table 4. Publication ranking results.

Ranking Results PageRank PRP_1 PRP_2 First Author Last Author Max Author Average Author

Top1 R_359342 R_321930 R_951766 R_321035 R_363817 R_363817 R_321084
Top2 R_362685 R_321757 R_321930 R_321084 R_3197 R_3197 R_321035
Top3 R_805047 R_358466 R_321035 R_511295 R_321084 R_321035 R_511295
Top4 R_805694 R_321035 R_358466 R_122864 R_322053 R_321084 R_363817
Top5 R_805695 R_951766 R_321074 R_1095451 R_321035 R_322053 R_109545
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In this table, we found that ranking result lists are totally different by different methods.
For example, the paper “R_321035: On Relevance, Probabilistic Indexing and Information
Retrieval” authored by M.E. Maron and published in the “Journal of the ACM” in 1960, was
ranked high according to both PageRank and AuthorRank, but there also exist papers with
high AuthorRank but low PageRank or, conversely, low AuthorRank and high PageRank.
The former may indicate a new publication resource, one the importance of which has
not yet been widely recognized. The latter might be an important paper by a young or
relatively unknown author.

4.3. Experimental Evaluation

(1) If AuthorRank can replace PageRank for publication ranking

Based on our previous work [5], the PRP algorithm is better than other classical
methods for publication ranking. In this paper, we tried to improve publication ranking
by using AuthorRank to inform a topic-based PageRank algorithm. AuthorRank scores
were computed by author ranking via different four methods: First Author, Last Author,
Max Author, and Average Author. For evaluation, 104 topics were selected associated with
review or survey papers. For each topic, we calculated each publication’s ranking score
in the dataset by the methods: PageRank, PRP_1, PRP_2, First Author, Last Author, Max
Author, and Average Author.

In Tables 5 and 6, we found that the best result was generated by PRP_2 both for MAP
and nDCG, which verified that AuthorRank cannot replace the PageRank algorithm for
publication ranking. We also found that topic-based PageRank (PRP_1) can significantly
improve on the original PageRank algorithm, and that PRP_2 (which included the citation
topic distribution) outperformed PRP_1 (which used the publication topic distribution
only), especially for nDCG. Among AuthorRank results, we found the method of Average
Author to be the best. The average contribution from all authors in an article is a more
accurate guide to a paper’s AuthorRank than the other methods. However, the evaluation
shows that AuthorRank cannot simply replace PageRank.

Table 5. Methods based on PageRank and AuthorRank (MAP).

PageRank PRP_1 PRP_2 First Author Last Author Max Author Average Author

MAP@10 0.0168 0.2427 0.2238 0.1314 0.104 0.0953 0.1172
MAP@30 0.0192 0.1909 0.1933 0.1208 0.106 0.1031 0.1191
MAP@50 0.0186 0.1782 0.1804 0.1131 0.096 0.1021 0.1077
MAP@100 0.0182 0.1521 0.1619 0.0957 0.0681 0.08 0.0902

MAP@1000 0.011 0.106 0.1199 0.0519 0.0383 0.0407 0.0541
MAP@all 0.0037 0.091 0.0996 0.0382 0.0279 0.0288 0.0401

Table 6. Methods based on PageRank and AuthorRank (nDCG).

PageRank PRP_1 PRP_2 First Author Last Author Max Author Average Author

nDCG@10 0.0093 0.1181 0.1229 0.0509 0.0427 0.0392 0.0593
nDCG@30 0.0076 0.1323 0.1451 0.063 0.0478 0.0478 0.0715
nDCG@50 0.0084 0.1482 0.1621 0.0773 0.0575 0.0595 0.0835

nDCG@100 0.0107 0.1767 0.1847 0.0963 0.0761 0.0768 0.1037
nDCG@1000 0.0392 0.2564 0.2738 0.1816 0.1635 0.1634 0.1893
nDCG@all 0.1904 0.3341 0.3445 0.2761 0.2619 0.2614 0.2816

(2) Whether AuthorRank can improve publication ranking results

To test whether the AuthorRank results can improve publication ranking results (as
calculated by topic-based PageRank), we then used the combination methods evaluation
results to compare with the PRP_2 results (best-performed method without Author Rank).

Linear combination:
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For each AuthorRank method (First Author, Last Author, Max Author, or Average Au-
thor), the parameter α, which controls the relative contributions of a PRP and AuthorRank
to a publication’s topical importance score, was trained from 0 to 1 with a step of 0.1.

Tables 7 and 8 display results by the linear combination method for AuthorRank in
informing publication ranking. The best result in the training results for each method is
shown in the tables.

Table 7. Linear Combination results (MAP).

PRP_2
First Author Last Author Max Author Average Author

α = 0.9 α = 0.9 α = 0.9 α = 0.9

MAP@10 0.2238 0.2271 0.2265 0.2266 0.2286
MAP@30 0.1933 0.1948 0.1943 0.1941 0.1935
MAP@50 0.1804 0.1812 0.1814 0.1805 0.1818

MAP@100 0.1619 0.1623 0.1626 0.1626 0.1627
MAP@1000 0.1159 0.1172 0.1088 0.1158 0.1182
MAP@all 0.0996 0.1002 0.1002 0.1005 0.1007

Table 8. Linear Combination results (nDCG).

PRP_2
First Author Last Author Max Author Average Author

α = 0.9 α = 0.9 α = 0.9 α = 0.9

nDCG@10 0.1229 0.1254 0.1248 0.1243 0.1248
nDCG@30 0.1451 0.1471 0.1456 0.1454 0.1463
nDCG@50 0.1621 0.1639 0.1638 0.1646 0.165
nDCG@100 0.1847 0.1868 0.1872 0.1865 0.1867
nDCG@1000 0.2738 0.2743 0.2739 0.2778 0.2776
nDCG@all 0.3445 0.3456 0.3456 0.3467 0.3469

As shown in the above tables, when the parameter α = 0.9 in each method, Author-
Rank combined with PageRank received the best result, meaning that AuthorRank can
improve ranking results, but cannot replace the traditional link analysis ranking algorithm
(PageRank with Priors). For MAP@n, the First Author method was better than the others
when n ≤ 30, but for n ≥ 50, the Average Author method was better than all of the others.

nDCG@n is a more important indicator in this research, for it tells the degree of
(publication topic) importance. If an nDCG score is large, the target algorithm can prioritize
the most important on the ranking list. In the tables, it is clear that the First Author method
is better than the others when n < 30, but for n > 1000, the Average Author method is the
best one.

We also used significance testing to compare each method with the baseline PRP_2,
and t < 0.001.

Cobb–Douglas Form:

This combination method is insensitive to small scores and sensitive to large scores.
The parameter, α, was trained from 0 to 1 with a step of 0.1. The best results for each
method are shown in the following tables.

For MAP@n in Table 9, the Max Author method was better than the others when
n ≤ 10, and Average Author was the best when 30 < n < 50 and n > 1000, while for
100 < n < 100, the First Author method was better than the others.
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Table 9. Cobb–Douglas Combination results (MAP).

PRP_2
First Author Last Author Max Author Average Author

α = 0.9 α = 0.9 α = 0.8 α = 0.9

MAP@10 0.2238 0.2309 0.2248 0.2314 0.2306
MAP@30 0.1933 0.1953 0.1949 0.1966 0.1975
MAP@50 0.1804 0.182 0.1809 0.1828 0.1845

MAP@100 0.1619 0.1642 0.1637 0.163 0.1638
MAP@1000 0.1199 0.1213 0.1199 0.1204 0.1209
MAP@all 0.0996 0.101 0.1009 0.1006 0.1013

It is clear in Table 10 that Average Author is always better than all the other baseline
methods, especially for the nDCG indicator.

Table 10. Cobb–Douglas Combination results (nDCG).

PRP_2
First Author Last Author Max Author Average Author

α = 0.9 α = 0.9 α = 0.8 α = 0.9

nDCG@10 0.1229 0.1261 0.1257 0.1289 0.1319
nDCG@30 0.1451 0.149 0.148 0.1489 0.1499
nDCG@50 0.1621 0.1653 0.1641 0.1652 0.1666
nDCG@100 0.1847 0.1871 0.1857 0.1881 0.1902
nDCG@1000 0.2738 0.2764 0.2765 0.28 0.2813
nDCG@all 0.3445 0.3465 0.346 0.3472 0.3486

5. Conclusions

In this paper, we aim to test whether and how topical AuthorRank can replace or
enhance classical PageRank for publication ranking. From the results of our experiment,
we can conclude that:

(1) AuthorRank cannot replace PageRank for publication ranking. This conclusion
is supported by the results from Tables 5 and 6. We also found that PRP with two priors,
publication topic probability and citation transition probability, outperforms significantly
the original topic-insensitive algorithm of PageRank, and is better than PRP with only the
publication topic probability.

(2) AuthorRank can improve publication ranking results, it also proves that the article
written by influential authors often deserves a higher ranking in information retrieval.
When we combine the results of PRP and AuthorRank by linear combination method and
Cobb–Douglas combination, the results calculated by MAP and nDCG are better than PRP
without AuthorRank.

(3) By comparing the linear combination method with the Cobb–Douglas combination
method, we found that calculating AuthorRank results by Average Author is the best
method for improving publication ranking. This conclusion is supported by Tables 7–10.
Although the Cobb–Douglas combination method for AuthorRank and PRP is better than
the linear combination method, this advantage is not significant. We also found that
AuthorRank is effective for assessing the importance of publications where content or
citation metadata is missing or partially missing. When we do not have publication content
information, we cannot use topic modeling to infer the topic distribution, but AuthorRank
can still help us to estimate the prior probability of these papers.
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