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Abstract—Today, Internet and Web technologies not 

only provide students opportunities for flexible 

interactivity with study materials, peers and instructors, 

but also generate large amounts of usage data that can be 

processed and reveal behavioral patterns of study and 

learning. This study analyzed data extracted from a 

Moodle-based blended learning course, to build a student 

model that predicts course performance. CART decision 

tree algorithm was used to classify students and predict 

those at risk, based on the impact of four online activities: 

message exchanging, group wiki content creation, course 

files opening and online quiz taking. The overall 

percentage of correct classifications was about 99.1%, 

proving the model sensitive to identify very specific 

groups at risk. 

 

Index Terms—Education Data Mining, Student Data, 

Blended learning, Decision Trees, CART algorithm, 

Moodle. 

 

I.  INTRODUCTION 

Student academic achievement is always a matter of 

great concern to education stakeholders, especially in 

today’s fast-paced, web-enabled classrooms. High quality 

teaching stuff, well-designed curriculum, student-

centered learning and academic support are heavily 

impact on student success and help to equalize education 

background differences [1]. Although academic success 

is an outcome influenced by many factors, research has 

shown that students’ engagement with educationally 

purposeful activities lowers failure rates in introductory 

college courses and increases retention. The time and 

effort that students devote to activities linked to desired 

learning outcomes, such as active and collaborative 

learning, communication with academic staff and peers, 

and involvement in enriching educational experiences, 

has great impact on academic performance [2].  

As virtual learning platforms have become the primary 

means for delivering learning materials for both online 

and traditional modes of education, instructors have the 

chance to program online experiences and monitor 

students’ activities. The large amount of data that is 

stored in the log files of these systems can be used to 

trace student online activities, such as reading files, 

taking tests, collaborating with peers, communicating 

with stuff etc [3]. The need to improve the quality of 

learning has led many institutions to embrace innovative 

practices like blended learning and use data mining 

techniques to identify patterns of behaviors and design 

interventions. Educational data mining provides 

instructors the tools to filter out information and create 

models of students’ performance that predict success [4].  

This study used data mining classification algorithm 

CART in order to analyze student activity data and 

predict academic performance. The aim was to create a 

predictive model that will classify students into pass/fail 

categories and use this information for early identification 

of struggling students. A blended learning course on Java 

programming, designed to engage students in numerous 

interactions through a Moodle learning management 

system (LMS), gave students the opportunity to 

communicate and collaborate in teams, use the lecture 

materials, create and share their own artifacts and 

knowledge, and test online their comprehension. 

Classification and Regression Tree (CART) algorithm 

was utilized to classify data because it’s easy to interpret 

and present, requires little effort for data preparation and 

doesn’t get affected by the nonlinearity between variables 

in the dataset. 

The rest of the paper is organized as follows: Section II 

reviews published information that relates to the study at 

hand. The next section III defines blended learning and 

describes its implementation through a LMS features. 

The following section IV outlines education data mining 

aims and techniques. Section V summarizes the 

methodology that was used to collect and prepare the data 

for analysis, and gives a thorough explanation of the 

CART algorithm that was used to classify the dataset. 

The following section VI presents the results of the 

analysis and the last section VII states the conclusions of 

the research.   

 

II.  RELATED WORK 

Predicting student performances, in order to take 

actions and prevent failure or dropout, is a matter of 

intense research in the educational data mining area. 

Grade Point Average (GPA) or grades across assignments, 

class quizzes and tests, lab work and attendance, as well 

as students’ demographic, such as gender, age and family 

background, and students personal behaviors, i.e. beliefs, 



2 Classification and Regression Trees (CART) for Predictive Modeling in Blended Learning  

Copyright © 2018 MECS                                                                 I.J. Intelligent Systems and Applications, 2018, 3, 1-9 

motivations and learning strategies, are attributes that 

have been frequently used by researchers in predicting 

student performance [5].  

Baradwaj and Pal [6] used grades from previous 

semester and two class tests, seminar performance, lab 

work and attendance to classify and predict students' 

performance in end-semester examination. Data from 50 

students taking a Master of Computer Applications 

course collected and analyzed using ID3 decision tree 

learning algorithm. Adhatrao et al. [7], applied the ID3 

(Iterative Dichotomiser 3) and C4.5 classification 

algorithms to analyze the data of students enrolled in first 

year of engineering. Gender, admission type and scores in 

entrance examinations used after dataset pruning to 

predict the results of students in their first semester with 

accuracy about 78%. Jiang et al. [8] used logistic 

regression as a classifier to predict the probability of 

students successfully completing a Massive Open Online 

Course (MOOC), as well as the type of certificate (i.e. 

distinction and normal).  Four types of data, obtained in 

the first week of the course, were used as predictors: 

average score from four quizzes, the number of peer 

assessments students completed, the learners’ social 

network degree (i.e. the local centrality of learners in the 

online learning community) and intention to major 

without having declare it. The model predicting the type 

of certificate achieved accuracy 92% while the second 

model predicting the probability of earning a normal 

degree certificate achieved 80% accuracy. 

Students’ cognitive activities and emotions impact on 

effective and meaningful learning and have been used in 

research as predictors of student performance. Wang et al. 

[9] investigated what emotions do students experience 

when they use different computer-based environments 

and how these emotions influence learning and 

performance. Cognitive states (i.e. concentration, anxiety, 

and boredom), prior knowledge from other courses 

(clustered as high or low), type of computer-based 

learning were the independent variables of the study. A 

self-report inventory questionnaire was used to measure 

the students’ cognitive-affective states while IBM SPSS 

statistical software was employed for the data analysis. A 

univariate cluster analysis classified students into two 

classes and a discriminant function analysis validated the 

clusters. Liyanage et al. [10] tried to predict student 

learning style in order to create individual profiles and 

recommend learning materials. 80 students completed the 

ILS questionnaire and these Moodle LMS data were 

analyzed with Weka, using J48, Bayesian network, 

naiveBayes, and random forest data mining algorithms. 

The decision tree J48 algorithm outperformed the others 

in all four dimensions of the learning style model.  

Kabakchieva [11] used various data mining techniques 

to extract insightful information, from 10330 student 

records, described by parameters such as gender, age, 

living place and type of previous education, admission 

exam score. Weka software used to cross-validate and 

test the classifiers. The decision tree classifier (J48) and 

the rule learner (JRip) were the most accurate for all 

classes, while the k-Nearest Neighbor algorithm (k-NN) 

and the Bayes classifiers were less accurate. Bogarin [12] 

gathered data from 84 undergraduate students of an 

online course on Moodle, in order to create accurate 

models of students’ behavior. Total times spent viewing 

resources or attempting quizzes or participating in forums, 

delay times between a new recourse, quiz or task being 

available and being viewed, as well as numbers of words 

and sentences written in forum posts, were the attributes 

obtained from the log file. The Expectation-Minimization 

(EM) Weka algorithm, which doesn’t require user to 

define a priori the number of clusters, was used to group 

students of similar behavior and draw useful conclusions 

by comparing their exam marks.  

Zacharis [13] used data from a Moodle-hosted blended 

learning course to explore online activities that could be 

used to predict academic performance. The log file, 

containing the interactions of 134 students with the 

course material, mates and stuff, was processed to reveal 

predictors of success, such as the time spent in various 

activities or total LMS hits. Fourteen features were found 

to have significant correlation with student grades and 

used as the independent variables in a stepwise 

multivariate regression. The most predictive variables in 

student outcomes were the number of messages sent or 

viewed, the number of quiz efforts made, the number of 

files viewed and the number of contributions in different 

team tasks. To evaluate the predictive power of the 

regression model consisting of these four variables, a 

binary logistic analysis was performed that achieved a 

prediction accuracy of 81%. The same author [14], used 

the same four variables in another blended learning 

course with 265 students, to exam if a Multi-Layer 

Perceptron Neural Network could be trained to accurate 

predict student performance. The neural network model 

provided a correct classification rate of 98.3%. 

 

III.  BLENDED LEARNING THROUGH Α LMS 

Blended learning is generally defined as the integration 

of the best features of both face-to-face and online-

distance learning in the learning process [13]. Traditional 

classroom methods are combined with rich multimedia 

content and Internet access, creating a hybrid teaching 

methodology that supports and engages in learning 

interactions anytime, anywhere. Learning management 

systems, like Moodle or Blackboard, are used today by 

educational institutions to facilitate all aspects of learning: 

creation and shearing of educational content, 

collaboration and communication, class monitoring and 

administration [15]. Incorporated html editors and web-

publishing tools provide instructors the means to prepare 

notes and assignments, record and upload lecture videos, 

post hints and useful url links, create presentations and 

online quizzes, organize project teams and communicate 

with each student that needs their help.  

In blended learning courses, students use the online 

materials to organize their own path of learning and study 

ahead of time, while instructors use the classroom time 

for problem-solving explorations and hands-on activities. 

The role of instructor has shifted from that of a 
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knowledge provider to that of a guide helping students in 

setting learning goals, organize their study and self-direct 

their learning towards content mastery [14], [15].  There 

is a variety of ways to approach blended learning, and 

thus, a lot of flexibility to prioritize the physical or the 

online elements according to different learning styles and 

knowledge backgrounds. By combining different tools of 

a learning management system, instructors can effectively 

blend and facilitate all forms of learning, such as self-

directed learning, collaborative learning, problem-based 

learning, and so on, with varying degrees of instructor 

interventions. 

Drawing upon information from online activities such 

as students’ collaboration and content creation, 

instructors can early indentify problematic behaviors and 

design focused interventions. Clear instructions and 

greater understanding of concepts can be provided using 

either the classroom instruction hours or the online 

teaching functionalities, while both teaching modalities 

can be used to support, engage and motivate effectively 

both struggling and highly capable students [1], [13]. As 

research has shown [16], [17], [18], students in blended 

learning courses are satisfied and motivated by the 

convenience, independence, and personalization that 

online learning provides, and feel more confident about 

their ability to pass course compared to their peers who 

either took an all-online course or a traditional learning 

course. As institutions increasingly introduce mainstream 

blended-learning options, data mining methods would 

become a powerful aid to analyze the increased amount 

of student achievement data and shorten the time needed 

to diagnose students’ weakness and needs. 

 

IV.  EDUCATIONAL DATA MINING  

With the continuous growth of e-learning materials in 

education, data mining techniques are increasingly being 

applied in education for developing models to predict 

students’ behaviors and performance [19]. Driven by the 

need to extract useful information from large datasets and 

identify hidden patterns and trends, data mining – also 

called Knowledge Discovery in Databases (KDD) –, uses 

various statistical and machine learning techniques to 

analyze data and facilitate decision making [20], [21]. 

Following this line of thinking, the Educational Data  

Mining community website, educationaldatamining.org, 

defines  educational  data  mining  as  follows: 

“Educational  Data  Mining  is  an  emerging  discipline, 

concerned with developing methods for exploring the 

unique types of data that come  from  educational  

settings,  and  using  those  methods  to  better  

understand  students,  and the settings which they learn 

in.” Classification, clustering, association rule mining, 

regression and discovery with models, are the routine 

data mining methods adopted by most of the researchers 

to analyze the gathered data, while student learning 

behavior modeling, prediction of performance, prediction 

of dropout and retention, identification of struggling 

students, are the main goals of data mining in educational 

environments [22].  

A.  Student modeling 

Student modeling is a key concept in educational data 

mining that refers to a qualitative representation of 

students’ behavior, which in turn can be used in making 

instructional decisions [23]. Models may represent 

content knowledge, problem solving skills, learning 

styles, student emotions and attitudes, experience or self-

confidence, errors and misconceptions, results of actions 

or intermediate results [23], [24]. In a blended learning 

environment, raw data from carefully selected online 

student interactions are first switched to meaningful 

human activities and then feed a predictive model. 

Different combinations of metrics, such as IP addresses, 

content page views, number of quizzes taken, time on 

task, average session length, messages exchanged/view/ 

commented and content creation contributions, can be 

used to study the impact of communication, content 

creation, collaboration, and self-evaluation in the success 

of a blended learning course [13]. 

B.  Data wearhousing 

The data mining process workflow contains many 

phases such as data collection, data preprocessing and 

data mining processing [25]. Data Collection – the 

process of gathering large amounts of data – is important 

because good choice of the attributes will address the 

concept problem [26]. When mining objectives and 

requirements have been specified, some data could be 

removed or new computed attributes could be added to 

ensure meaningful data mining results. This feature 

extraction very often requires the transformation of data 

encoded in different or complex database formats, into 

formats more suitable for the mining algorithms used for 

the data analysis. Data preprocessing also involves the 

data cleaning phase, where errors are checked and 

corrected, null or missing values are appropriately 

handled, and data extracted from different sources are 

integrated into a single multidimensional format for 

processing [27]. Finally, during the data mining 

processing phase, the exact features from the structured 

data set are analyzed by means of mathematical 

algorithms, which have been selected based on the type 

of data and the relationships and trends the model aims to 

capture [28].  

C.  Basic data mining methods 

Data mining uses several algorithms to find, in short, 

four classes of relationships among data: classes, clusters, 

associations and sequential patterns. The choice of the 

algorithm to be used depends on factors such as the 

performance that can be achieved in the specific 

application domain, the level of results accuracy or the 

comprehensibility of the model. Classification and 

clustering are perhaps the most frequently mining tasks 

for performing mining on large data sets [29].  

Classification is a supervised learning process, 

meaning that the algorithm learns from provided 

examples and creates a model that maps new, unseen 

instances in predefined classes. Prior knowledge is 

incorporated into each example as a pair of an input 

http://www.educationaldatami/
http://www.educationaldatami/
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vector of data attributes/characteristics and a value/label 

indicating the class this example belongs to. Nearest 

Neighbors, Decision Trees, Rule-based Classifiers, 

Artificial Neural Networks, Support Vector Machines and 

Naive Bayes Algorithm are the base classifiers used to 

classify new unseen data.  

Clustering in contrast is an unsupervised learning 

process which assigns data records to clusters that already 

contain items that are more similar to the new coming 

record comparing to the items contained in the other 

clusters. Similarity among items is measured by distance 

functions, such as Euclidean or cosine distance, and 

determines the quality of the clustering: high quality 

clusters have high intra-cluster similarity and low inter-

cluster similarity. Hierarchical clustering, K–means 

clustering and Density-based Clustering are the main 

clustering approaches used in research. 

 

V.  METHODOLOGY  

The aim of this research was to determine the 

efficiency of the decision tree CART algorithm to predict 

student performance based on the online activity that is 

stored in the Moodle LMS log file. Moodle logs include 

actions made by the instructor, such as grading a student 

or uploading a lecture related file, and events related to 

students’ actions, such as posting to class blog or 

submitting an assignment. The instructor can choose to 

display the logs on screen (Fig. 1) or download them in 

text, OpenDocument Spreadsheet (.ods) or Excel format. 

The data used in the research, was obtained from a full-

semester, blended learning course on object oriented 

programming, focusing on team problem solving 

activities. The online interactions of 352 undergraduate 

students were extracted from the system's log file into an 

Excel table and several VBA macros used in the 

preprocessing phase to calculate the numbers of files 

viewed, of content contributions, of efforts to complete 

quizzes and of messages exchanged, for each individual 

student. After data preprocessing, the excel file including 

the four aforementioned attributes and the student IDs 

was merged with another excel file containing student 

IDs and corresponding course grades (Fig. 2.). Student 

activities statistics are given in Table 1. 

 

 

Fig.1. Moodle student activity log file 

 

Fig.2. Combined Excel file ready for analysis 
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Table 1. Descriptive statistics 

 
 

A.  Decision Trees techniques 

A decision tree is a hierarchical structure that depicts 

the classification of a dataset into groups. As in any 

classification problem, the goal here is to build a model 

that predicts the values of a variable given the values of 

other variables. Decision trees follow a supervised 

learning approach, training a model based on a sample of 

known observations as input and known responses as 

outputs. The tree structure results from the recursive 

splitting of the root node, which contains all training 

dataset, according to simple rules of the type xi ≤ d, where 

xi  is the value of an independent variable (or attribute) 

and d is a real number. In each step of the top-down 

greedy search, a variable is selected to separate the data 

of the node, based on the information gain criterion, i.e. 

how homogeneous (pure) would be the data included in 

the child nodes. The splitting continues until a leaf node 

(or end node) is reached, in which predetermined purity 

or stopping rules have been met. These stopping criteria 

can be tight or loose, creating small and under-fitted or 

large and over-fitted trees. Several pruning methods have 

been invented to allow trees to over-fit the training 

dataset and then reduce their size, removing sub-trees that 

increase complexity and reduce generalization accuracy 

[30]. 

Given a training dataset {(xi, yi): i = 1, 2, … , n} ‒ 

where xi is the k-dimensional input vector (x1, x2, … , xk) 

of the independent variables, yi is the class output taking 

values in {1, 2, … , m} and n is the number of 

observations ‒ different algorithms can be used to split 

the data records in subsets based on the association of 

each input variable xj (j = 1, 2, … , k ) with yi. The ID3 

(or Iterative Dichotomiser 3) is a very simple algorithm 

that uses Shannon Entropy function to grow a multiway 

decision tree, as long as the information gain is greater 

than zero [31]. It applies only to categorical data and 

creates complex trees that tend to over-fit training data 

[30], [32]. C4.5 algorithm is the evolution of ID3 and 

applies to both categorical and numerical attributes. It 

also uses Shannon Entropy to choose the attribute that 

maximizes the information gain, but, moreover, uses 

bottom-up pruning and handles missing data [31], [32]. 

CART (Classification and Regression Trees) algorithm is 

similar to C4.5, but constructs only binary trees and uses 

Gini Impurity to select the best attribute for splitting the 

dataset [33]. Besides from handing both categorical and 

continuous attributes, CART can also create regression 

trees and predict not only the class but the absolute value 

of the dependent variable.   

 

Decision tree is a non-parametric method, assuming no 

predefined data probability distribution or variables 

relationships. Recursive partitioning is very efficient in 

classifying both categorical and numerical variables and 

the output is easily interpreted information in form of 

rules - each path connecting the root of the tree with a 

leaf node is a rule. Large trees are more convoluted, so 

pre- and post-pruning methods are applied to reduce tree 

size. Decision trees are fast and robust algorithms that 

can provide information about the predictive importance 

of the attributes - the closer the attribute is to the root, the 

more important it tends to be. They are able to handle 

well missing attribute values and outliers which can ruin 

a model since they are used to limit a class. Since the aim 

of the present study was to predict student success or 

failure in blended learning courses, CART algorithm was 

used to create a predictive model of student performance, 

based on four student online activities: number of 

messages viewed/posted, number of content creation 

contributions in group wiki, number of files viewed and 

number of quiz efforts taken by the student. 

B.  CART algorithm 

CART can be used to build both Classification and 

Regression Decision Trees. When a decision tree is used 

to separate a dataset into two classes, the model is a 

classification tree but, when the target variable is numeric 

or continuous, the predictive task is regression. When a 

classification tree is used, the aim is to split the dataset at 

hand into two parts using the homogeneity of data as 

criterion. In order to decide which attribute to split and 

where to split, CART is based on impurity measures such 

as entropy or Gini index. In regression trees, the output 

attribute doesn’t have classes and the goal here is not to 

predict the class a record belongs to, but to predict the 

value of the output variable. Each attribute in the dataset 

is split in different points, the error between actual value 

and the predicted value is calculated and the split point 

that gives the lowest sum of squared errors is chosen as 

the root node, which in turn splits in two in a recursive 

process. The skeleton of a recursive tree growing process 

is shown in Figure 3.  

Stopping criteria are rules controlling when the process 

of tree growing stops. These rules are: a node will not be 

split if (a) it has records with the same value of the target 

variable (pure node), (b) its size is under a user-defined 

value, (c) the tree depth reaches a predefined maximum 

value, (d) contains less than a predefined minimum 

number of cases, (e) the split cannot improve purity 

above a limit. 
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Fig.3. Tree growing algorithm pseudocode 

Since it is difficult to predict the right threshold levels 

without a thorough assessment and understanding of data, 

CART uses a pruning strategy to reach the optimal tree. 

The tree is first allowed to grow up and then pruned back 

to the right size by the pruning algorithm. Stopping tree 

growing too soon, can lead to loss of important, full of 

information, subtrees. Allowing a tree to grow with no 

stopping rules or pruning, leads to a predictive model that 

over-fits the data at hand and cannot repeat this “good fit” 

when is applied to a different sample. CART uses the 

minimal cost-complexity measure [33] for pruning. Each 

subtree is assigned a cost Ca(T) = R(T) + aL(T), where 

R(T) is the ratio of training data misclassified by tree T 

(also called the resubstitution error), L(T) is the number 

of leaves in tree T and 0a , is a penalty per node factor 

called the complexity parameter. The aim of cost-

complexity pruning is not to check all possible subtrees, 

but only those that minimize Ca(T). If we denote with 

tkT , the branch of kT stemming from node t, R(t) the 

resubstitution error at node t from the training dataset, 

and with )(tgk the value of a at which tk TT  becomes 

more cost-effective that kT , a skeleton for the pruning 

algorithm is showed in Figure 4. 

 

 

Fig.4. Tree pruning algorithm pseudocode 

In order to split the data, CART uses the Gini index of 

node impurity. At node t  the Gini index is defined as  
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where j is a class of target variable (in this study j = 0 

means failure and j = 1 denotes success), )|( tjn is the 

number of records of node t belonging to class j, and )(tn

is the total record number in node t . When the data in a 

node are equally distributed between all classes, the Gini 

index attains its maximum impurity value 0.5. In the case 

where all data belong to the same class, the node has 

minimum impurity and Gini index is 0. In order to decide 

which attribute to split upon, the tree growing algorithm 

calculates the weighted average of the Gini index for the 

descended nodes 
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where Lt and Rt  are the left and right child nodes of node 

t . The attribute that minimizes the splittGini )( is chosen 

to split the node.  

 

VI.  RESULTS  

SPSS 21 decision tree software was used to apply 

CART analysis to the student data. In order to predict a 

categorical variable, SPSS CART implementation, by 

default, utilizes the Gini index. The input fields 

(predictors) were the numbers of messages exchanged, 

collaborative contributions made, files viewed and 

quizzes taken, while the student failure or success was the 

target variable. The split-sample validation (70% - 30%) 

technique was used for model evaluation. The minimum 

subgroup size was set to be 15, approximately 4% of the 

entire sample. Model summary is shown in Figure 5, 

while the induced decision tree is shown in Figure 6. 

 

 

Fig.5. SPSS output, Model Summary. 

As can be seen in Table 2, the CART model correctly 

classified 167 students who were failed the course, but 

misclassified 3 others who did not pass the class (it 

correctly classified 98.2% of cases). The model also 

correctly classified 182 students who were not failed (it 

correctly classified 100.0% of cases). The overall 
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accuracy of classification is, therefore, the weighted 

average of these two values (99.1%). 

 

 

Fig.6. SPSS output, Decision Tree. 

Table 2. Classification Results. 

 

Table 3. Predictors’ Importance. 

 
 

The number of messages exchanged by team members 

with their colleagues and instructors, as well as the 

number of contributions made by each individual to the 

team content creation activities, were the most important 

predictors of student success (Table 3). Figure 7 depicts a 

graph of the normalized importance of each of the 

predictor variables. 

Two important rules have emerged from the tree 

analysis: (a) IF messages exchanged ≤ 172 THEN student 

fails, and (b) IF messages exchanged > 172 AND content 

creation contributions ≥ 13 THEN student succeeds. 

Since communication and interaction are important 

ingredients of successfully implemented blended learning 

programs, the number of messages exchanged in between 

the team members and the supervised instructors, and the 

new pieces of information contributed by each student 

during the assigned collaborative tasks, were logically 

expected to heavily impact student success. 

 

 

Fig.7. Normalized Importance of Predictors 

 

VII.  CONCLUSION  

The aim of this study was to test the ability of CART 

analysis to predict success in web-based blended learning 

environments, by using online interactions stored in the 

system log file. CART is nonparametric and thus, is 

suitable for data belonging in various distributions. The 

effect of outliers in the input variables is insignificant, 

and the pruning method it applies ensures that no 

important substructure is overlooked. In this study, the 

CART technique achieved very high accuracy (99.1 %) in 

classifying students into those who successfully passed 

the class and those who failed to do so. The number of 

text messages that a student sent to teammates and 

instructors was the most valuable predictor of course 

success. The second most important factor in predicting 

whether a student will pass or fail the course, was the 

number of contributions to group wiki-based tasks. Quiz 

efforts and the number of files viewed had a distinct but 

relatively modest effect on predicting success. For sure 

more research needs to be done using this analytic tool in 

more populous and diverse learning settings, but this 

research provides strong evidence that the CART method 

of analysis can effectively use the proposed predictors 

and forecast student course achievement. Instructors may 

rely on the prognostic power of CART analysis to design 

timely interventions and help students succeed.  
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