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ABSTRACT The automatic speech recognition (ASR) system is increasingly being applied as assistive

technology in the speech impaired community, for individuals with physical disabilities such as dysarthric

speakers. However, the effectiveness of the ASR system in recognizing dysarthric speech can be disadvan-

taged by data sparsity, either in the coverage of the language, or the size of the existing speech database,

not counting the severity of the speech impairment. This study examines the acoustic features and feature

selection methods that can be used to improve the classification of dysarthric speech, based on the severity

of the impairment. For the purpose of this study, we incorporated four acoustic features including prosody,

spectral, cepstral, and voice quality and seven feature selection methods which encompassed Interaction

Capping (ICAP), Conditional Information Feature Extraction (CIFE), Conditional Mutual Information

Maximization (CMIM), Double Input Symmetrical Relevance (DISR), Joint Mutual Information (JMI),

Conditional redundancy (Condred) and Relief. Further to that, we engaged six classification algorithms like

Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), Artificial Neural Network (ANN),

Classification and Regression Tree (CART), Naive Bayes (NB), and Random Forest (RF) in our experiment.

The classification accuracy of our experiments ranges from 40.41% to 95.80%.

INDEX TERMS Acoustic features, automatic dysarthric speech recognition system, dysarthria, classifica-

tion algorithms, feature selection methods.

I. INTRODUCTION

Speech impairment is a condition in which the ability to

produce speech sounds that are necessary for communicat-

ing with others is impaired. The condition may be acquired

or developed. Speech impairment could be mild, such as

occasionally mispronouncing a couple of words, or it can be

severe, such as not being able to produce speech sounds at all.

Many terms are used in reference to speech impairment,

such as childhood apraxia of speech (CAS), dysarthria,

stuttering voice, and others. Of these few terms, the term

dysarthria refers to impairment of the neuron-motor speech,

where the muscles controlling the speech organs are weak.

These muscles either move slowly, or they may not move

at all. The causes of dysarthria can be attributed to muscle

dystrophy, cerebral palsy, head injury, and also stroke [1]–[4].

Dysarthria can be categorized based on the presenta-

tion of symptoms, which can be hypokinetic, hyperkinetic,
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ataxic, flaccid-spastic mix, spastic, and flaccid [5]–[8]. The

severity level concerns the degree of dysarthric impairment

which needs the experts’ perception [9], [10]. A common

assessment tool is the Frenchay Dysarthria Assessment [11],

[12] and the Computerized Assessment of Intelligibility of

Dysarthric Speech (CAIDS) [13].

The classification of dysarthria has gained importance

among researchers due to a number of reasons. Firstly, it

has helped us to fully understand the types of impairment

which can result in empirical features that can be used

to develop programs that can easily identify the disorder

and its characteristics [3], [10], [14]–[16]. Secondly, clas-

sifications are needed to compare the different types of

dysarthria with each other or with controlled speech, thereby

resulting in more accurate identification of the impairment

[14], [17]. However, thus far, there has been no compre-

hensive works done to examine the influence of acoustic

features and feature selection methods on the classification of

dysarthric speech based on the speech impairment’s level of

severity [17], [18].
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To fill the gap, the current study examines the influence

of acoustic features and feature selection methods on the

classification of dysarthria speech based on the severity of the

speech impairment. The outcome of this study will enhance

the classification accuracy of spastic dysarthria because it is

one of the most common types of dysarthria generally [4].

Spastic dysarthria is associated with a variety of disabilities

such as, but not limited to, cerebral palsy and traumatic

brain injury [4]. The remainder of the article is organized as

follows: Section 2 focuses on related works that describe the

acoustic features of dysarthric speech, Section 3 explains the

method used towards achieving the objective of this research,

Section 4 presents and discusses the major findings, and

Section 5 concludes the article.

II. RELATED WORKS

One of the main challenges in differentiating the severity of

the types of dysarthria is the lack of relevant analysis derived

from a sufficient number of speakers with different types of

dysarthria and various levels of severity [14]. Due to this inad-

equacy, it is thus important to characterize a particular speech

impairment’s effect on speech intelligibility [19]. The sever-

ity of the different types of dysarthria cannot be determined

in terms of standard, and yet speech intelligibility has been

frequently used to determine the level of speech mechanisms

affected by the neurological disease [20]. Even though the

number of speakers with different types of dysarthria with

various severity levels is sufficiently large, the low number of

associated analysis has made it difficult for professionals to

differentiate the severity effects and the dysarthria types [14].

It appears that each severity level has its characteristics

which can be used to classify speech impairment [3]. This

has been noted in past studies [21]. For instance, the Kur-

tosis of Linear Prediction (LP) residual (κLP) signal has

been used to distinguish the excitation of the atypical vocal

source (referring to vocal breathing and harshness). Like-

wise, the rate-of-change of the signal in log-energy has also

been used to characterize speech with short-term tempo-

ral dynamics. This is because the temporal impairments of

speech are concentrated on an unclear distinction between

the adjacent phonemes caused by the articulation’s inaccurate

placement [19]–[22].

The Low-to-High Modulation Energy Ratio (LHMR) has

also been used to characterize the speech temporal impair-

ments associated with the long-term temporal dynamics.

Representation of the modulation spectral signal, which is

auditory-inspired, is used to represent themodulation spectral

energy’s ratio of frequencies which are lower than 4 Hz to

frequencies greater than 4 Hz [19]–[22]. Prosody features, for

example, the standard deviation of the fundamental frequency

(σ f0), range of the fundamental frequency f0 (1f0), and

percentage of segments of voice in words uttered (%v) were

used as parameters to identify speech impairments [19].

Harmonics-to-Noise Ratio (HNR), the Glottal-to-Noise

Excitation ratio (GNE), and Mel Frequency Cepstral Coef-

ficients (MFCCs) are speech features that have been used

for classifying dysarthric speech based on the severity of

the impairments [19], [23]. It appears that the MFCCs have

the capability to capture the movements of the irregular

vocal folds or the lack of closure of vocal-folds caused by

a change in the mass/tissue [23]. Here, the GNE quantifies

the excitation ratio due to vocal fold oscillations, as opposed

to turbulent noise [24], and the HNR uses the difference in the

ratio between the components of the periodic signal’s energy

and the component of the aperiodic signal’s energy [25]. The

combination of all these features into one dimension was

proposed by [19].

Among some of the measures used to identify the severity

of dysarthria is the Low-to-High Modulation energy Ratio

(LHMR) [21]. The higher LHMR values are affected by the

intelligibility level, depending on how the modulation spec-

tral frequency contents are set (greater or lower than 4 Hz).

Some of the features like perturbations in temporal dynam-

ics (long and short term), atypical excitation of the vocal

source, separation of information of vocal tract and source,

nasality, prosody, and composite measures can also be used

to classify dysarthric speech based on the severity of the

impairment [3], [21]. Nonetheless, it was stressed in [21], [26]

that a linear combination of the characteristics of dysarthria

speech tends to perform better than when using any single

measure.

TheVariability Index (VI) is defined as the average syllable

variability for a given utterance, after the duration of neigh-

boring syllables is compared with the normalized duration

of each syllable [27]. When compared to a control group of

speakers, the VI values were found to be lower for the group

with ataxic dysarthria. This implies that controlled speech and

ataxic dysarthria have different intersubjective variability in

VI values [28].

A. ACOUSTIC FEATURES OF DYSARTHRIC SPEECH

There are many speech parameters, like voicing contrasts,

nasalization, and vowel height which all play an important

role in decreasing speech intelligibility [29]. Voice Onset

Time (VOT) [28], second formant frequency (F2) slope [31],

[32], and acoustic vowel space [33]–[35] are some of the

acoustic features used to determine the speech intelligibil-

ity of speakers with dysarthria. The severity of the speech

impairment is characterized according to acoustic measure-

ments, such as slow rate of speaking, VOT with high vari-

ability, almost similar duration of utterance with regards to

vowel/syllable, and fundamental frequency (F0) range across

utterances that are abnormally large. These have also been

associated with ataxic dysarthria [36].

Kim et al. [14] had examined the Root-Mean-Square

(RMS) intensity contour, F0 contour, F2 transitions extent

and duration, M1 for fricatives (/s/ and /
∫

/) during the three

50-ms-long windows approaching the vocalic nucleus (25-ms

overlap between adjacent windows), first and second for-

mant frequencies from four corner vowels, voiceless interval

durations, and vowel and sentence durations. These measure-

ments need to produce the necessary variables, such as RMS
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intensity range of utterance, F0 range (maximum-minimum)

of utterance, F2 slope, M1 difference between /s/ and /
∫

/,

acoustic vowel space, Pairwise Variability analysis (PVI), and

rate of articulation for analysis.

Kim et al. [14] also noted that F2 slope, vowel space, the

difference of M1 for /s/ and /
∫

/, rate of articulation, Voiceless

Interval Duration, and the range of F0 interquartile, were

significantly correlated with speech intelligibility. All clinical

groups, except for Parkinson’s disease (PD), had shown a

significant rate of articulation, and the score of the speech

intelligibility for all four disease groups showed a significant

regression of the F2 slope.

As there were many different features recommended and

used in previous studies such as the work in [37], it is thus

vital to determine the features that would contribute to the

highest classification accuracy for dysarthric speech.

III. METHOD

Since this study aims to examine the influence of acoustic

features and feature selection methods on the classification

of dysarthric speech according to the severity of speech

impairment, themethodology adopted will include the speech

corpus selection, acoustic features extraction, classification,

and evaluation of the classification accuracy and ranking.

A. SPEECH CORPUS

The database used in this research contains the recorded

speech of one dysarthric speaker with different levels of

severity. The NEMOURS database [38] meets the above cri-

teria and is used for feature extraction and classification. The

NEMOURS speech database is a collection of 814 short non-

sense sentences spoken by 11 male speakers. Each speaker

was prompted to utter 74 sentences. The sentences are the

form of ‘‘The X is Ying the Z’’ where X 6= Z [38]. The target

words X, Y, and Z had the constraints to provide closed-set

phonetic contrasts (e.g. place, manner, and voicing contrasts)

similar to [20].

The speakers of the NEMOURS database have been cate-

gorized according to three types of severity, which are mild,

moderate, and severe dysarthria. The speakers are assessed

and classified according to their severity levels by the speech-

language pathologist based on the Frenchay Dysarthria

Assessment [11], [12]. Four speakers were classified as

severe, one speaker as moderate-to-severely dysarthria, one

as moderate, and two speakers with very mild dysarthria [39].

More information about the speakers’ severity levels and their

intelligibility score can be found in [38]. The intelligibility

score is computed as the average of scores for three sessions

by 12 non-hearing impaired listeners.

We have used the recorded speech of nine speakers

out of the original 11 dysarthric speakers to extract the

speech acoustic features and testing of the classifiers. One

of the speakers has some missing data and the other

was left out to balance the number of speakers for each

severity.

FIGURE 1. The acoustic features applied in this study.

B. ACOUSTIC FEATURES EXTRACTION

The large number of features extracted in this study made it

difficult to perform the classification according to the severity

of the speech impairment. As a result, feature selection is

a possible solution for creating different training sets that

can identify the most significant features related to the spe-

cific type of severity level. One alternative to doing this is

to reduce the number of features used in the classification

algorithms.

However, the existing literature does not suggest suitable

methods for selecting the optimal number of feature param-

eters. In view of this, we have adopted a method proposed

in [40], [41], represented by the formula below for better the

computation cost.

NOF = log2n (1)

where NOF is the number of feature parameters to be picked

up for classification algorithms, and the total number of

extracted features is n. As we have extracted 5673 features

(n=5673), the number of feature parameters used in classifi-

cation algorithms is13.

NOF = log25673

NOF = 12.47 ≈ 13Features

The 13 features are; prosodic (Loudness, RASTA, Fun-

damental Frequency, RMS Energy, ZCR, Prob. of Voicing),

spectral (RASTA-Band 1-26, Other Spectral Features), cep-

stral (MFCC (1-14)), and voice quality (JitterDDP, Jitter-

Local, ShimmerLocal, logHNR)

These 13 feature parameters are categorized into four

acoustic features as shown in Fig. 1. They include: prosody,

spectral, cepstral, and voice quality. For each feature, there

are parameters computed for a short time frame of an audio

signal at a given time, called the acoustic Low-Level Descrip-

tors (LLD) [42], [43].
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C. FEATURES SELECTION METHODS

The feature selection methods were applied prior to the run-

ning of the classification algorithms. The objective of using

the different feature selection methods was to create different

training sets and to increase the diversity among the classi-

fiers, which is a key feature in improving the performance of

the multi-classifiers system. In addition to this, the selection

methods of two different features may give rise to two differ-

ent sets of features.

Presenting only one feature set can be misleading; it may

also produce suboptimal results [44], hence the seven fea-

ture selection method was used in this study. They include:

Interaction Capping (ICAP) [45], Conditional Information

Feature Extraction (CIFE) [46], Conditional Mutual Infor-

mation Maximization (CMIM) [47], Double Input Symmet-

rical Relevance (DISR) [48], Joint Mutual Information (JMI)

[49], [50], Conditional Redundancy (Condred) [51], and

Relief [52].

D. CLASSIFICATION ALGORITHMS

This study used six classification algorithms which include

Support Vector Machine (SVM), Linear Discriminant Anal-

ysis (LDA), Artificial Neural Network (ANN) as well as

other well-known algorithms used in previous research, like

Classification and Regression Tree (CART), Naive Bayes

(NB), and Random Forest (RF) to make comparisons. The

classification algorithms would classify the severity level of

a given dysarthric speaker based on the acoustic features

extracted in terms of mild, moderate, and severe.

More recently, deep learning models like neural network

(DNN), convolutional neural network (CNN), and long short-

term memory network (LSTM) have been explored for

dysarthric speech classification [53]. This research did not

adopt deep Learning as the data used for classification is

structured data. Moreover, the Nemours database is very

small and may not sustain deep learning that requires rela-

tively large data for high classification accuracy [53].

E. PROCEDURES AND TOOLS

In speech analysis, the typical frame lengths range from 20 to

60 milliseconds (ms), with the most commonly chosen frame

period being 10ms [54], [55]. For the proposed solution, 60ms

were used as the frame length, with 10ms as the frame period.

To compute LLD, the frame must contain enough data, and

the quasi-stationary of the signal has to be within the length

of the frame of the LLD of interest [42].

The procedure for features extraction encompasses three

steps. First, the samples pronounced by each speaker are

listed into one individual file for each speaker. This file is

used as an input for the openSMILE tool which then produces

the features for each separate file (the total number of sample

files per speaker is 74). Second, each file generated in the

first step is then combined into three separate files according

to their severity level. Third, the three separate files produced

in the second step are next combined into one feature file,

including the class types which are severe, moderate, and

mild. This file is then used as an input for the features

selection step for the classification algorithm.

The various toolbox used for the classification algorithms

includes: statistical toolbox which is used to build LDA,

and the CART classification methods. The neural network

toolbox was used to build the ANN models. Libvm ver-

sion 3.22 which was developed by Chang and Lin [56] was

used to build the SVM classification model (can be down-

loaded from http://www.csie.ntu.edu.tw/∼cjlin/libsvm). The

Naive Bayes code uses the default algorithms that were

developed in the MATLAB program, while the code for

the Random Forest can be downloaded from https://code.

google.com/archive/p/randomforest-matlab/downloads.

F. PROCEDURES AND TOOLS

The performance of each acoustic feature and the feature

selection methods meant for the effective classification of

dysarthria speech based on the severity of the speech impair-

ment was evaluated in terms of classification accuracy and

classification ranking.

1) CLASSIFICATION ACCURACY

To calculate the classification accuracy for each classifier

algorithm, the k- fold cross-validation, where k is assigned

to 10 [57], [58] was used. It is commonly used to calculate

the rate of accuracy of the classifier algorithm for assess-

ing the severity level of dysarthria speakers. In this method,

the features extracted from dysarthric speech (including all

severity levels) were randomly divided into 10 equal sizes of

set samples, where nine partitions were assigned for model

training, and the remaining one was used as the test set

for model evaluation. For each run, one partition would be

used as test data, and the remaining partitions would be used

as training data. To ensure that all 10 partitions were used

as test data, this procedure was repeated 10 times. For the

need to produce one single estimation, the mean score of all

the 10 runs was calculated. Compared to a repeated random

sub-sampling, the advantage of this method is that, for both

training and validation, all observations were used, with each

observation being used for validating once only. the average

classification accuracy rate was then calculated using the

equation below:

Average Classification Accuracy Rate

= 100 × (TNCF/(TNF)) (2)

where TNCF is the Total Number of Correctly-testing

features, and TNF is the Total Number of Features

used

A confusion matrix for the classification of dysarthric

speech is created to evaluate the overall classification of

dysarthric speech according to the level of severity as well

as for speech features categorized as prosodic, voice quality,

and spectral. The number of test data for each severity level

is 222 data (74 sentences × 3 speakers).
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TABLE 1. The Classification Accuracy Based on Classification Algorithms, Features Selection Methods, and Acoustic Features

2) CLASSIFICATION RANKING

To select the best classifier or best feature selection

method, the ranking method of friedman’s m statistics was

used [59], [60]. In this method, each classifier would receive

a rank based on the measured accuracy rate of each feature

group, where the classifier with the highest accuracy rate
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of the feature group is assigned rank 1. The classifier with

the second-highest accuracy rate is assigned rank 2, and so

on. In the case of two classifiers achieving equal accuracy

rates, then the rank is divided between them. For example,

considering that the accuracy rate of 50%, 60%, 62%, 62%,

and 67% was achieved by five different classifiers focusing

on different group features, then their ranking score would

be 5, 4, 2.5, 2.5, and 1, respectively. The performance of the

classifier is then evaluated by using the ranking method, as

represented by the following equation, (3), as shown at the

bottom of the page, where xn1 is the set of accuracy rate for

the classification algorithms used, and where the number of

classification algorithms used is n, and the current value in

the x set is i.

For calculating the final ranking of a classifier for the

different feature groups, the mean score of each classifier is

then calculated. Therefore, the lowest average ranking score

would be considered to be the best classifier. The following

equation is used to calculate the best classifier based on the

average ranking score:

Best Classifier (Xn1 ) = MIN (Average(Ranking(xn1 ))) (4)

where, Xn1 is the set of classification algorithms used, n is the

total number of the classifier, and ranking (xn1 ) is the ranking

score of the accuracy rate of different feature groups.

IV. RESULTS

The results were analyzed in two parts. The first part focused

on the classification results of dysarthric speech. The second

part looked at the performance of the acoustic features and the

best classification algorithms which can be used to classify

the dysarthric speech.

A. CLASSIFICATION ACCURACY

The first evaluationwas the classification accuracy of both the

acoustic features and the classification algorithms, as shown

in Table 1. The classification accuracy ranged from 40.41

(LDA; condred; jitterDDP) to 95.80 (RF; relief; PCM- Other

Spectral Features). For the combination of sub-features, the

13 features would be selected all the sub-features were com-

bined. The selection of these features would then be based on

the feature selection algorithms.

The results were analyzed based on six classification algo-

rithms, which are LDA, CART, NB, ANN, SVM, and RF.

The results would be able to highlight the effectiveness of

each classification algorithm based on the feature selection

methods and the acoustic features.

Table 2 shows the confusion matrix for classification of

dysarthric speech according to the level of severity for the

various speech features.

TABLE 2. Confusion Matrix of the Classification Based on Overall Speech
Features, Prosodic, Voice Quality, Spectral and Cepstral Features

From Table 2, the confusion matrix of the mild speech

was better than severe and moderate due the fact that the

mild speech has more common speech features among the

speakers.

This is not surprising as many of the existing works on

dysarthria have discussed the difficulties in classifying severe

dysarthric speech.

In terms of specific speech features, it was found that

cepstral features were the least effective in the classifica-

tion of dysarthric speech according to the level of severity.

Prosodic features were found to have a marginal advantage

over spectral features in classification of mild and moderate

speech, while the spectral features have better classification

result for severe dysarthric speech.

B. CLASSIFICATION RANKING

Table 3 reports the ranking score obtained from the clas-

sification accuracy. The number of ranking varied from 1

to 42 score, according to the number of classification algo-

rithms. There were six classification algorithms, and each

Ranking (xn1 ) =

{

Ranking based on highest, xi is identical value
n
2
, xi for each equal value

(3)
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TABLE 3. Average Ranking Score for all Classification Algorithms

classification algorithm contained seven feature selection

methods, amounting to 42 ranking scores (six classification

algorithms × seven features selection methods = 42 ranking

score).
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The average ranking score depicted in Table 3 showed that

the Random Forest (RF) algorithms with the ‘‘Relief’’ feature

selection method had obtained the highest performance for

classifying the severity level of dysarthric speech, with an

average ranking score of 4.88. The second and third highest

performing algorithm for classifying the severity level of

dysarthric speech was the RF algorithms, with the ‘‘cmim’’

and ‘‘icap’’ features selection method, with an average rank-

ing score of 5.29 and 6.41 respectively. Table 3 also illustrated

that the RF algorithms had obtained the highest performance

for classifying the severity level of dysarthric speech. The RF

algorithmswere used to identify themost relevant features for

the pathophysiology of parkinsonian dysarthria. It had also

obtained the highest classification accuracy for classifying

Parkinson’s disease among healthy speakers [61].

When the present results were compared to the results in

[62], it was found that pronunciation and voice quality for the

binary classification of dysarthric speech was varied, based

on acoustic features.

The binary classification of speech intelligibility was

73.5% for unweighted average recall, and 72.8% for weighted

average recall for the SVM classification. This highlighted

the classifier’s best performance. The results from this study,

as shown in Table 1 above indicates that the SVM classi-

fication algorithms had obtained an average classification

accuracy of 71.96%. The results of this study were computed

as average classification accuracy rather than the best recog-

nition accuracy because seven feature selection algorithms

were used for each classifier, with the highest classification

accuracy being 78.97%. These results suggest that the RF

algorithms had obtained a high performance, as previously

described.

Narendra and Alku [63] used almost the same acoustic

features as the current study, including glottal features for

classifying dysarthric speech and the speech of non-impaired

speakers. The classification accuracy detected by Narendra

and Alku [63] was 94.29% classification accuracy when

using the SVM classification algorithms, and 89.64% classi-

fication accuracy when using the RF classification algorithm.

The difference between the results derived from the current

study and those of Narendra and Alku [63] can be attributed

to the fact that the current study had classified the dysarthric

speech and the speech of non-impaired speakers into words,

non-words, and sentences.

C. CLASSIFICATION RANKING OF THE ACOUSTIC

FEATURES

The main goal of this analysis is to show the effectiveness of

the sub acoustic features in classifying based on the severity

of the speech impairment.

1) PROSODIC ACOUSTIC FEATURES

Table 4 shows the ranking scores which varied from 1 to 7,

according to the highest classification accuracy of the num-

ber of sub acoustic features used in this study. As noted in

Table 4, the best prosodic acoustic feature to be used for

TABLE 4. Average Classification Ranking for Prosodic Acoustic Features

TABLE 5. Average Ranking Score for Voice Quality Acoustic Features

TABLE 6. Average Ranking Score for Spectral Acoustic Features

classifying the dysarthric speech is the audspec (Loudness),

with the lowest average ranking score of 2.24. The results also

showed that the combination of the prosodic acoustic features

had the second-highest score, with a 2.26 average ranking

score. This was followed by the F0-Final which ranked third,

with an average ranking score of 3.38.

2) VOICE QUALITY ACOUSTIC FEATURES

Table 5 shows the average ranking score of the voice quality

in sub acoustic features. Here, the best voice quality acoustic

features for the classification of dysarthric speech was the

loghnr voice quality acoustic features, with the lowest aver-

age ranking score of 1.19.

This showed that the combination of voice quality acoustic

features can be a competitor to sub voice quality acoustic

features. This is because it was ranked second, followed by

lorHNR with an average ranking score of 2.00. The shim-

merlocal ranked third, with an average ranking score of 3.02.

The average ranking scorewas computed as the average of the

ranking score obtained, based on the classification accuracy

for each classification algorithm and feature selectionmethod

used in this experiment.

3) SPECTRAL ACOUSTIC FEATURES

The performance of the spectral acoustic features is presented

in table 6. It depicts the best spectral acoustic features for

the classification of dysarthric speech. This was attributed to

the combination of all the spectral acoustic features which
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TABLE 7. Average Ranking Score of Overall Acoustic Features

FIGURE 2. Average ranking score for all acoustic features groups.

had achieved the lowest average ranking score of 1.83. The

results also showed that the pcm-other spectral features of the

spectral acoustic features were ranked second, followed by

the combination of the spectral acoustic features which had

achieved an average ranking score of 1.98. The audspecrasta-

band 1-26 was ranked third, with an average ranking score

of 2.19.

D. DISCUSSION

This part of the analysis focused on the performance of

four acoustic features which were prosodic, voice qual-

ity, spectral, and cepstral features. In each feature, the

combination of the sub-features was selected for making

comparisons.

The classifier which had achieved the best performance for

classifying the dysarthric speech according to the severity of

the impairment was the prosodic acoustic features, with an

average ranking score of 2.21, as shown in Fig. 2. It appears

that the combination of the acoustic features had enabled it

to be second in performance, with an average ranking score

of 2.40. The third-ranking feature was the spectral acoustic

features with an average ranking score of 2.50.

The binary classification of speech intelligibility based

on prosodic acoustic features was 71.3% and 75.5%, for

unweighted and weighted average recalls, using the SVM

classification algorithms. The LDA classification algorithm

had obtained 65.3% for unweighted average recalls, and

69.1% for weighted average recalls. The results from this

study, as listed in Table 1 above, showed that the prosodic

acoustic features had obtained average classification accu-

racy of 72.39 % and 72.55% when using the SVM and LDA

classification algorithms.

For voice quality features, the binary classification of

speech intelligibility was 66.3% and 66.0%, respectively, for

the unweighted and weighted average recall, using the SVM

classification algorithms. The LDA classification algorithm

had obtained 68.9% for the unweighted average recall and

71.7% for the weighted average recall. The results from this

study, as listed in Table 1, showed that the voice quality

acoustic features had obtained 67.39% and 67.86%, for the

average classification accuracy when using the SVM and

LDA classification algorithms, respectively.

The overall acoustic features were listed together so as to

show the comparison of all the acoustic features used for

classifying the severity level of the dysarthric speech. The

comparison includes all of the acoustic features used in this

study. The sub-features, as well as the combination of the

sub-features, were also included. The main objective of the

analysis was to report on the best performance of the acous-

tic features, for classifying the severity level of dysarthric

speech. The total number of acoustic features used was 13

which included all the features that were discussed in the

previous section above.

The best performance shown by the overall acoustic fea-

tures which were used to classify the dysarthric speech,

based on the severity of impairment, was the combination

of prosodic acoustic features. These had obtained the lowest

average ranking score among the overall features as shown in

Table 7. The combination of prosodic acoustic features had

an average ranking score of 4.48.

The second-best performance was obtained by the sub-

features of prosodic acoustic features, namely the audspec

(Loudness), with an average ranking score of 4.83. The loud-

ness acoustic feature was also considered to be one of the

acoustic features used in the perceptual (subjective) studies

to identify voice quality in dysarthric speech [64].
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Both the combination of all the features of spectral and

the overall combination of all the features, had obtained an

average score of 4.95. This puts them in the third-highest

performance for classifying the severity level of dysarthric

speech or dysarthria speakers. As such, it can be said that

prosodic features, voice quality, spectral and cepstral acoustic

features, all have a significant impact on the classification of

dysarthric speech and its severity level. The combination of

all the acoustic features had achieved a high average ranking

score for classifying the severity level of acoustic features.

For example, the combination of acoustic features had been

noted to achieve the third-highest average ranking score in all

the previous results as well as in the overall acoustic feature

analysis, where it had achieved the first and third highest

performance among all the acoustic features used. This is

shown in Table 7.

V. CONCLUSION

This study has presented the findings of the classification

accuracy of dysarthric speech based on the severity of the

impairment by examining the acoustic features and feature

selection methods. It was found that the different combi-

nations of acoustic features, feature selection methods, and

classification algorithms had produced different classifica-

tion accuracy. This outcome thus strengthens the notion that

there is no one best method for improving the classification

accuracy of an ASR system. In this study, the best classi-

fication accuracy was generated when we combined all the

prosodic acoustic features of dysarthric speech. This means

that all the prosodic acoustic features were relevant in clas-

sifying the dysarthric speech, based on the severity of the

impairment.

In our study, the combination of Random Forest as the clas-

sifier, Relief as the feature selection method, and PCM-Other

Spectral features had resulted in the highest classification

accuracy. On the other hand, the combination of LDA as

the classifier, Condred as the feature selection method, and

jitterDDP as the acoustic feature, had resulted in the lowest

classification accuracy. It appears that the combination which

provided the highest classification accuracy was only appli-

cable for the classification of dysarthric speech, based on the

severity of the impairment. It may not produce the same result

when sued in combination with other forms of speech or other

speech databases.

This research has several merits that add knowledge to the

classification of dysarthric speech according to the level of

severity. First of all, this research has identifies the features

that can work in most of the classifiers. Secondly, it looks

at the importance of feature selection in the classification of

dysarthric speech. Finally, it looks at the best combination

that gives the best classification accuracy in the classifica-

tion of dysarthric speech according to the level of severity.

However, there are a number of disadvantages of this works

particularly on the use of Nemours as the database for this

study. Nemours is a very small database as compared to

other databases though it focused only on spastic dysarthria.

The other disadvantage of this work is not adopting the state

of the art classifiers such as deep learning.

VI. FUTURE WORKS

The limitation of this work can be the opportunity for future

research direction including the use of several databases

of dysarthric speech to confirm the importance of the fea-

tures and feature selection methods in the classification of

dysarthric speech according to the level of severity. There is

also the opportunity for using the state of the art classifiers

such as the deep learning classifiers for the classification of

dysarthric speech according to the level of severity.
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