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ABSTRACT 23 

     24 

Understanding the diversity of cell types in the brain has been an enduring challenge 25 

and requires detailed characterization of individual neurons in multiple dimensions. To 26 

profile morpho-electric properties of mammalian neurons systematically, we 27 

established a single cell characterization pipeline using standardized patch clamp 28 

recordings in brain slices and biocytin-based neuronal reconstructions. We built a 29 

publicly-accessible online database, the Allen Cell Types Database, to display these data 30 

sets. Intrinsic physiological and morphological properties were measured from over 31 

1,800 neurons from the adult laboratory mouse visual cortex. Quantitative features 32 

were used to classify neurons into distinct types using unsupervised methods. We 33 

establish a taxonomy of morphologically- and electrophysiologically-defined cell types 34 

for this region of cortex with 17 e-types and 35 m-types, as well as an initial 35 

correspondence with previously-defined transcriptomic cell types using the same 36 

transgenic mouse lines.  37 

 38 

 39 

 40 

INTRODUCTION 41 

 42 

Neurons of the mammalian neocortex exhibit diverse physiological and morphological 43 

characteristics. Classifying these neurons into cell types, following Plato’s dictum to “carve 44 
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 2 

nature at its joints,” provides a useful abstraction when investigating how these neurons 45 

interact in neocortical circuits1. The delineation of neocortical cell types has benefited from a 46 

wealth of studies detailing the molecular, morphological, and physiological properties of 47 

excitatory and inhibitory neurons, leading to the characterization of three major populations 48 

(i.e., Pvalb+, Sst+, and Htr3a+) of neocortical interneurons, each with distinct sub-classes, and 49 

excitatory neuron populations with features often linked to their laminar locations as well as 50 

the locations to which they project their axons2–4. Historically, though, direct comparisons of 51 

morpho-electric properties across studies have been constrained by differences in experimental 52 

protocols, analysis methods, and access to specific transgenic lines, limiting the construction of 53 

a comprehensive, systematic classification scheme. Recent studies performed at larger scales5,6, 54 

including the Blue Brain Project’s thorough classification of morpho-electric diversity in 55 

neonatal rat somatosensory cortex, have overcome many of these issues, using large, coherent 56 

data sets to identify principles of local connectivity and computation within a cortical column. 57 

So far, morphological and physiological descriptions of cell types (including in these 58 

large-scale studies) have relied on expert annotation and categorization7. Such descriptions are 59 

valuable and can be consistent with statistical analyses of features8, but they can be limited by 60 

the number of criteria that can be simultaneously used to differentiate types. In addition, 61 

features used to distinguish types can be specific to the population being studied and may not 62 

be broadly applicable (or distinguishing) across all cortical neurons. Specific cell types have 63 

been characterized quantitatively9–11, but these studies frequently have used additional labels 64 

(like transgenically-driven reporter expression) to pre-define cell types. In addition, these 65 

approaches may successfully identify heterogeneity in features between specific populations 66 

under investigation, but these differences may not necessarily co-vary with other features or 67 

display discontinuities when examined in the context of a broader set of cortical cells—68 

significant criteria for cell-type classification1. 69 

Recent studies using single-cell transcriptomic characterization based on RNA-Seq 70 

techniques have performed unsupervised classification to generate a taxonomy of 71 

transcriptomic types in the mouse neocortex12–14. These approaches rely on data from 72 

thousands of neurons generated in a standardized manner. Here we have taken a similar 73 

approach to classifying morpho-electric properties of adult mouse visual cortical neurons using 74 

data collected from over 1,800 cells. We have characterized mouse visual cortex neurons with a 75 

uniform experimental protocol and developed an unsupervised classification scheme of cell 76 

types based on electrophysiology and morphology. Every aspect of the pipeline, from slice 77 

preparation, recording, and stimulation, to staining, imaging, 3D reconstructions, and mapping 78 

of cells to a reference atlas, employed highly standardized and quality-controlled methodology. 79 

A comprehensive set of transgenic mouse lines14–17 were used to ensure broad coverage of 80 

excitatory and inhibitory classes across all cortical layers, to enable selective targeting of rare 81 

cell populations, and to link our study with other experimental approaches, such as 82 

transcriptomic characterization. Unsupervised clustering methods map neurons of the adult 83 

mouse visual cortex to 17 distinct electrophysiological or e-types and 35 morphological or m-84 

types. We examine correspondences between the electrophysiological and morphological types 85 
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 3 

and use transgenic labels to establish preliminary links to major transcriptomic sub-classes and 86 

to specific transcriptomic types. All the experimental data and analysis tools are made available 87 

as a public resource as part of the Allen Cell Types Database and the Allen Software 88 

Development Kit. 89 

 90 

RESULTS 91 

 92 

Creating the in vitro single cell characterization platform 93 

We set out to characterize the diversity of intrinsic electrophysiological and morphological 94 

properties of mouse visual cortical neurons by establishing a platform for generating a 95 

standardized data set (Fig. 1). We made whole-cell patch clamp recordings from neurons 96 

labeled by fluorescent proteins with an expression pattern determined by a Cre-based driver. 97 

We used a variety of driver lines to sample broadly across the cortical circuit as well as to target 98 

specific neuronal populations (Supplementary Figs. 1 and 2). The recording pipette contained 99 

biocytin to enable filling, staining, imaging, and three-dimensional reconstruction of neuronal 100 

morphologies. Each neuron was localized within the mouse reference atlas using serial block-101 

face images generated during tissue slicing. Most cells (n=1,525) were from primary visual 102 

cortex (VISp); the remainder were in nearby higher visual areas. For morphological analysis, we 103 

reconstructed a subset of recorded neurons, selected based on fill quality and data coverage. 104 

All recorded cells underwent the same workflow (Fig. 1a), and only cells that met pre-defined 105 

quality control (QC) standards were included in the final data set, which consisted of 1,851 cells 106 

passing electrophysiology QC. Of these, 885 were spiny neurons, which we assume to be 107 

excitatory, and 966 were aspiny or sparsely spiny, which we assume to be inhibitory; this 108 

determination was made by examining the image of each cell (Methods). We reconstructed the 109 

morphologies (Methods) of 372 of those cells (199 spiny and 173 aspiny/sparsely spiny). 110 

Electrophysiological, imaging and morphology reconstruction data (when available) for each 111 

cell is freely accessible as part of the Allen Cell Types Database (http://celltypes.brain-map.org/) 112 

(Fig. 1b), including an interactive website as well as the opportunity to download all raw data. 113 

 114 

Electrophysiology classification 115 

We characterized the intrinsic electrophysiological or e-properties with a standardized current-116 

clamp protocol that contained a variety of stimuli, including square pulses, ramps, and noisy 117 

current injections (Fig. 1c, Supplementary Fig. 3). Our goal was to assess a diverse array of e-118 

features while still enabling comparison across all cells. 119 

 We derived features from both membrane potential traces and specific characteristics 120 

of APs. For example, waveforms of the first APs evoked from a 3 ms current step, a 1 s current 121 

step, and a ramp stimulus were collected from each cell and aligned on the time of their 122 

thresholds (Fig. 2a). Responses to a series of hyperpolarizing current steps were also extracted 123 

and aligned (Fig. 2b). For each AP evoked by depolarizing current steps, a set of features was 124 

calculated (Methods). Since the number of APs evoked varied over two orders of magnitude 125 

across stimulus amplitudes and across cells, responses were compared by dividing the stimulus 126 

interval into 20 ms bins, calculating the average of the AP features within that bin, and 127 

interpolating values for bins without APs (Methods). An example of the threshold voltage 128 

feature is shown in Fig. 2c. The shape of the membrane potential trajectory during the 129 

certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was notthis version posted July 17, 2018. ; https://doi.org/10.1101/368456doi: bioRxiv preprint 

https://doi.org/10.1101/368456


 4 

interspike interval (ISI) also varied significantly across cells. To capture this, the trajectories 130 

were normalized to the same duration and calculated as a difference from the AP threshold 131 

voltage (Fig. 2d). Other features were collected in similar ways (Methods) forming 13 different 132 

subsets of data (Supplementary Table 1). Together, they represented multiple aspects of the 133 

electrophysiological responses that could be robustly extracted and compared across all the 134 

cells. 135 

These 13 data sets provided the foundation for an unsupervised classification of e-cell 136 

types. Given the extensiveness and complexity of the data, we first reduced its dimensionality, 137 

then applied an unsupervised clustering algorithm to identify different e-types. We applied a 138 

sparse principal components analysis18,19 (sPCA) procedure to each collected subset of the data, 139 

which typically identified 1-8 components that exceeded an adjusted explained variance 140 

threshold per subset (Methods). These components were collected (Fig. 2e; 53 components for 141 

excitatory neurons, 54 for inhibitory neurons), and a Gaussian mixture model (GMM) was fit to 142 

the data to divide it into clusters19, followed by a merging step using an entropy criterion20 143 

(Methods, Supplementary Figs. 4 and 5). This procedure yielded 17 total clusters, or e-types: six 144 

clusters for the 885 excitatory neurons and eleven for the 966 inhibitory neurons. These 145 

clusters were shown to be robust by co-clustering analysis (Supplementary Fig. 5). We clustered 146 

these two classes separately since we found that clustering them together resulted in fewer 147 

excitatory-dominated clusters and a similar number of inhibitory clusters (Supplementary Fig. 148 

6); it appeared that the diversity of inhibitory neuron electrophysiology drove the clustering in 149 

the combined analysis, and the relative similarity of excitatory neurons did not allow as much 150 

separation in that context. 151 

 We visualized the entire data set by projecting sPCA features (re-calculated using the 152 

combined data from both excitatory and inhibitory cells, yielding 52 components) onto two 153 

dimensions with the t-distributed stochastic neighbor embedding (t-SNE) method21. This 154 

procedure performs a nonlinear embedding that attempts to preserve the local similarity 155 

structure of high-dimensional data. The projection separated the spiny excitatory neurons from 156 

the aspiny/sparsely spiny inhibitory neurons with a reasonably well-defined border (Fig. 2f). 157 

Interestingly, populations of cells defined by transgenic drivers were also relatively coherent in 158 

this projection (Fig. 2g, Supplementary Fig. 7). For example, Pvalb-labeled cells were adjacent to 159 

Sst cells, and Vip cells were found on the other side of Sst cells. These markers label largely 160 

separate classes of interneurons2,12, and we observed relatively little overlap in the t-SNE 161 

projection, as well. On the other hand, we found that Chat cells, a subset of Vip cells12,22,23, 162 

were located within the broader region populated by the Vip cells near its border with 163 

excitatory cells. This cohesiveness suggests that there is similarity in e-features within 164 

genetically-defined populations of cortical cells, as well as distinctiveness between non-165 

overlapping populations. The 17 clusters identified by the GMM in the higher-dimensional sPCA 166 

space were largely coherent in the t-SNE projection as well (Fig. 2h). 167 

We next examined basic electrophysiological characteristics of the 17 identified clusters, 168 

such as the AP shape, the estimated membrane capacitance and input resistance, the average f-169 

I curve, and the coefficient of variation of the ISI durations (CVISI, Fig. 2i). We also examined 170 

several other firing pattern characteristics used to classify neurons in previous studies6,7, 171 

including the delay to the first spike, bursting, pausing, and spike frequency adaptation 172 

(Supplementary Figs. 8–11). Note, though, that these specific measures were not directly used 173 
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 5 

in the classification; however, they were used in giving descriptive names to the clusters as 174 

shown in Fig. 2i. We also assessed the transgenic-line composition (Supplementary Fig. 12) and 175 

laminar distribution (Supplementary Fig. 13) of each electrophysiological cluster. 176 

The excitatory clusters were relatively similar to each other, with wide APs and similar 177 

distributions of membrane capacitance and input resistance (Fig. 2i). Across the clusters, firing 178 

rates at 100 pA above rheobase rarely exceeded 30 spikes/s. The majority of excitatory 179 

neurons, including representatives from each excitatory transgenic line examined and including 180 

neurons from L2/3 through L6b, were found in the large cluster Exc_5 (“RS adapt. 2,” Fig. 2i, 181 

Supplementary Fig. 12). However, certain excitatory subpopulations had different distributions 182 

across the other excitatory clusters. Ntsr1-Cre-labeled neurons (predominantly from L6a) had 183 

higher proportions of cells in clusters Exc_1 and Exc_2 (Supplementary Fig. 12). Cells in these 184 

two clusters were frequently transient or strongly adapting (Supplementary Fig. 11), and Exc_2 185 

had a higher median rheobase than the other excitatory clusters (Fig. 2i). A subset of L5 cells 186 

(including some cells labeled by the Rpb4-Cre, Sim1-Cre, and Glt25d2-Cre lines, Supplementary 187 

Fig. 12) were found in cluster Exc_3 (“RS low Ri, sharp sag”), which had relatively few cells 188 

outside of L5 (Supplementary Fig. 13). This cluster displayed the most prominent bursting 189 

behavior (Supplementary Fig. 9), though bursts with a range of strengths were observed in all 190 

excitatory clusters. Clusters Exc_4 and Exc_6 were in general similar to the large cluster Exc_5; 191 

however, Exc_6 (“RS strongly adapt.”) contained relatively more superficial cells 192 

(Supplementary Fig. 13), with ~80% of cells from L2/3 and L4 (primarily from the transgenic 193 

lines Cux2-CreERT2, Nr5a1-Cre, Scnn1a-Cre-Tg3, and Rorb-Cre, Supplementary Fig. 12). Layer 6b 194 

neurons (primarily labeled by the Ctgf-T2A-dgCre transgenic line) were nearly all in the large 195 

cluster Exc_5 (Supplementary Figs. 12 and 13). Note that these reported percentages reflect 196 

both our sampling (Supplementary Fig. 2) and the intrinsic distributions of cells; however, 197 

sampling biases alone would not produce the relative differences in laminar distributions across 198 

clusters that we observe. 199 

The characteristics of inhibitory electrophysiological clusters were more diverse than 200 

the excitatory clusters. As expected, membrane capacitance values were nearly all lower than 201 

those of the excitatory clusters since interneurons typically have simpler dendritic arbors and 202 

lack spines, though Inh_9 was a notable exception (Fig. 2i). Clusters Inh_1 through Inh_4 203 

contained predominantly Pvalb, Vipr2, and Nkx2.1 transgenic line-labeled interneurons 204 

(Supplementary Fig. 12). These clusters all exhibited fast-spiking (FS) firing characteristics, with 205 

narrow APs, steep f-I curves, and little adaptation (Fig. 2i). Inh_2 (“FS trans.”) often fired a 206 

transient set of high-frequency APs, especially at lower stimulus amplitudes (Supplementary 207 

Fig. 11), while the others fired in a more sustained manner up to an average of 120–160 208 

spikes/s at 100 pA above rheobase (upper range 200–300 spikes/s). Delays in the onset of firing 209 

were more common in Inh_3 (“FS sust. 2”) and Inh_4 (“FS sust. 3”) than other clusters 210 

(Supplementary Fig. 8); still, most cells in those clusters did not exhibit a substantial delay. 211 

Pauses in firing were observed across all four FS clusters (Supplementary Fig. 10). We did not 212 

observe strong laminar biases in any of these clusters, though deeper cells in L5 and L6 may be 213 

slightly enriched in Inh_1 and Inh_2 vs Inh_3 and Inh_4 (Supplementary Fig. 13). 214 

Most cells labeled by Ndnf and a subset of those labeled by Htr3a, Nkx2.1, and Nos1 215 

transgenic lines were found in the Inh_5 (“RS non adapt., delayed”) cluster, which frequently 216 

exhibited late-spiking behavior (i.e., long delays at amplitudes near rheobase, Supplementary 217 
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Fig. 7). These cells occasionally exhibited pauses (Supplementary Fig. 10) and were more 218 

frequently found in L1 and L2/3 (Supplementary Fig. 13). 219 

Cells labeled by Vip-Cre, Chat-Cre, and a subset of Htr3a-Cre labeled cells were found in 220 

clusters Inh_6 through Inh_8 (Supplementary Fig. 11) with most cells in L1 through L4 221 

(Supplementary Fig. 13). These three clusters had relatively wide APs compared to other 222 

inhibitory clusters (Fig. 2i). Inh_6 was highly transient (Supplementary Fig. 11), and Inh_7 and 223 

Inh_8 had higher CVISI values, indicating more irregular firing patterns (Fig. 2i). 224 

Sst-Cre labeled cells were most often found in clusters Inh_9 through Inh_11. Inh_9 225 

contained mostly cells from L5 and L6, as did Inh_10 to a lesser extent, while Inh_11 contained 226 

cells from more superficial layers (Supplementary Fig. 13). Inh_9 cells had wider spikes than 227 

Inh_10 or Inh_11 (Fig. 2i) and exhibited either an adapting pattern of firing similar to Inh_10 or 228 

more irregular firing (Supplementary Fig. 11). Inh_11 firing was more frequently transient 229 

(Supplementary Fig. 11) or had longer pauses in firing after an initial set of APs (Supplementary 230 

Fig. 9). Inh_9 (“Irreg./adapt. long τm”) was also tightly associated with cells labeled by an 231 

intersection of Sst and Nos1 drivers (Supplementary Fig. 12).  All three clusters had relatively 232 

high input resistances and consequently low rheobase values. 233 

Taken together, these findings support treating the clusters identified with our 234 

unsupervised analysis as different e-types6. Still, it is important to note that each e-type is not 235 

entirely homogeneous. Rather, properties may vary considerably within a type as long as 236 

gradual variation is present; the existence of these intermediates means that there is no 237 

identifiable place to subdivide the cluster. The t-SNE projection, by emphasizing local similarity, 238 

can illustrate these patterns within a cluster. An example of this can be seen for cells in Inh_5 e-239 

type (“RS non-adapt., delayed”, Supplementary Fig. 14). There, cells labeled by different 240 

transgenic lines (e.g. Htr3a, Ndnf, and Nkx2.1) and in different layers are found near cells with 241 

their same label and laminar location while exhibiting gradual transitions in electrophysiological 242 

properties across the cluster. 243 

Comparing these results to previous electrophysiological classifications, we found that 244 

firing patterns like bursting or pausing, which have often been used to define types, frequently 245 

manifested with continuous variation across our data set (Supplementary Figs. 9 and 10). 246 

Consequently, while our results are largely in good agreement with cell-type classifications 247 

presented in previous studies in the same region5,9,10,24,25 and related areas and species6,8,26, we 248 

do note some particular differences. For example, while Markram et al.6 present types explicitly 249 

defined by bursting or delayed firing patterns, we find e-types that have higher proportions of 250 

neurons that exhibit these patterns (e.g., Exc_3 for bursting, Inh_0 for delayed firing), but the 251 

types are not strictly demarcated by a pattern’s presence or absence. Some observed 252 

differences could be due to differences in model systems (i.e., P14 rat somatosensory cortex in 253 

that study versus P56 mouse visual cortex here). However, these firing patterns could also mark 254 

different sub-types, especially if they are found to co-vary with other properties like molecular 255 

markers or transcriptomic signatures. 256 

 257 

Morphology classification 258 

To create a comparable standardized, objective m-type classification system, we generated 3D 259 

morphological reconstructions for a subset of aspiny and spiny cells described above. 260 

Reconstructions were based on a brightfield image stack of single, biocytin-filled neurons (Fig. 261 
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1d). We chose neurons for reconstruction to provide representation across broad classes, 262 

qualitatively assessed morphological types (see Supplementary Table 2), layers and transgenic 263 

lines. The apical dendrite is most often used to distinguish among spiny, excitatory neurons 264 

(e.g., star pyramids and thick tufted neurons)27,28 and so we reconstructed the apical and basal 265 

dendrites and only a small portion of the initial axon of spiny neurons. In contrast, the axon of 266 

aspiny neurons has been widely recognized as the most defining feature of inhibitory cortical 267 

interneurons (e.g., L1-projecting Martinotti neurons and more layer restricted non-Martinotti 268 

neurons)2,7,15 and so we reconstructed the axon and dendrites of aspiny neurons to the 269 

maximal extent possible (within the confines of the slice).23,24  270 

Drawing from the literature and existing analysis tool kits (e.g., L-measure25 and the Blue 271 

Brain Project5), a feature set was created that allowed extraction of multiple, well-known shape 272 

features from either dendritic or axonal branches in our reconstructions (e.g., branch number, 273 

total branch length). Furthermore, new features, such as spatial overlap between different 274 

branch types (e.g., between apical and basal dendrites) and laminar distribution pattern (e.g., 275 

branch number in layer 1) were introduced. All 122 features that were accurately represented 276 

with respect to the image data were included in the initial round of the clustering analysis (see 277 

Supplementary Table 3 for full list of calculated features.) 278 

Due to the fundamentally different nature of the branch structures captured in the 279 

spiny and aspiny neuron reconstructions, the data set was divided between spiny and aspiny 280 

neurons (see Methods for description). Aspiny neurons were further divided into superficial and 281 

deep data sets based on relative soma depth, since they showed well-separated binary 282 

partitioning in the PCA domain, which corresponded well to laminar position (Supplementary 283 

Fig. 15). We then ran the same unsupervised hierarchical clustering analysis on three 284 

populations: aspiny-superficial (-S) (n=109), aspiny-deep (-D) (n=64) and spiny (n=199) 285 

morphologies. The number of clusters for each population was determined by maximizing 286 

between-cluster variation and minimizing within-cluster variation. In order to have unbiased 287 

clusters considering reconstruction sample sizes, an unsupervised feature selection was done 288 

by traversing non-terminal nodes of the clustering tree built with the initial feature set and 289 

retaining features significantly different between left and right branches. Twenty-five, 30 and 290 

10 features were selected for Spiny, Aspiny-S and Aspiny-D populations, respectively (Fig. 3a 291 

and Fig. 4a,b). With retained features, the hierarchical clustering tree was rebuilt (see Methods 292 

for more detail). This method allowed for unbiased selection of different feature sets for each 293 

population. 294 

In total, 35 m-types were identified, 14 for spiny neurons (Fig. 3), 16 for aspiny-S 295 

neurons (Fig. 4a), and 5 for aspiny-D neurons (Fig. 4b). Clusters showed good predictability by 296 

cross-validation with two supervised classifiers (support vector machine and random forest, see 297 

Methods). Co-clustering analysis11 also confirmed the robustness of these clusters 298 

(Supplementary Fig. 15). The relationship between m-types and Cre driver lines is shown in 299 

Supplementary Fig. 16.  300 

 301 

Spiny (excitatory) neuron m-types 302 

The 14 spiny, excitatory m-types (Fig. 3 and Supplementary Figs. 17 and 18) were 303 

distributed across layers 2/3 to layer 6b (All slices were stained for DAPI and soma layer 304 

position was determined based on visual inspection of the cell relative to DAPI-defined layers. 305 
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See methods section for more detail). Beginning in layer 2/3, there was one major 306 

morphological (m-) type, Spiny_4 (this is the only L2/3 m-type that had more than 3 neurons). 307 

These neurons had a short, densely branched apical dendrite (previously described as Type I 308 

and II neurons in rat S129). Neurons with a pronounced apical dendrite with minimal (Spiny_11 309 

and 1), or no tuft in layer 1 (Spiny_2)(often called star pyramids6,27,30,31), also had some 310 

representation in L2/3, but they were mainly found in layer 4.  311 

We describe five main m-types for layer 4 (Spiny_1,2,10,12,14), which has received 312 

relatively little attention in mouse VISp. In addition to minimally and non-tufted, Spiny_1 and 2 313 

neurons, we describe three other m-types in L4, Spiny_10, 12 and 14. These m-types are all 314 

distinguished by a larger degree of apical tuftedness. We observed only a single example of a 315 

classical spiny stellate cell (part of Spiny_4), which agrees with previous findings32. Spiny 316 

stellates lack a pronounced apical dendrite and resemble “stellate” inhibitory interneurons with 317 

profuse spines. The absence of spiny stellates in adult mouse V1 differs from V1 in the cat and 318 

primate 33,34, and S1 in rat where they are the main L4 excitatory m-type35. Based on our 319 

sampling strategy, the predominant m-type in this layer appears to be neurons that have an 320 

apical dendrite that is relatively unbranched in L2/3 and ends with a tuft of dendritic branches 321 

in layer 1 (Tufted, Spiny_10). This m-type is found in both layer 4 and layer 5.  322 

 We describe three main m-types for layer 5 (Spiny_7,9,10). Though the morphology of 323 

layer 5 excitatory neurons has been thoroughly described for somatosensory cortex in mouse 324 

and other species, less work has been done on mouse visual cortex. In addition to the Spiny_10 325 

m-type described above, we identified two additional layer 5 selective tufted m-types, Spiny_9 326 

and 7 (Fig. 3b,d). Spiny_9 (and 10) neurons resemble what has been previously described as 327 

layer 5 subgroup 1B neurons in mouse V136 and tall-simple29 and slender tufted6,27 neurons in 328 

mouse and rat S1, respectively. The Spiny_7 m-type, which had a larger number of branches 329 

and an increased apical tuft width, is certainly the thick tufted neurons described for multiple 330 

cortical regions6,27,29,36,37. 331 

In layer 6a, we describe three main types (Spiny_5, 8 and 13). The Spiny_8 and 13 m-332 

types had a narrow dendritic profile that was tall and short, respectively. The dendritic 333 

morphology of theses neurons very closely resembles that described for Ntsr1+ neurons that 334 

send projections to the thalamus9,25. Consistent with this is that these neurons were also 335 

frequently labeled by the Ntsr1 Cre line. Neurons in the Spiny _5 m-type was also found 336 

predominantly in layer 6, but they were characterized by a relatively short apical dendrite with 337 

a large width to height ratio (Supplementary Fig. 18), similar to the Spiny_4 m-type in layer 2/3 338 

(Fig. 3b,d). These neurons resemble the short, wide branching cortico-cortical projecting 339 

neurons described by Vélez-Fort et al.25.  340 

In layer 6b there are two main m-types (Spiny_3 and 6). Spiny_3 contained neurons with 341 

inverted apical dendrites while the Spiny_6 m-type contains neurons previously described as 342 

“subplate” neurons with shorter, irregularly oriented apicals38.  343 

All m-types mentioned above, except Spiny_6 and 10, which are shared across layers 4 344 

and 5 or 6a and 6b, respectively, were predominantly found in a single layer. However, they 345 

were not exclusive to a specific layer (Fig. 3c). For example, all m-types had 1-14 additional 346 

neurons in a second layer. This agrees with previous descriptions of excitatory m-type 347 

distribution in other brain regions8,21.  348 

  349 
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Aspiny and sparsely spiny (inhibitory) m-types  350 

Applying the same clustering method to the Aspiny_S and Aspiny_D populations, we 351 

identified 21 m-types for the inhibitory interneurons. Aspiny_S neurons displayed the largest 352 

diversity with 16 m-types distributed across just three layers (Layers 1, 2/3 and 4; Figure 4 and 353 

Supplementary Fig. 19, 20 and 22). Neurons in clusters Aspiny_S_1-4 were predominantly 354 

labeled by the Chat and VIP Cre lines (Supplementary Fig. 16), which are part of the Htr3a 355 

population of inhibitory neurons (Supplementary Figs. 1 and 2). They most closely resemble 356 

neurons previously described as bipolar, bitufted, small basket or double bouquet cells5,39,40 357 

due to a small number of bidirectionally-oriented primary dendrites and a sparse, descending 358 

axon (Fig. 4c and 4e). Neurons in the Aspiny_S_10 cluster had similar properties, but with 359 

horizontally-oriented dendrites and a wide axon. This population of neurons has been 360 

described in other cortical areas40, but has not appeared in previous descriptions of mouse 361 

visual cortex. 362 

Neurons in clusters Aspiny_S_5 and 6 and Aspiny_S_13 and 14 (Fig. 4c,e) are also 363 

members of the Htr3a class. Aspiny_S_5 and 6 neurons were found in layer 1 and had small, 364 

dense multipolar dendrites and a highly branched axon. Cells with these m-types look like cells 365 

that have previously been described as neurogliaform cells (NGC) 5,8,40,41. Single bouquet cells 366 

were not observed in this study, though they have been previously described for mouse VISp5. 367 

Neurons in the Aspiny_S_13 and 14 clusters had a similar phenotype, but were located in layers 368 

1, 2/3 and/or 4.  369 

Clusters Aspiny_S_7 and Aspiny_S_15 and 16 (Fig. 4c,e) were labeled primarily by the 370 

Pvalb Cre line and are part of the parvalbumin (Pvalb) class of aspiny, inhibitory neurons. These 371 

neurons, found in layers 2/3 and 4, all had multipolar dendrites that overlapped with a dense 372 

axon cluster that frequently extended beyond the dendrites. Similar neurons that form axo-373 

somatic synapses are often described as basket cells6, and less frequently, translaminar cells9, 374 

or shrub cells5. 375 

Chandelier cells (ChCs) are another well-known member of the Pvalb class of inhibitory 376 

neurons. With their large boutons and unique cartridge-like axon structure, ChCs are some of 377 

the most reliably expert-identified inhibitory neurons42. The Aspiny_S_11 and 12 clusters (Fig. 378 

4c,e), labeled primarily by the Vipr2 Cre line, can be clearly identified as ChCs. In this analysis, 379 

these cells, with minimally branched, L1-restricted dendrites and highly branched, L2/3-380 

restricted axon distinguished them from other m-types. The Aspiny_S_11 cluster contained 381 

ChCs with higher density dendrites and a single axon branch that traveled beyond the main 382 

axon bundle down to layer 4/5. Though this m-type has been observed before43,44, it has not 383 

been described for mouse visual cortex.  384 

The somatostatin (Sst) class of inhibitory neurons, labeled by the Sst Cre line, was 385 

represented by the Aspiny_S_8 and 9 m-types. Neurons in these two clusters had an ascending 386 

axon that frequently innervated layer 1 (Fig. 4c). Neurons with a similar morphology are most 387 

commonly described as Martinotti cells (MCs). 388 

 Aspiny_D morphologies were separated into five morphological types located in layers 5 389 

and 6 (Fig. 4b; Supplementary Fig. 19, 21 and 22), with representation across the three main 390 

molecular classes (Htr3a, Pvalb and Sst). Neurons in Aspiny_D_1 and 2 were characterized by a 391 

large ascending axon (Fig. 4d,f). However, only neurons in the Aspiny_D_2 group actually 392 

reached layer 1. These neurons were primarily labeled in the Sst and Chrna2 Cre lines. 393 
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Comparable neurons have recently been described as “Fanning-out” Martinotti cells (within this 394 

same m-type we also see one example of a T-shaped MC)45.  The Aspiny_D_1 group was labeled 395 

by a mixed population of Cre lines, including Pvalb Cre. The Pvalb neurons in this m-type have 396 

an axon that spans multiple layers and resemble fast-spiking, translaminar cells described 397 

previously in mouse visual cortex9. Neurons in the Aspiny_D_3 and 5 clusters had multipolar 398 

dendrites and an axon that ascended into an adjacent layer. The Aspiny_D_3 m-type was 399 

labeled roughly equally by Nos1 Cre and Pvalb Cre, and can be most readily compared to non-400 

Martinotti cells (NMCs) and BCs, while Aspiny_D_5 also contained NGC-like cells. Finally, 401 

neurons in the Aspiny_D_4 cluster were labeled by the Htr3a Cre line, and had bitufted 402 

dendrites and a descending axon. These neurons are very similar to the bipolar/bitufted 403 

neurons described above (Aspiny_S_1-4). Combined, these analyses revealed 21 aspiny, 404 

morphological types distributed across all cortical layers and all major molecularly-defined 405 

inhibitory neuron groups.                                                                                                                                   406 

Using an unsupervised clustering approach, we describe 35 m-types in adult mouse V1. 407 

The 14 spiny m-types span all layers, have layer selectivity, and in many cases, good agreement 408 

with previously defined morphological types. Additionally, we describe a larger diversity of 409 

spiny m-types in layer 4 than has been observed before. The 21 aspiny m-types also span all 410 

layers and in many cases have good correspondence with molecular classes (as defined by Cre 411 

lines) and electrophysiological types (described in the next section). We also describe additional 412 

diversity for subsets of neurons in the Htr3a class (bipolar-like cells) and Pvalb class (Chandelier-413 

like cells). 414 

 415 

Correspondence between morphology and electrophysiology 416 

As described above, we found that the t-SNE projection of electrophysiological properties 417 

allowed the relationships among the 17 e-types to be clearly visualized (Figs. 2h and 5a). We 418 

quantified the degree of separation in the projected space by calculating the Jensen-Shannon 419 

divergence (JSD) among the different e-types (Methods). The JSD is calculated as a symmetric 420 

variant of the Kullback-Leibler divergence, ranging from 0 (entirely overlapping) to 1 (entirely 421 

non-overlapping). JSD values were generally high between e-types (Fig. 5b, mean JSD = 0.95), 422 

though lower values were found between some related types (JSD range 0.51 to 1.00). 423 

We next used this projection defined by electrophysiological features of 1,851 cells to 424 

visualize the locations of the 372 morphological reconstructions in this space, with colors 425 

indicating membership in the 35 distinct m-types. Most m-types appeared in consistent 426 

locations in the electrophysiology-based t-SNE projection (Fig. 5c and Supplementary Fig. 23), 427 

suggesting that cells with similar morphologies frequently have similar electrophysiological 428 

characteristics. Aspiny m-types exhibited relatively little overlap with each other (mean JSD = 429 

0.94), while more overlap was observed among spiny m-types (mean JSD = 0.90, Fig. 5c, d, 430 

aspiny vs. spiny p = 5.52 x 10-6 by two-sided Mann-Whitney U-test). Despite the greater overlap, 431 

certain spiny m-types, such as narrow L6a cells (Spiny_8, mean JSD vs. other spiny m-types = 432 

0.95) and thick-tufted L5 cells (Spiny_7, mean JSD vs. other spiny m-types = 0.97), were found in 433 

distinct, compact parts of the t-SNE space (Fig. 5c). Both e-types and m-types exhibited a similar 434 

degree of separation in the t-SNE projection (mean JSD = 0.95 and 0.96, respectively). 435 

 When transgenic lines were overlaid on the t-SNE projection, a similar consistency in 436 

location was seen (Fig. 5e). However, as expected, many lines overlapped with each other (Fig. 437 
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5f, mean JSD = 0.89) since transgenic lines frequently label heterogeneous sets of cells (for 438 

example, some lines label populations that include both excitatory and inhibitory neurons). In 439 

addition, certain lines label subsets of populations labeled by other lines. 440 

 We next compared the m- and e-types for cells that had a 3D reconstruction (Fig. 5g). 441 

We observed 44 excitatory combinations out of a possible 6 x 14 = 84 (with 28 of them having n 442 

> 1 observations) and 68 inhibitory combinations out of a possible 11 x 21 = 231 (41 with n > 1 443 

observations). The me-combinations with n > 1 observations exhibited a high degree of 444 

divergence in the t-SNE projection (mean JSD = 0.99). Still, we note that additional validation of 445 

the combinations with low numbers of cells will be necessary. 446 

For excitatory cells, nearly all m-types had some degree of membership in the large e-447 

type Exc_5 (“RS adapt. 2”). Some m-types, like the narrow tall/short cells in L6a (Spiny_8 and 448 

Spiny_13), had a higher proportion of cells with other e-types (Exc_1 and Exc_2). The thick-449 

tufted cells of L5 (Spiny_7) had a nearly one-to-one relationship with e-type Exc_3 (“RS low Ri, 450 

sharp sag”), most distinctive among all the excitatory m- or e-types.  451 

Among the inhibitory cells, the majority of neurons in the NGC-like, dense axon m-types 452 

(Aspiny_S_5 and 6, 13 and 14) were in the RS non-adapting/delayed inhibitory cluster (Inh_5), 453 

and most descending axon cells with bipolar or bitufted dendrites (Aspiny_S_1-4, 10 and 454 

Aspiny_D_4) were in one of the irregularly-firing clusters (Inh_6 through Inh_8) with some bias 455 

for different e-types in different bipolar/bitufted m-types (e.g. Inh_8 and Aspiny_S_1). 456 

However, we did observe a number of cells that were labeled by the Ndnf-Cre line and solidly 457 

clustered with the NGC-like m-types, but mapped to an irregularly-spiking cluster (Inh_7). 458 

Neurons with a similar me-profile have been described in juvenile mouse neocortex46.   459 

 A similar situation was observed for the m-types with non-Martinotti (Aspiny_D_1 and 460 

3) and Martinotti-like (Aspiny_S_8 and 9 and Aspiny_D_2) features. Approximately half of the 461 

Aspiny_D_1 and D_2 m-types had the Inh_9 (“Irreg./adapt. long τm”) e-type, and Inh_10 (“Mid-462 

width AP adapt.”) e-type, respectively. While the Martinotti-like, L1 ascending axon m-types 463 

were predominantly found in e-type Inh_10, the remaining cells in these m-types were fast-464 

spiking e-types (Inh_1 to Inh_4). For all of these m-types, the fast-spiking cells were 465 

morphologically very similar to other cells with Inh_9 and 10 e-types. Surprisingly, the 466 

Aspiny_S_8 m-type, which very uniformly looked like Martinotti cells, had multiple cells labeled 467 

by Sst-Cre with the fast-spiking Inh_4 e-type. Apart from those cases, the fast-spiking e-types 468 

Inh_1 through Inh_4 were primarily associated with the basket cell-like and chandelier cell-like 469 

m-types.  470 

 471 

Comparison to transcriptomic characterization via specific transgenic lines 472 

Connecting transcriptional profiles with morphological and electrophysiological properties is a 473 

powerful way to understand the functional implications of diverse gene expression47. Recent 474 

studies have defined mouse neocortical cell types by single-cell RNA-seq transcriptomic 475 

profiling of isolated neurons and glia12,13. However, it remains an open question as to how a 476 

cell’s transcriptomic identity corresponds to its electrophysiological and morphological 477 

phenotypes. To relate our findings to this effort, we took advantage of the overlap in transgenic 478 

lines used to label the cells in our study and another transcriptomic-focused effort14. While 479 

transgenic lines are imperfect labels of transcriptomic cell types, we were nevertheless able to 480 

identify transgenic line and layer combinations that were each selective for a small number of 481 
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transcriptomic types (t-types, Fig. 6). For example, the cells in L4 labeled by the Nr5a1-Cre line 482 

are predominantly of a single t-type (Fig 6a, 95% in one type), while cells in L6 labeled by the 483 

Ntsr1-Cre line are mostly one of three related t-types (Fig 6b, 91% combined across three 484 

types). 485 

 Using these selective transgenic line/layer combinations, we examined the e- and m-486 

type diversity associated with a small set of t-types. We first examined excitatory neuron types 487 

identified with this approach. Both tufted (e.g., Spiny_12) and non-tufted (Spiny_2) neurons 488 

were observed among L4 Nr5a1-labeled neurons, though these two m-types are not 489 

distinguishable by electrophysiology, suggesting some morphological heterogeneity within the 490 

single t-type VISp L4 Rspo1 (Fig. 6a). The L6 Ntsr1-labeled neurons (linked to three related VISp 491 

L6 CT t-types) had narrow tall and short morphologies (Spiny_8 and Spiny_13), as expected for 492 

deep corticothalamic (CT)-projecting neurons (Fig. 6b). In addition, most of the cells were found 493 

in a consistent location in the t-SNE projection; even cells classified into different e-types 494 

(Exc_1, Exc_2, and Exc_5) were still near each other in the projected space. L6 Oxtr-labeled 495 

neurons had very consistent electrophysiological phenotypes, as evidenced by their tight 496 

clustering in the t-SNE projection (Fig. 6c). L6 Ctgf-labeled neurons (associated with several L6b 497 

subplate t-types) exhibited some heterogeneity both in electrophysiology and morphology (Fig. 498 

6d), with a set of cells nearer the Ntsr1 neurons in the t-SNE projection and another nearer the 499 

Oxtr neurons. 500 

Among inhibitory neurons, the majority of neurons labeled by Ndnf in L1, associated 501 

with a handful of Lamp5 t-types, had the Inh_5 e-type and were NGCs (Aspiny_S_6 and 502 

Aspiny_S_13), consistent with previous studies12,14 (Fig. 6e). The L2/3 Chat-labeled neurons, 503 

mostly associated with the Vip Rspo4 transcriptomic type, exhibited several similar m- and e-504 

types (again, as supported by a cohesive location in the t-SNE projection, Fig. 6f). The L5-L6 505 

neurons labeled by a Nos1/Sst intersectional strategy were quite consistent in terms of 506 

electrophysiology (Inh_9 e-type) and morphology (non-Martinotti type, Aspiny_D_3); these 507 

cells are expected to have the Sst Chodl t-type, linked to deep long-range projecting 508 

interneurons12,14,48,49 (Fig. 6g). L4 Pvalb-labeled cells are associated with the Pvalb Reln t-type 509 

and were found in different fast-spiking e-types and in three basket-cell-like m-types (Fig. 6h). 510 

The Nkx2-1 line labeled several relatively specific populations. In L1-L4, the line is associated 511 

mostly with the Pvalb Vipr2 type (expected to be chandelier cells14) and the Pvalb Reln type 512 

(Fig. 6i). Accordingly, we found that these neurons were fast-spiking (mostly in the Inh_3 e-513 

type) and had basket-cell and chandelier-cell morphologies. In L5-L6, the Nkx2-1-labeled cells 514 

are mostly associated with the Lamp5 Lhx6 transcriptomic type, and most of these cells in our 515 

data set had the Inh_5 e-type (shared with other NGCs) and a deep NGC morphology 516 

(Aspiny_D_5, Fig. 6j).  517 

We next used transgenic labels and laminar positions to connect our results with major 518 

subclasses of the transcriptomic taxonomy of this region of cortex14 (Fig. 7). Excitatory cell 519 

transcriptomic subclasses are closely associated with projection targets and laminar position; 520 

though we lack the former in our data set, we can use prior studies of associations between 521 

dendritic morphologies and long-range projections to infer relationships with excitatory me-522 

types here (Fig. 7a). As discussed above (Fig. 6b), the Spiny_8 and 13 / Exc_1 and 2 me-types 523 

likely belong to the L6 corticothalamic (CT) transcriptomic subclass. The Spiny_7/Exc_3  me-524 

type, containing the well-studied L5 thick-tufted cells, are expected to belong to the L5 525 
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pyramidal tract (PT) subclass3,10,28,50. The intratelencephalic (IT) subclass, spanning L2/3 through 526 

L6a14, appears from our data to be associated most strongly with the Exc_5 e-type and multiple 527 

m-types; Exc_5 is also linked to the L6b subplate transcriptomic sub-class (see Fig. 6d). 528 

Inhibitory e-types were strongly associated with specific inhibitory transcriptomic 529 

subclasses (Fig. 7b). Across e-types, 81% to 100% of cells were labeled by a transgenic line 530 

consistent with a specific transcriptomic subclass; in addition, we found that related e-types 531 

were associated with the same transcriptomic subclass. Therefore, an inhibitory neuron’s 532 

electrophysiological phenotype can serve as a reasonable predictor of coarse transcriptomic 533 

identity. Our results also strongly relate specific sets of me-types to these major sub-classes. 534 

 535 

DISCUSSION 536 

Obtaining the cell type composition, the “parts list”, of neural circuits is foundational to 537 

understanding circuit function. To do so it is essential to take a systematic, unbiased and 538 

quantitative approach towards cell type classification using multi-dimensional criteria, in order 539 

to resolve debates and enable the field to adopt a common set of standards. Here we describe 540 

such an effort in the morpho-electric domain in the adult mouse visual cortex. We acquired 541 

data using a standardized pipeline and uniform quality control checks such that each cell was 542 

subject to an identical process; this data production enabled the combined analysis of over 543 

1,800 patch-clamp recordings. We developed unsupervised classification methods that were 544 

consistently applied across all recorded cells. This leads to the identification of 17 e- and 35 m-545 

types that exhibit a large degree of correspondence with each other and show strong 546 

correlation with transcriptomically defined neuronal subclasses and types. 547 

Conventional electrophysiological and morphological classification often relies on 548 

predetermined, cell-specific feature selection and/or qualitative assessments of firing pattern 549 

or cell shape5,7. Our approach, while certainly not free of biases (e.g., choice of stimuli delivered 550 

to the cells, morphological features quantified), has the advantage of being quantitative, 551 

reproducible, transferable to new data, and robust across the diverse electrophysiological 552 

responses of the entire population of adult mouse visual cortical neurons. These methods and 553 

data are also publicly accessible as part of the Allen Cell Types Database, allowing other 554 

investigators to build upon or independently evaluate this classification scheme (see 555 

http://celltypes.brain-map.org/). 556 

When we classify neurons based on morphological features alone, we find types that 557 

have very distinct features while others display much more continuous variation across types. 558 

Though not perfect, one of the main advantages of our quantitative morphological classification 559 

approach is that it can be executed objectively to identify functionally-relevant, established 560 

and/or novel morphological types that can be applied to other systems as well. It will be 561 

important to test these methods on other datasets, such as morphologies available through the 562 

Neocortical Microcircuit Collaboration Portal (http://microcircuits.epfl.ch/#/main). 563 

The data set presented here offers links to other studies via transgenic labels and 564 

cortical location of the recorded cells. These standardized, publicly accessible data can be used 565 

for investigations beyond what we describe here; for example, models of different levels of 566 

complexity have been built using these electrophysiological and morphological 567 

characterizations51,52, tools have been created to integrate these data into an automated 568 

analysis workflow53, and genetic – electrophysiological correlations have been inferred using 569 

certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was notthis version posted July 17, 2018. ; https://doi.org/10.1101/368456doi: bioRxiv preprint 

https://doi.org/10.1101/368456


 14 

these data in combination with the publicly released single cell transcriptomic data that is also 570 

part of the Allen Cell Types database54. 571 

Large-scale transcriptomic studies provide informative taxonomies of cortical cell 572 

types12–14. Relating morphological and physiological properties to those results will refine our 573 

understanding of cell type hierarchies and the potential functions of those cell types in cortical 574 

circuits. The preliminary correspondences we find here support many of the major 575 

transcriptomic subclasses identified in the mouse visual cortex. Related inhibitory e-types 576 

exhibit good correspondence to major inhibitory subclasses, and many excitatory me-types can 577 

be related to excitatory subclasses as well. We note that we are not yet able to establish clear 578 

links to a few transcriptomically-identified subclasses (i.e., the recently described Scng 579 

inhibitory subclass and the L5 near-projecting (NP) subclass14); we presume that these cells are 580 

underrepresented in our data set and that adjustments to the sampling strategy could increase 581 

the rate of collection for additional study  582 

Interestingly, we also observe some degree of heterogeneity in e- and m-types even 583 

among cells putatively from a single t-type (see, for example, Fig. 6a). However, it is known that 584 

individual t-types can exhibit substantial continuous variation within a type14; it remains to be 585 

seen if these variations correlate with morphological and physiological differences. The recent 586 

finding of shared t-types among inhibitory cells but different t-types among excitatory cells 587 

from separate cortical areas14 suggests that applying the methods of this study to a different 588 

cortical area may identify the same inhibitory e- and m-types. How excitatory e- and m-types 589 

vary across areas is more of an open question, since the divergent excitatory t-types could 590 

correspond to differences in projection targets or other characteristics. It will be of 591 

considerable interest for future studies to investigate how these three modalities co-vary on a 592 

cell-by-cell basis, to understand the relationship among molecular, physiological and 593 

morphological features as they relate to cell type definition or cell state-dependent variations. 594 

 595 

 596 

METHODS 597 

Detailed descriptions of all experimental data collection methods in the form of technical white 598 

papers can also be found under ‘Documentation’ at http://celltypes.brain-map.org. 599 

 600 

Mouse breeding and husbandry All procedures were carried out in accordance with Institutional 601 

Animal Care and Use Committee at the Allen Institute for Brain Science. Animals (< 5 mice per 602 

cage) were provided food and water ad libitum and were maintained on a regular 12-h 603 

light/dark cycle. Animals were maintained on the C57BL/6J background, and newly received or 604 

generated transgenic lines were backcrossed to C57BL/6J. Experimental animals were 605 

heterozygous for the recombinase transgenes and the reporter transgenes. Transgenic lines 606 

used in this study are summarized in Supplemental Table 4. Standard tamoxifen treatment for 607 

CreER lines included a single dose of tamoxifen (40 μl of 50 mg ml−1) dissolved in corn oil and 608 

administered via oral gavage at postnatal day (P)10–14. Tamoxifen treatment for Nkx2.1-609 

CreERT2;Ai14 was performed at embryonic day (E)17 (oral gavage of the dam at 1 mg per 10 g 610 

of body weight), pups were delivered by cesarean section at E19 and then fostered. Cux2-611 

CreERT2;Ai14 mice received tamoxifen treatment at P35 ± 5 for five consecutive days. 612 

Trimethoprim was administered to animals containing Ctgf-2A-dgCre by oral gavage at P40 ± 5 613 
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for three consecutive days (0.015 ml per g of body weight using 20 mg ml−1 trimethoprim 614 

solution). Ndnf-IRES2- dgCre animals did not receive trimethoprim induction, since the baseline 615 

dgCre activity (without trimethoprim) was sufficient to label the cells with the Ai14 reporter12.  616 

 617 

Tissue Processing. Mice (male and female) between the ages of P45-P70 were anesthetized 618 

with 5% isoflurane and intracardially perfused with 25 or 50 ml of ice cold slicing artificial 619 

cerebral spinal fluid (0.5mM calcium chloride (dehydrate), 25 mM D-glucose, 20 mM HEPES, 10 620 

mM magnesium sulfate, 1.25 mM sodium phosphate monobasic monohydrate, 3mM 621 

myoinositol, 12 mM N-acetyl-L-cysteine, 96 mM N-methyl-d-glucamine chloride (NMDG-Cl), 2.5 622 

mM potassium chloride, 25 mM sodium bicarbonate, 5 mM sodium L-ascorbate, 3 mM sodium 623 

pyruvate, 0.01 mM taurine, and 2 mM thiourea, pH 7.3, continuously bubbled with 95% O2 / 5% 624 

CO2). Coronal slices (350μm) were generated (Compresstome VF-300 vibrating microtome, 625 

Precisionary Instruments), with a block-face image acquired (Mako G125B PoE camera with 626 

custom integrated software) before each section to aid in registration to the common mouse 627 

reference atlas.  628 

 Slices were transferred to an oxygenated and warmed (34ºC) slicing (group A) or 629 

incubation solution (group B, 2 mM calcium chloride (dehydrate), 25 mM D-glucose, 20 mM 630 

HEPES, 2 mM magnesium sulfate, 1.25 mM sodium phosphate monobasic monohydrate, 3 mM 631 

myo inositol, 12.3 mM N-acetyl-L-cysteine, 2.5 mM potassium chloride, 25 mM sodium 632 

bicarbonate, 94  mM sodium chloride, 5 mM sodium L-ascorbate, 3 mM sodium pyruvate, 0.01 633 

mM taurine, and 2 mM thiourea, pH 7.3, continuously bubbled with 95% O2 / 5% CO2) for 10 634 

minutes then transferred to room temperature incubation solution (group A), or allowed to 635 

cool gradually to room temperature (group B). 636 

 637 

Patch clamp recording. Slices were bathed in warm (34ºC) recording ACSF (2 mM calcium 638 

chloride (dehydrate), 12.5 mM D-glucose, 1 mM magnesium sulfate, 1.25 mM sodium 639 

phosphate monobasic monohydrate, 2.5 mM potassium chloride, 26 mM sodium bicarbonate, 640 

and 126 mM sodium chloride, pH 7.3, continuously bubbled with 95% O2 / 5% CO2). The bath 641 

solution contained blockers of fast glutamatergic and GABAergic synaptic transmission, 1 mM 642 

kynurenic acid and 0.1 mM picrotoxin, respectively. Thick walled borosilicate glass (Sutter 643 

BF150-86-10) electrodes were manufactured (Sutter P1000 electrode puller) with a resistance 644 

of 3 to 7 MΩ (most 3 – 5 MΩ). Prior to recording, the electrodes were filled with 20 µl of 645 

Internal Solution with Biocytin (126 mM potassium gluconate, 10.0 mM HEPES, 0.3 mM 646 

ethylene glycol-bis (2-aminoethylether)-N,N,N’,N’-tetraacetic acid, 4 mM potassium chloride, 647 

0.3 mM guanosine 5’-triphosphate sodium salt hydrate, 10 mM phosphocreatine disodium salt 648 

hydrate, 4 mM adenosine 5ʹ-triphosphate magnesium salt, and 0.5% biocytin (Sigma B4261), pH 649 

7.3). The pipette was mounted on a Multiclamp 700B amplifier headstage (Molecular Devices) 650 

fixed to a micromanipulator (PatchStar, Scientifica). 651 

 The composition of bath and internal solution as well as preparation methods were 652 

made to a) maximize the tissue quality of slices from adult mice, and b) align with solution 653 

compositions typically used in the field (to maximize the chance of comparison to previous 654 

studies). Despite these efforts, direct comparisons with previous studies should take into 655 

account the fact that specific protocols and solution composition vary within the literature55 . 656 

An advantage of the present study is that the same protocols / conditions were used for each 657 
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cell type targeted, making it an ideal dataset to bridge data collected in different laboratories, 658 

targeting different neurons55.  659 

Electrophysiology signals were recorded using an ITC-18 Data Acquisition Interface 660 

(HEKA). Commands were generated, signals processed, and amplifier metadata was acquired 661 

using a custom acquisition software program, written in Igor Pro (Wavemetrics). Data were 662 

filtered (Bessel) at 10 kHz and digitized at 50 or 200 KHz. Data were reported uncorrected for 663 

the measured56 –14 mV liquid junction potential between the electrode and bath solutions. 664 

After formation of a stable seal and break-in, the resting membrane potential of the 665 

neuron was recorded (typically within the first minute and not more than 3 minutes after 666 

break-in). A bias current was injected, either manually or automatically using algorithms within 667 

the custom data acquisition package, for the remainder of the experiment to maintain that 668 

initial resting membrane potential. Bias currents remained stable for a minimum of 1 second 669 

prior to each stimulus current injection.  670 

To be included in analysis, a > 1 GΩ seal was recorded prior to break-in and the initial 671 

access resistance < 20 MΩ and < 15% of the Rinput. To stay below this access resistance cut-off, 672 

cells with a low input resistance were successfully targeted with larger electrodes. For an 673 

individual sweep to be included: 1) the bridge balance was < 20 MΩ and < 15% of the Rinput, 2) 674 

Bias (leak) current 0 +/- 100 pA, 3) Root mean square (RMS) noise measurements in a short 675 

window (1.5 ms, to gauge high frequency noise) and longer window (500 ms, to measure patch 676 

instability) < 0.07 mV and 0.5 mV, respectively and 4) The difference in the voltage at the end of 677 

the data sweep (measured over 500 ms of rest) and the voltage measured immediately prior to 678 

the stimulus onset < 1 mV. 679 

 680 

Biocytin histology. A horseradish peroxidase (HRP) enzyme reaction using diaminobenzidine 681 

(DAB) as chromogen was used to visualize the filled cells after electrophysiological recording. 682 

Following electrophysiology recording, slices were fixed in 4% PFA +/- 2.5% Glutaraldehyde, 683 

then kept in PBS (4ºC) until staining. Slices were stained with DAPI, then incubated in 1% 684 

hydrogen peroxide (H2O2) for 30 min to block endogenous peroxidases. Following 685 

permeabilization (2% or 5% Triton-X 100 detergent in PBS, 60 min, RT) slices were incubated in 686 

ABC (Vectastain, Vector Laboratories) with 0.1% Triton at 4ºC overnight to 2 days. 687 

After a final series of three washes in 1X PBS, tissue slices were mounted on gelatin 688 

coated slides and coverslipped with glycerol-based Mowiol mounting media. Slides were dried 689 

for approximately 2 days prior to imaging. Mowiol mounting media was made in batches of 690 

100ml and contained: 24g glycerol, 9.6g Mowiol 4-88 (Calbiochem 475904), 24ml MilliQ water, 691 

and 48ml 0.2M Tris base (pH 8.5). Slides were dried prior to imaging. 692 

 693 

Imaging. Mounted sections were imaged on an upright bright-field AxioImager Z2 microscope 694 

(Zeiss, Germany) equipped with an Axiocam 506 monochrome camera (6 megapixels with a 695 

4.54 µm per pixel size). Two-dimensional (2D) images were captured with a 20X objective lens 696 

(Zeiss Plan-NEOFLUAR 20X/0.5) using the Tile & Position Zeiss Efficient navigation (ZEN) 2012 697 

SP2 software module (Zeiss). Image quality evaluation included a qualitative evaluation of 698 

signal to noise for the imaged object (with high signal apparent in the cell body and dendrites, 699 

as opposed to background stain in the surrounding tissue, which can occur when cell filling 700 

leaks), in-focus cell body, and absent or negligible tessellation (tiling and stitching edge artifact). 701 
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Overall evenness of section illumination and bounding box region for target tissue inclusion was 702 

evaluated.  703 

Individual cells were imaged at higher resolution for the purpose of automated and 704 

manual reconstruction, quantitation and display. Light was transmitted using an oil-immersion 705 

condenser (1.4 NA). Series of 2D images of single neurons were captured with a 63X objective 706 

lens (Zeiss Plan APOCHROMAT 63X/1.4 oil), using the Tile & Position and Z-stack ZEN 2012 SP2 707 

software modules (Zeiss). The composite 2D tiled images (X-Y resolution was set to 0.114 x 708 

0.114 micron) were acquired at an interval of 0.28 µm along the Z-axis. Images were exported 709 

as 8-bit TIFF. Image series from individual slices or cells were processed and managed via a 710 

custom Laboratory Information Management System (LIMS).  711 

Full dynamic range was achieved with a 20 ms exposure time and an optimal Tl VIS-LED 712 

lamp voltage control adjustment. Tiles were stitched with a minimum of 5% overlap and a 10% 713 

maximum shift. Image quality control included a z-stack plane count, a visual check for proper 714 

stitching alignment and even illumination throughout the images. 63X Z-stacks were evaluated 715 

based on quality metrics that would impact cell reconstruction, as opposed to aesthetic quality. 716 

 717 

Electrophysiological feature analysis. Electrophysiological features were measured from 718 

responses elicited by short (3 ms) current pulses, long (1 s) current steps, and slow (25 pA / s) 719 

current ramps. The code for feature analysis is publicly available as part of the Allen SDK. APs 720 

were detected by first identifying locations where the smoothed derivative of the membrane 721 

potential (dV/dt) exceeded 20 mV/ms. Putative AP peaks were identified as the maximum 722 

potential between detected events, and the putative AP threshold was identified by the point 723 

before the peak where the dV/dt was 5% of the maximum dV/dt. Putative APs were refined by 724 

several criteria: threshold-to-peak voltage difference must exceed 2 mV, threshold-to-peak 725 

time difference must be below 2 ms, and putative peak must be above -30 mV. The threshold 726 

was then re-calculated by finding the point for each AP where the dV/dt was 5% of the average 727 

maximal dV/dt across all APs. For each AP, several features were calculated: threshold, peak, 728 

fast trough (defined as where the dV/dt was 1% of the peak downstroke), and the width 729 

(defined as the width at half-height, where height was the difference between peak and fast 730 

trough)57. The ratio of the peak upstroke dV/dt to the peak downstroke dV/dt was also 731 

calculated (“upstroke/downstroke ratio”). In addition, the waveforms of the first APs elicited by 732 

the lowest-amplitude current pulses, steps, and ramps were analyzed by concatenating the 3 733 

ms-long intervals following the AP threshold for the three conditions. The derivatives of these 734 

waveforms were also analyzed in this way. 735 

 The voltage trajectory of the ISI was also characterized to allow comparison across cells. 736 

For each cell, the sweep with the lowest stimulus amplitude that had at least five APs was 737 

identified (if a cell never fired at least five APs, the highest amplitude step was chosen instead). 738 

For each ISI, the voltage trajectory between the fast trough of the initial AP and the threshold 739 

of the following AP was extracted, and the threshold level of the initial AP was subtracted from 740 

it. The durations were normalized, then the traces were subsampled to 100 data points and 741 

averaged together. If the highest-amplitude step only elicited a single AP, a 100 ms interval 742 

following the fast trough was used in place of an ISI. 743 

To enable comparison of AP features across the responses to long current steps given 744 

different numbers of APs across stimulus amplitudes and cells, the 1 s-long response was 745 
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divided into 20 ms bins, and feature values of all APs falling within a bin were averaged. If no 746 

APs fell within a bin, the value was interpolated from neighboring bins that had APs. This was 747 

done for stimulus amplitudes starting at a given cell’s rheobase up to values +100 pA above 748 

rheobase, with a difference between amplitudes of +20 pA.  If a sweep of an expected 749 

amplitude was unavailable (for example, if it failed one of the QC criteria), the missing values 750 

were interpolated from neighboring QC-passing sweeps. The instantaneous firing frequency 751 

(defined as the inverse of the ISI) was also binned and interpolated with 20 ms bins. In addition, 752 

a “PSTH” was estimated by counting APs in 50 ms bins, then converting to a firing rate by 753 

dividing by the bin duration. These two measures yield similar, but not identical, profiles of the 754 

firing pattern during a long current step response. The instantaneous firing frequency was also 755 

analyzed by normalizing to the maximum rate observed during the step to emphasize features 756 

like the adaptation of the firing frequency during the response. Though not used in the 757 

clustering analysis, the adaptation index was measured for each long step response by 758 

averaging the differences between consecutive ISIs normalized by their sums. The latency 759 

between the start of the current step and the first AP elicited was also measured. 760 

To identify periods of high-frequency firing (“bursts”) and periods where firing 761 

temporarily but substantially slowed (“pauses”) robustly across different firing patterns, ISI 762 

shapes, and average firing rates, the following procedure was used. The coefficient of variation 763 

of the instantaneous frequency was calculated for all sets of five consecutive ISIs observed 764 

during long current steps across all cells in the data set. The distribution of these CVs was 765 

bimodal, with a large, narrow peak at low CV values (considered to represent firing at a 766 

relatively constant rate) and a wide peak at higher CV values. The minimum value of between 767 

these peaks was found at CV = 0.18. This value was used as a threshold to define segments 768 

during a response where the firing rate was relatively unchanging. For each sweep, the 769 

instantaneous firing rate was analyzed using a change-point detection algorithm58 to identify 770 

locations where the mean firing rate changed. The CV of the instantaneous firing rate for each 771 

segment was compared to the threshold, and if all passed, the segmentation was accepted. If 772 

not, the change-point detection penalty was lowered and the analysis was repeated until all 773 

segments passed. Once this was completed, the segment with the most APs was identified, and 774 

the firing rate ratios between all segments and that largest segment were calculated. If more 775 

than one segment was tied for the most APs, the ratios were calculated using the median of the 776 

tied segments. Segments with high ratios were considered putative bursts, and segments with 777 

low ratios were putative pauses. 778 

Subthreshold responses to hyperpolarizing current steps were analyzed using 779 

downsampled (to averages in 10 ms bins) membrane potential traces that was concatenated 780 

together. Responses from -10 pA to -90 pA steps (at a -20 pA interval) were used, and 200 ms of 781 

the time before and after the step were included as well. In addition, the largest amplitude 782 

hyperpolarizing step response was analyzed by normalizing to the minimum membrane 783 

potential reached and the baseline membrane potential. This emphasized the “sag” in the 784 

membrane potential due to the activation of Ih observed in some cells. Though not used for 785 

clustering analysis, the input resistance was calculated by the slope of a linear fit to the 786 

minimum membrane potentials during these hyperpolarizing step responses, and the 787 

membrane time constant was estimated by exponential fits between 10% of the maximum 788 
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voltage deflection and that maximum deflection. The membrane capacitance was estimated by 789 

dividing the membrane time constant by the input resistance. 790 

 791 

Electrophysiological classification. Data sets were built by accumulating the feature vectors in 792 

each category (e.g. AP waveform, each AP feature across long steps, subthreshold response 793 

waveforms, etc.; see Supplementary Table 1). Data from putatively excitatory cells and 794 

inhibitory cells (determined by the presence and type of dendritic spines) were analyzed 795 

separately, though similar results were observed when all cells were analyzed together (see 796 

Supplementary Fig. 6). Sparse principal component analysis18 was performed separately on 797 

each data set. Principal components with an adjusted explained variance exceeding 1% were 798 

kept (typically 1 to 8 components from a given data set). Analysis of inhibitory neurons yielded 799 

54 total components, excitatory neurons yielded 53 components, and all neurons combined 800 

yielded 52 components. The components were then z-scored to standardize the scale and 801 

combined to form a reduced dimension feature matrix. The matrix was then fit with a series of 802 

Gaussian mixture models (GMMs) with a diagonal covariance matrix using different numbers of 803 

components; the GMM that minimized the Bayes information criterion was chosen as the best 804 

representation for the data19. Next, components of the selected GMM were iteratively 805 

merged20 to identify clusters that may have had non-Gaussian structure (and therefore would 806 

have been fit by the GMM with multiple components). At each step, the merge that maximized 807 

the change in entropy was identified, and the number of cells affected by the merge was 808 

recorded. The point where the rate of entropy decrease versus number of cells merged slowed 809 

was identified by a two-part linear fit, and the merges up to that point were used to define the 810 

final clusters. 811 

 Robustness of clustering was evaluated by co-clustering analysis. Random subsamples 812 

containing 80% of the data set were generated 100 times, and the subsamples were fit with a 813 

GMM using the number of components of the best GMM fit to the full data set. Components 814 

were then merged as described above. The fraction of times a pair of cells was found in the 815 

same cluster (out of the number of times both cells appeared in the same subsample) was 816 

calculated for all pairs. Average co-clustering fractions were calculated between all clusters 817 

defined by the analysis of the full data set. 818 

 The electrophysiological feature matrix used in the clustering analysis was also 819 

visualized with a two-dimensional projecting using the t-distributed stochastic neighbor 820 

embedding (t-SNE) technique21. Cluster identities and other features of the cells were visualized 821 

using this projection throughout this study. Comparisons between groups in the t-SNE 822 

projection were made by calculating the Jensen-Shannon divergence59 (JSD). The distributions 823 

of each group were calculated as two-dimensional histograms with the t-SNE space divided into 824 

a set of 20 x 20 bins. The JSD value between groups P and Q was computed as 825 

!"#(% ∥ ') = 	 +
,
	(-.(% ∥ /) + 	-.(' ∥ /)), where 826 

	-.(% ∥ ') = 	∑ 234 	 log8
9:;
<:;

3=4  and / = +

,
(% + '). 827 

 828 

Anatomical location. To characterize the position of cells analyzed from mouse brain, a 4-step 829 

process was used. Briefly, 20x brightfield and/or fluorescent images of DAPI (4’,6-diamidino-2-830 

phenylindole) were analyzed to determine layer position and region, of biocytin-filled cells. 831 
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Soma position was annotated and used to calculate soma depth relative to pia and white 832 

matter. Individual cells were then manually placed in the appropriate cortical region and layer 833 

within the Allen Mouse Common Coordinate Framework (CCF) by matching the 20x image of 834 

the slice with a “virtual” slice at an appropriate location and orientation within the CCF. Using 835 

the DAPI image, laminar borders were also drawn for all reconstructed inhibitory neurons.   836 

 837 

Dendrite type assignment. The dendritic morphology of each neuron (N=1851) was identified as 838 

either aspiny, sparsely spiny or spiny60 based on a qualitative assessment of the neuron’s 839 

dendrites by viewing the slides under the microscope or in the 63X image. These different 840 

dendritic types roughly equate to interneurons (aspiny and sparsely spiny) and pyramidal or 841 

spiny stellate neurons (spiny). Aspiny dendrites were defined by the absence of spiny 842 

protrusions and checked against a lack of a pronounced apical dendrite and/or axon emerging 843 

from the soma or dendrite at odd angles, and branched extensively. Sparsely spiny dendrites 844 

were defined by these same features, except that spines appeared with infrequent to 845 

moderately frequent expression (~ 1 spine/10 microns). Spiny dendrites were defined by the 846 

presence of frequent spiny protrusions (approximately one spine per 1-2 microns), and 847 

validated by axon that descended perpendicularly down to the white matter with sparse, 848 

proximal branching occurring at right angles to the primary axonal branch and/or a pronounced 849 

primary, apical dendrite. 850 

 851 

Morphological reconstruction. Three-dimensional (3D) reconstructions of the dendrites and the 852 

initial part of the axon (spiny neurons) and/or the full axon (aspiny/sparsely spiny neurons) 853 

were generated for a subset of neurons with good quality electrophysiology and biocytin fill. 3D 854 

reconstructions were generated based on a 2D image stack that was run through a Vaa3D-855 

based image processing and reconstruction pipeline15. The process included a variable 856 

enhancement of the signal to noise ratio in the image61. The enhanced image was then used to 857 

generate an automated reconstruction of the neuron using Neuron Crawler62 or TReMAP63. 858 

Automated reconstructions were then extensively manually corrected and curated using a 859 

range of tools, e.g., virtual finger, polyline, in the Mozak extension (Zoran Popovic, Center for 860 

Game Science, University of Washington) of Terafly tools61,64 in Vaa3D. Every attempt was 861 

made to generate a completely connected neuronal structure while remaining faithful to image 862 

data. If axonal processes could not be traced back to the main structure of the neuron, they 863 

were left unconnected. Using the most updated version of the Mozak-Terafly-Vaa3d tools, on 864 

average, dendrite only reconstructions of spiny neurons took 4.5 hours and full reconstructions 865 

of the axon and dendrites of aspiny neurons took 16 hours. Connected and disconnected axon 866 

components (axon cloud) were used in the quantitative analysis. As a final step in the manual 867 

correction and curation process, an alternate analyst checked for missed branches or 868 

inappropriate connections. Once the reconstruction was deemed complete, multiple plugins 869 

were used to prepare neurons (saved as SWC file) for qualitative and quantitative 870 

morphological analyses. 871 

 872 

Morphology feature design, feature selection, and clustering.  Features were designed to 873 

describe characteristics of neuron morphology based on reconstruction data. They can be 874 

categorized into branching pattern, size, density, soma position, estimated layer-by-layer node 875 
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counts, y-directional profile23, and overlap feature between apical (for spiny neurons) or axon 876 

(for aspiny neurons) and basal dendrite. The same set of features listed in Supplementary Table 877 

3 were calculated for axon, apical dendrite, basal dendrite, cloud (connected plus all 878 

disconnected axon branches), and neurites.  879 

 From the initial set of features, ones with low variance (coefficient of variance < 0.25) 880 

were removed and a representative feature was chosen among highly correlated features 881 

(correlation > 0.95). These features were scaled to form a feature set on which a standard 882 

hierarchical clustering with Ward’s agglomeration method using Euclidean distance was 883 

applied. The number of clusters is determined by cutting the hierarchical tree using R function 884 

CutreeHybrid26. Further feature selection was done by traversing each non-terminal node of 885 

the tree and selecting features significantly different between left and right branches with the 886 

criteria, adjusted t-test p-value < 0.01 and |log(foldchange)| > log(1.25). With this reduced set 887 

of features, the clustering tree was rebuilt. This feature reduction and tree update continued 888 

until there was no change in the number of clusters or no further reduction in features.  889 

Classifiers used in checking predictability of clusters were designed by R functions svm() 890 

and RandomForest(). Prediction rates for clusters from Spiny, Asiny-S, and Aspiny-D groups 891 

were 87.4(85.9)%, 84.4(78.0)% and 92.2(87.5)% by SVM(RF) classifiers. Robustness and 892 

homogeneity of clusters were shown by co-clustering analysis11, which accumulated over all 893 

100x10 clustering runs with 90% subsampling in 10-fold cross validation manner and 894 

summarized them in co-clustering rates (Supplementary Fig. 15). Lower co-clustering rates in 895 

the Spiny groups were due to the existence of subgroupings within the clusters. For Aspiny 896 

groups, more informative features elucidating axon’s various patterns would help solidify 897 

clusters, especially for Aspiny-D neurons. 898 

 899 

Transcriptomic correspondences. The associations between transgenic lines and transcriptomic 900 

types (t-types) were investigated using data from a recent study14 to establish preliminary 901 

correspondences with the results here. Specific transgenic line/layer combinations that labeled 902 

a small number of t-types, defined as having five or fewer t-types containing at least 5% of the 903 

cells from that line and layer set, were identified. Correspondences between transgenic lines 904 

and broader inhibitory sub-classes defined by that study (Lamp5, Vip, Sst, and Pvalb) were also 905 

analyzed. Cells labeled by a transgenic line were considered to be consistent with a given 906 

inhibitory sub-class if at least 7% of inhibitory cells labeled by that line were found in that sub-907 

class. 908 

 909 

Data availability. The electrophysiological and morphological data supporting the findings of 910 

this study are available in the Allen Cell Types Database, celltypes.brain-map.org. Morphological 911 

data are also available through the NeuroMorpho.org repository65, neuromorpho.org. 912 

 913 

Code availability. The Vaa3D morphological reconstruction software, including the Mozak 914 

extension, is freely available at www.vaa3d.org and its code is available at 915 

https://github.com/Vaa3D. The code for electrophysiological and morphological feature 916 

analysis is available as part of the open-source Allen SDK repository 917 

(alleninstitute.github.io/AllenSDK). 918 

 919 
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Figure 1: A pipeline to generate and analyze standardized morpho-electric data at scale. (a) 

An in vitro single cell characterization pipeline was established to generate standardized 

electrophysiological and morphological data from mouse cortical neurons. Mouse brains were 

imaged during vibratome sectioning to aid in cell localization to a common mouse reference 

atlas, Allen Mouse Common Coordinate Framework version 3 (CCF v3). Fluorescently labeled 

neurons from specific transgenic mouse lines were recorded by whole cell patch clamping to 

characterize each cell’s intrinsic electrical properties. During the electrophysiology recording, 

cells were filled with biocytin, then tissue slices were fixed, stained and mounted, and imaged 

in a high-resolution z stack. High quality cells were then manually reconstructed based on the z-

stack images. (b) Electrophysiology, imaging, and morphology data and metadata for each cell 

are made freely accessible through the Allen Cell Types Database. An interactive user interface 

allows users to filter thousands of cells by electrophysiology and morphology features, then 

each cell has a specific page with detailed electrophysiology and morphology data, when 

available. (c) Each cell was stimulated with a standard electrophysiological stimulation 

paradigm, allowing for routine feature extraction and alignment of data traces from diverse cell 

types. Both raw data and series of features extracted from action potential trains underwent 

sparse principal component analysis followed by Gaussian mixture model fitting and clustering. 

(d) A subset of neurons were morphologically reconstructed followed by feature extraction, 

including branching and profile statistics. Neurons were clustered morphologically by 

hierarchical clustering followed by hybrid tree cutting. 
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Figure 2: Classification of electrophysiological properties. (a) Action potential waveforms of 

n=1,851 cells evoked by a short (3 ms) current pulse, a long square (one second) current step, 

and a slow current ramp (25 pA/s). Example trace (top) and heat map of all responses (bottom). 

The cells in the heatmap are split into excitatory (spiny) cells above and inhibitory 

(aspiny/sparsely spiny) cells below (as determined from the images of each cell), and ordered 

within each of those groups by their average upstroke/downstroke ratio during long square 

current steps. The order of cells is the same in the heat maps of (a)–(d). In (a)–(c), vertical lines 

shown within examples separate data collected from different sweeps. Scale bar: 1 ms. (b) 

Membrane potential responses to hyperpolarizing current steps. Scale bar: 1 s. (c) Action 

potential threshold voltages of spikes evoked by a series of depolarizing current steps. Scale 

bar: 500 ms. (d) Interspike interval membrane potential trajectories. For a given sweep, each 

interspike interval duration was normalized, resampled to have a consistent number of points, 

aligned on the action potential threshold (set to 0 mV), and averaged together. Scale bar: 20% 

of interval. (e) Sparse principal component values collected from each data type, indicated by 

labels at the bottom. Each component’s values were transformed into a z-score. Rows are 

sorted into clusters indicated by left tick marks. (f) t-SNE plot with aspiny/sparsely spiny 

(collectively referred to as “aspiny”) and spiny neurons identified. (g) t-SNE plot with selected 

inhibitory-dominant transgenic lines identified. Only aspiny neurons from those lines are 

shown. (h) t-SNE plot with electrophysiology clusters identified. (i) Electrophysiology clusters (e-

types) and specific features. Dendrogram on left created by hierarchical clustering based on 

distances between each cluster’s centroid. For AP shape, cluster averages are shown as colors 

and grand average across all cells shown in gray. For histograms, cluster values are shown in 

colors and full population is shown in gray. All histograms are scaled to their highest value. For 

the f-I curve, the curve was aligned on the rheobase value and averaged. The average curve was 

plotted at the median rheobase. All rheobase values for cells in the clusters are shown in the 

histograms behind the average curve. 
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Figure 3: Unsupervised classification of spiny neurons into morphological types. (a) Heat map 

illustrating the distribution of 25 morphological features extracted from reconstructions of the 

apical and basal dendrites of spiny neurons (n = 199). Using hierarchical clustering and 

HybridTreeCutting, we identified 14 morphological types of excitatory neurons. The 

dendrogram shows the relationship among spiny morphological types. Each m-type is assigned 

a color that is maintained throughout the figure. Each m-type has two names, a numbered 

name (e.g., Spiny_1) and a descriptive name (e.g., Tufted, sparse L4). (b) Representative 

examples of each m-type are shown (with the exception of the one example of a spiny stellate 

neuron that clusters with cells in the Spiny_4 m-type), ordered by their representation in layers 

2/3-6b rather than by cluster number. Neurons in each m-type are shown in their approximate 

laminar location. Apical dendrites are presented in the lighter color, basal dendrites in the 

darker color. Scale bar: 450 µm. (c) Bar graph illustrating the relative expression of each m-type 

across the layers. (d) Features of the apical and basal dendrites vary systematically across m-

types. See Supplementary Table 2 for a description of how these morphological types relate to 

previously described types. See Supplementary Fig. 17 for all the morphologies that went into 

this clustering analysis, Supplementary Fig. 18 for a quantitative view of morphological features 

across clusters and Supplementary Fig. 16 for m-type representation across transgenic lines. All 

reconstructions and the corresponding images are available in our cell types database 

(http://celltypes.brain-map.org/).   
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Figure 4: Unsupervised classification of aspiny neurons into morphological types. (a) Heatmap 

illustrating the distribution of 30 features of the axon and/or dendrites extracted from 

reconstructions of superficial, aspiny neurons (n = 109). Dendrogram shows the relationship 

among superficial, aspiny m-types. There are 16 different m-types and each m-type is assigned 

a color that is maintained throughout the figure. (b) Heatmap illustrating the distribution of 10 

features of the axon and/or dendrites extracted from reconstructions of deep, aspiny neurons 

(n = 64). Dendrogram shows the relationship among deep, aspiny m-types. 5 m-types were 

identified. Across the superficial and deep aspiny populations, we identified a total of 21 m-

types. Each m-type has two names, a numbered name (e.g., Aspiny_S_1) and a descriptive 

name (e.g., Desc. Ax. Bi./tri. Den. 1). (c) Representative morphologies from each quantitatively 

defined superficial aspiny type. Neurons are shown in an m-type-specific color in their 

approximate laminar location. Axons are shown in the lighter color and dendrites in the darker 

color. (d) Representative morphologies from each quantitatively defined deep aspiny m-type. 

Scale bar: 450 µm (shared with (c)). (e-f) Features of the basal dendrites and axon vary 

systematically across superficial (e) and deep (f) m-types. See Supplementary Table 2 for a 

description of m-type names and relationship to previously described types. See Supplementary 

Fig. 19 for all morphologies that went into the analysis, Supplementary Fig. 20 and 21 for a 

quantitative view of morphological features across deep and spiny m-types, respectively, 

Supplementary Fig. 22 for the layer distribution of aspiny m-types and Supplementary Fig. 16 

for m-type representation across transgenic lines. All reconstructions and the corresponding 

images are available in our cell types database (http://celltypes.brain-map.org/).   
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Figure 5: Correspondence between electrophysiology, morphology, and transgenic labels. (a) 

t-SNE plot of electrophysiological features with e-types identified. (b) Jensen-Shannon 

divergence (JSD) between e-types in the electrophysiological projection. (c) t-SNE plot of 

electrophysiological features with m-types identified. (d) JSD between m-types in the 

electrophysiological projection. The colors of the m-types are the same in c and d. (e) t-SNE plot 

of electrophysiological features with transgenic lines identified. (f) JSD between transgenic lines 

in the electrophysiological projection. The colors of the transgenic lines are the same in (e) and 

(f). (g) Correspondence between m- and e-types. The size of the marker indicates the fraction of 

cells with a particular e-type within a given m-type (in columns). 44 excitatory and 68 inhibitory 

combinations were observed out of 84 and 231 possible combinations, respectively. Reported 

n’s for both m- and e-types only include cells that have a morphological reconstruction. 
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Figure 6: Correspondence of electrophysiological and morphological types with 

transcriptomic types. (a-j) Transgenic line/layer combinations that label relatively specific 

transcriptomic types (t-types) and their corresponding e- and m-types. Leftmost bar chart 

shows the fraction of cells in a t-type identified by another study from FACS data collected with 

the same transgenic line and layer sampling14. T-types with fractions of 0.05 or more are 

shown. tSNE plots show the e-types (colors) and cells in this study collected from the given 

transgenic line/layer combination (circles). Stacked bars indicate the proportions of e-types 

observed. Center bar plot shows the different m-types observed in a given transgenic line/layer 

combination and the distribution of me-types within that m-type. Right panels show example 

cell morphologies and electrophysiological responses for up to three most populous me-types 

for that transgenic line/layer combination. Horizontal lines on morphology plots indicate layer 

boundaries (solid: measured for given cell, dotted: averages when cell-specific boundaries not 

available). Gray is axon, black is dendrite. 
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Figure 7: Morphological/electrophysiological types and transcriptomic subclasses. (a) Layer 

distribution of all recorded excitatory cells grouped by e-type and m-type. Top traces show 

representative responses for each e-type. Each marker represents a cell; colors indicate a 

morphologically reconstructed cell (key on right) while gray cells do not have a reconstructed 

morphology. Cells with the same m-type appear in the same column within an e-type. Example 

morphologies of the most common m-types within a given e-type are shown at bottom. Dotted 

lines indicate average layer borders. CT: corticothalamic, PT: pyramidal tract, IT: 

intratelencephalic. (b) Same as (a) for inhibitory cells. In (b), 81% to 100% of cells with 

transgenic labels within an e-type were consistent with the denoted transcriptomic subclass; 

we excluded the remaining cells that were inconsistent from the plot so as not to indicate 

correspondences between me-types and transcriptomic subclasses that are not supported by 

the transgenic labeling. For morphology plots, darker colors are dendrite, lighter are axon.  

 

  

certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was notthis version posted July 17, 2018. ; https://doi.org/10.1101/368456doi: bioRxiv preprint 

https://doi.org/10.1101/368456


Supplementary Figure1

a

b

La
m

p5
 P

ax
6

La
m

p5
 E

gl
n3

_1
La

m
p5

 E
gl

n3
_2

La
m

p5
 E

gl
n3

_3
La

m
p5

 P
dl

im
5

La
m

p5
 S

lc3
5d

3
La

m
p5

 V
ax

1
La

m
p5

 Lh
x6

Vi
p 

Se
rp

in
f1

Sn
cg

 C
ol

14
a1

Sn
cg

 P
tp

rk
Sn

cg
 C

ris
pl

d2
Sn

cg
 S

lc1
7a

8
Vi

p 
Ig

fb
p6

Vi
p 

Re
ln

Vi
p 

Gp
c3

Vi
p 

Lm
o1

_1
Vi

p 
Lm

o1
_2

Vi
p 

Rs
po

4
Vi

p 
Cb

ln
4_

1
Vi

p 
Cb

ln
4_

2
Vi

p 
Ht

r1
f

Vi
p 

C1
ql

1
Vi

p 
Cr

isp
ld

2_
1

Vi
p 

Cr
isp

ld
2_

2
Ss

t M
yh

8_
1

Ss
t M

yh
8_

2
Ss

t M
yh

8_
3

Ss
t C

ho
dl

Ss
t M

yh
8_

Et
v1

Ss
t E

tv
1_

1
Ss

t E
tv

1_
2

Ss
t E

tv
1_

3
Ss

t E
tv

1_
4

Pv
al

b 
Il1

ra
pl

2
Ss

t T
ac

2
Ss

t C
1q

l3
Ss

t H
ps

e_
1

Ss
t H

ps
e_

2
Ss

t C
rh

r2
_1

Ss
t C

rh
r2

_2
Ss

t N
ts

Pv
al

b 
Ga

br
g1

Pv
al

b 
Th

Pv
al

b 
Ca

lb
1

Pv
al

b 
 P

rd
m

8
Pv

al
b 

Gp
r1

49
Pv

al
b 

Re
ln

Pv
al

b 
Vi

pr
2

N 
(c

el
ls)

N 
(m

ice
)

Htr3a-Cre_NO152 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 186 87
Sst-IRES-Cre 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 123 65
Pvalb-IRES-Cre 1 1 1 1 1 1 1 1 1 1 1 1 168 97
Ndnf-IRES2-dgCre 1 1 1 1 1 89 43
Vip-IRES-Cre 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 81 43
Chat-IRES-Cre-neo 1 1 1 1 1 1 1 52 32
Chrna2-Cre_OE25 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 55 19
Nos1-CreERT2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 27 11
Nos1-CreERT2;Sst-IRES-FlpO 1 1 1 1 19 8
Vipr2-IRES2-Cre 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 25 9
Nkx2-1-CreERT2 1 1 1 1 1 1 49 17
Oxtr-T2A-Cre 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 36 7

VI
Sp

 L2
/3

 IT
 C

dh
13

_1
VI

Sp
 L2

/3
 IT

 C
dh

13
_2

VI
Sp

 L2
/3

 IT
 A

gm
at

VI
Sp

 L4
 R

sp
o1

VI
Sp

 L5
 E

nd
ou

VI
Sp

 L5
 IT

 H
sd

11
b1

VI
Sp

 L5
 IT

 B
at

f3
VI

Sp
 L5

 IT
 C

ol
6a

1
VI

Sp
 L5

 IT
 P

ld
5

VI
Sp

 L6
 IT

 C
d5

2
VI

Sp
 L6

 IT
 C

ol
23

a1
VI

Sp
 L6

 IT
 M

ar
ck

sl1
VI

Sp
 L6

 IT
 C

ar
3

VI
Sp

 L5
 P

T 
Ch

rn
a6

VI
Sp

 L5
 P

T 
Cd

c4
2e

p5
VI

Sp
 L5

 P
T 

Bm
p5

VI
Sp

 L5
 P

T 
Pt

gf
r

VI
Sp

 L5
 P

T 
C1

ql
2

VI
Sp

 L5
 P

T 
Ct

xn
3

VI
Sp

 L5
 N

P 
Ra

pg
ef

3
VI

Sp
 L5

 N
P 

Sl
c1

7a
8

VI
Sp

 L6
 C

T 
Gp

r1
39

VI
Sp

 L6
 C

T 
Ad

cy
ap

1
VI

Sp
 L6

 C
T 

Dl
x4

VI
Sp

 L6
 C

T 
Ct

xn
3

VI
Sp

 L6
 C

T 
Pt

pr
t

VI
Sp

 L6
b 

Rp
rm

VI
Sp

 L6
b 

M
up

5
VI

Sp
 L6

b 
Co

l8
a1

L6
b 

P2
ry

12
VI

Sp
 L6

b 
Cr

h
L6

b 
M

up
3

N 
(c

el
ls)

N 
(m

ice
)

Cux2-CreERT2* 1 1 1 1 91 52
Nr5a1-Cre 1 1 1 1 1 95 53
Rorb-IRES2-Cre-neo 1 1 1 1 128 59
Scnn1a-Tg3-Cre 1 1 1 1 1 1 68 30
Scnn1a-Tg2-Cre 1 1 45 24
Rbp4-Cre_KL100 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 86 37
Sim1-Cre_KJ18 1 1 1 1 1 1 1 1 1 13 7
Tlx3-Cre_PL56 1 1 1 1 1 1 19 9
Glt25d2-Cre_NF107 1 11 5
Ntsr1-Cre_GN220 1 1 1 1 1 1 60 26
Oxtr-T2A-Cre 1 1 1 1 1 36 7
Ctgf-T2A-dgCre 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 51 28

certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was notthis version posted July 17, 2018. ; https://doi.org/10.1101/368456doi: bioRxiv preprint 

https://doi.org/10.1101/368456


 

 

Supplementary Figure 1: Transgenic line-based sampling strategy. (a) Inhibitory-dominant 

transgenic lines used in study (rows) and inhibitory transcriptomic types (columns) labeled by 

each line. Broad lines (e.g. Htr3a-Cre_NO152, Sst-IRES-Cre, Pvalb-IRES-Cre) were chosen to 

cover the majority of inhibitory transcriptomic types in VISp. Additional lines were chose to fill 

in missing types and to label specific types more selectively. (b) Excitatory-dominant transgenic 

lines used in study (rows) and excitatory transcriptomic types (columns) labeled by each line. 

Excitatory-dominant lines tended to be more selective and were enriched in specific cortical 

layers. 
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b. Inhibitory Cre line sampling
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Supplementary Figure 2: Sampling results per transgenic line. A summary of the layer 

distribution of cells recorded from each transgenic line. For each transgenic line: Left, 2-photon 

composite image of coronal slice of primary visual cortex showing distribution of fluorescent 

neurons. Images were obtained and processed as described in Oh et al., Nature 2014. Column 

2, Stacked histogram of spiny (green) and aspiny (brown) cells sampled. Darker bars indicate 

those cells that were also morphologically reconstructed. 
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a. Standard Quality Control

Pre-stimulus
• Bridge balance: < 20 MΩ and 15% of the Rinput
• Bias current: 0 +/-100 pA
• High  frequency  noise/patch  instability: RMS noise in 

1.5 ms and 500 ms windows < 0.07 mV and 0.5 mV, 
respectively

Post-stimulus
• Vm within 1 mV of pre-Vm

Standard ‘test pulse’

Cell – level
• Electrode must be ‘zeroed’ before recording
• A GΩ seal must have been reached prior to break-in. 
• Initial access resistance must be < 20 MΩ and  <15%  

of  the  Rinput.
• Electrode drift: The final voltage recording must be 

within 1 mV of the original voltage for every 10 
minutes of data recording.

Sweep - level

b. Standard Stimulus Design
Standard stimuli were chosen to 
a) interrogate intrinsic membrane mechanisms that underlie the input/output function of neurons 
b) relate data to previous studies.

mV

pA

mV

pA

Long Square Stimulus
Square pulse of a duration to allow 
the neuron to come to steady-state.
Details: 1 s current injections from -
110 pA to rheobase + 160 pA, in 20 
pA increments.
Typical order: Third
Repeats: Single sweep for each sub 
/ suprathreshold pulse, >= 3 sweeps 
at rheobase

mV

pA

Short Square Stimulus
Square pulse brief enough to elicit 
a single action potential.
Details: 3 ms current injections 
used to find the action potential 
threshold within 10 pA.
Typical order: Second
Repeats: >= 3 sweeps at threshold

mV

pA

Ramp Stimulus
Current injection of increasing 
intensity at a rate much slower than 
neuron’s time constant.
Details: Ramp of 25 pA per 1 
second, terminated after a series of 
action potentials are acquired.
Typical order: First
Repeats: 3

mV

pA
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Supplementary Figure 3: Electrophysiology quality control and stimuli. (a) Each cell was 

subject to a number of gates to insure stable quality recordings. Sweeps were manually 

inspected for artifacts and for correct bridge balance settings using a short standard ‘test pulse’ 

preceding the stimulus. In addition, poor quality sweeps were automatically rejected from 

analysis using a series of criteria before and after the stimulus. (b) The electrophysiology 

properties of each cell were probed using three standard stimuli: long and short square steps, 

as well as a ramp current injection. 
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Supplementary Figure 4: Electrophysiology clustering methodology. (a) Example action 

potential waveforms of an example cell evoked by a short (3 ms) current pulse, a long square 

(one second) current step, and a slow current ramp (25 pA/s). (b) Heat map of all action 

potential waveforms from inhibitory cells (n=966). (c) Sparse principal component weights of 

the data in b. Time scale is the same in (a-c). (d) Adjusted explained variances of sparse 

principal components shown in (c). (e) Sparse principal component values collected from each 

data type, indicated by labels at the bottom. For example, the seven sparse principal 

components obtained from the action potential waveforms populate the first seven columns of 

the matrix in (d). Component values were transformed into a z-score. Rows are sorted into 

clusters indicated by left tick marks (Methods). 
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Supplementary Figure 5
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Supplementary Figure 5: Merging GMM components and co-clustering analysis. (a-b) Bayesian 

information criteria (BIC) values (normalized to the minimum) for Gaussian mixture models fit 

using the excitatory (a) and inhibitory (b) neuron data with different numbers of components. 

The model with the lowest BIC (K=13 components in (a), K=17 components in (b)) was selected 

as the best representation of the data. (c-d) Entropy as Gaussian mixture model components 

were merged, plotted against the cumulative number of samples merged. Merging was stopped 

when the rate of entropy decrease slowed (excitatory: N=6 clusters with n > 1 cell in (c); 

inhibitory: N=11 clusters in (d)), determined by a two-part piecewise linear fit (Methods). (e-f) 

Pairwise co-clustering results for excitatory (e) and inhibitory (f) cells. 100 random subsamples 

containing 80% of the data were generated and clustered by GMM fit and merging. Heatmap 

shows the fraction of times a given pair of cells were in the same cluster. Cells are ordered by 

clusters determined from the full data set, indicated by row and column colors. (g-h) Average 

co-clustering fractions between final clusters for excitatory (g) and inhibitory (h) cells. All 

within-cluster fractions were observed to be at least 0.1 than the maximum cross-cluster 

fractions for each cluster. 
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Supplementary Figure 6: Comparison of separate and combined electrophysiology clustering 

analyses. (a) t-SNE projection of electrophysiological data from only excitatory (spiny) neurons. 

Colors indicate excitatory electrophysiological clusters. (b) t-SNE projection of 

electrophysiological data from only inhibitory (aspiny) neurons. Colors indicate inhibitory 

electrophysiological clusters. (c) Comparison of electrophysiological clusters obtained by 

separate analyses of excitatory and inhibitory neurons (rows) and a combined analysis of all 

cells together (columns). Note that nearly all the excitatory neurons fall into the combined 

clusters 1-3, while inhibitory neurons generally fall into similar clusters in both the separate and 

combined cases. 
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Supplementary Figure 7: Transgenic lines on the electrophysiological projection. 

Electrophysiology-based t-SNE plots with cells from different transgenic lines highlighted. 

Colors indicate electrophysiological cluster labels (see Fig. 2). Cells that were fluorescent-

reporter positive with a given transgenic driver are indicated with black circles. 
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Supplementary Figure 8: Latency to first action potential. Each row presents information from 

a different electrophysiological cluster. Dendrogram on left based on distances between cluster 

centroids (see Fig. 2). Histogram shows the maximum latency to the first spike observed per cell 

across six long square current steps (from rheobase to rheobase + 100 pA). Gray histogram is all 

cells, colored histograms are cells of that cluster. Histograms are normalized to their maximum 

values. On the right, cells in each cluster have been divided into groups based on their 

maximum latency: 0 s to 0.2 s, 0.2 s to 0.5 s, and 0.5 to 1 s (indicated by shaded regions on line 

plots and upper example traces). Line plots show how the latency per sweep changes as the 

stimulus amplitude is varied. Example traces show a representative cell for each 

cluster/category combination; upper trace is the one with the longest latency from a cell, lower 

trace is the next longest from the same cell. Selected examples are indicated on the line plots 

by thicker lines and circles. 
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Supplementary Figure 9: Bursting firing patterns. Each row presents information from a 

different electrophysiological cluster. Dendrogram on left based on distances between cluster 

centroids (see Fig. 2). Histogram shows the maximum burst ratio observed per cell across six 

long square current steps (from rheobase to rheobase + 100 pA). The burst ratio is defined as 

the firing rate of the fastest segment divided by the firing rate of the segment(s) with the most 

action potentials (Methods); the median across segments was used for the latter in the case of 

ties. Gray histogram is all cells, colored histograms are cells of that cluster. Histograms are 

normalized to their maximum values. On the right, cells in each cluster have been divided into 

groups based on their maximum burst ratio: 1 to 2, 2 to 5, and 5 or more (indicated by shaded 

regions on line plots). Line plots show how the maximum burst ratio per sweep changes as the 

stimulus amplitude is varied. Example traces show a representative cell for each 

cluster/category combination; upper trace is the one with the highest burst ratio, lower trace is 

the next highest from the same cell. Lines underneath the traces indicate the segment with 

highest firing rate (black) and the segment(s) with the most action potentials (gray). Selected 

examples are indicated on the line plots by thicker lines and circles. 
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Supplementary Figure 10: Pausing firing patterns. Each row presents information from a 

different electrophysiological cluster. Dendrogram on left based on distances between cluster 

centroids (see Fig. 2). Histogram shows the maximum pause ratio observed per cell across six 

long square current steps (from rheobase to rheobase + 100 pA). The pause ratio is defined as 

the average interspike interval duration of the segment with the slowest firing divided by the 

average interspike interval of the segment(s) with the most action potentials (Methods); the 

median across segments was used for the latter in the case of ties. Gray histogram is all cells, 

colored histograms are cells of that cluster. Histograms are normalized to their maximum 

values. On the right, cells in each cluster have been divided into groups based on their 

maximum pause ratio: 1 to 3, 3 to 10, and 10 or more (indicated by shaded regions on line 

plots). Line plots show how the maximum burst ratio per sweep changes as the stimulus 

amplitude is varied. Example traces show a representative cell for each cluster/category 

combination; upper trace is the one with the highest burst ratio, lower trace is the next highest 

from the same cell. Lines underneath the traces indicate the segment with highest firing rate 

(black) and the segment(s) with the most action potentials (gray). Selected examples are 

indicated on the line plots by thicker lines and circles. 
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Supplementary Figure 11: Firing frequency adaptation. Each row presents information from a 

different electrophysiological cluster. Dendrogram on left based on distances between cluster 

centroids (see Fig. 2). Histogram shows the median adaptation index observed per cell across 

six long square current steps (from rheobase to rheobase + 100 pA). Center plots show the 

firing rates (calculated in 20 ms bins) from the sweep at the median adaptation index, 

normalized to the highest firing rate of the sweep. All cells from the cluster are shown as gray 

lines, the cluster medians are shown as the thick colored lines, and the grand median across all 

cells is shown as a dotted line. Note that the non-monotonic median of Inh_4 is due to many 

cells in that cluster exhibiting pauses in firing (where the instantaneous firing rate falls to zero) 

toward the start of the stimulus period. Right plots show how the adaptation index varied 

across six long square current steps (from rheobase to rheobase + 100 pA). 
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Supplementary Figure 12: Transgenic lines and electrophysiological types. Fraction of cells 

from each transgenic line examined (rows) that fall into each e-type (columns). Dot size 

indicates the fraction of the row falling into a given column, and color indicates e-type. 
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Supplementary Figure 13: Electrophysiological types and cortical layers. Distribution of cells 

from each electrophysiological cluster across the cortical layers. 
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Supplementary Figure 14: Inh_5 electrophysiology cluster t-SNE distribution by Cre line and 

layer. Focused analysis of the region of the electrophysiology t-SNE feature-space where e-type 

Inh_5 shows patterns based on Cre line and layer distribution. Cells within this cluster are 

divided between a superficial group, dominated by Ndnf+ cells in layer 1 and Htr3a+ cells in 

layer 2/3. Deeper cells within this cluster are either Htr3a+, with longer action potentials and 

more regular firing, or a mixture of Htr3a+ and Nkx2.1+ neurons with faster action potentials 

and more irregular firing patterns. Note that these different cells are all found within the large 

southern inhibitory island of the t-SNE plot (magnified on the top right hand).  
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Supplementary Figure 15: (a) Partitioning of Aspiny neurons into superficial and deep 

populations.  Hierarchical clustering of aspiny neurons with all aspiny neurons and features 

shows a clear division between two groups, which correspond to superficial and deep layers. 

The Left/Right partition of the clustering tree is shown in PCA domain. (b) Co-clustering 

Analysis. Co-clustergram (top) and mean co-clustering rate (bottom). 100 runs of clustering 

with 90% subsampling in 10fold cross validation manner shows robustness of each cluster. 
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Supplementary Figure 16: Transgenic lines and morphological types. Fraction of cells from 

each transgenic line examined (rows) that fall into each m-type (columns). Dot size indicates 

the fraction of the row falling into a given column, and color indicates m-type.  



L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Supplementary Figure 17 (part 1)

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Spiny_1

Spiny_2

Spiny_3

Spiny_4

Spiny_1

Spiny_2

Spiny_2

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Spiny_3



L1

L2/3

L4

L5

L6

wm

Supplementary Figure 17 (part 2)

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Spiny_4

Spiny_5

L1

L2/3

L4

L5

L6

wm

Spiny_6

L1

L2/3

L4

L5

L6

wm

Spiny_6

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Spiny_7

Spiny_7

Spiny_7



L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Supplementary Figure 17 (part 3)

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Spiny_8

Spiny_9

Spiny_10

Spiny_8

Spiny_9

L1

L2/3

L4

L5

L6

wm

Spiny_10

Spiny_10

Spiny_10

L1

L2/3

L4

L5

L6

wm



L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Supplementary Figure 17 (part 4)

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

L1

L2/3

L4

L5

L6

wm

Spiny_10

Spiny_11

Spiny_12

Spiny_13

Spiny_13

Spiny_14



 

 

Supplementary Figure 17: Spiny neuron morphology. All 3D reconstructions used in our 

quantitative analysis are displayed in their approximate laminar location within the cortical 

thickness. Two views of each reconstruction are shown. For each cell, the XY dimension view is 

on the left and the YZ dimension view is on the right and has an arrow indicating the Z 

dimension (in this case, Z is into the depth of the coronal slice). Reconstructions are color-

coded by cluster. Apical dendrites appear in the lighter hue and basal dendrites in the darker 

hue. We reconstructed neurons with intact, apical dendrites and healthy, relatively intact basal 

dendrites. Neurons were sampled from cortical layers 2/3-6b and using a range of layer-

selective Cre lines in mouse primary visual cortex. A wide diversity of morphologies can be 

observed. (N = 199). 
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Supplementary Figure 18: Spiny neuron morphology features by cluster. Based on 3D 

reconstructions of the apical and basal dendrites, we extracted numerous morphological 

features from each neuron.  Population histograms of each of 27 representative features are 

shown. Many of the features vary substantially across m-types (N = 199). 
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Supplementary Figure 19 (part 4)
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Supplementary Figure 19 (part 5)
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Supplementary Figure 19: Aspiny and sparsely spiny neuron morphology. All 3D 

reconstructions that went into our quantitative analysis are displayed in their approximate 

laminar location within the cortical thickness. Two views of each reconstruction are shown. For 

each cell, the XY dimension view is on the left and the YZ dimension view is on the right and has 

an arrow indicating the Z dimension (in this case, Z is into the depth of the coronal slice). 

Dendrites are displayed in the darker hue and axon in the lighter hue. We reconstructed 

neurons with healthy, relatively intact dendrites and extensive local axon. Neurons were 

sampled from all cortical layers and across the major genetically and/or morphologically 

defined classes in mouse primary visual cortex. A wide diversity of morphologies can be 

observed. (N = 173). 

 

  



Supplementary Figure 20 (part 1)



Supplementary Figure 20 (part 2)
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Supplementary Figure 20: Aspiny and sparsely spiny superficial neuron morphology features 

by cluster. Based on 3D reconstructions of the basal dendrites and local axon, we extracted 

numerous morphological features from each neuron.  Population histograms of 34 

representative features are shown. Many of the features vary substantially across m-types (N = 

109). 

 

  



Supplementary Figure 21
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Supplementary Figure 21: Aspiny and sparsely spiny deep neuron morphology features by 

cluster. Based on 3D reconstructions of the basal dendrites and local axon, we extracted 

numerous morphological features from each neuron.  Population histograms of 14 

representative features are shown. Many of the features vary substantially across m-types (N = 

64). 

 

 

  



Supplementary Figure 22
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Supplementary Figure 22: Representation of Aspiny superficial and deep neuron 

morphological clusters per layer. Relative distribution of the aspiny m-types across cortical 

layers 1-6. 

 

  



Supplementary Figure 23



 

 

Supplementary Figure 23: Morphological types on the electrophysiological projection. 

Electrophysiology-based t-SNE plots with cells from different m-types highlighted. Colors 

indicate e-type labels (see Fig. 2). Cells with the indicated m-type are indicated with black 

circles. 

 

  



 

 

 

 

Supplementary Table 1. Electrophysiological data sets. 

 

 NAME DESCRIPTION TYPE  SPARSE 

COMPONENTS 

(EXC. / INH. / ALL) 

1.  AP Vm Vm of first AP from short 

pulse, long step, and ramp; 

includes 3 ms after AP 

threshold 

Waveform  7 / 6 / 5 

2.  AP dV/dt Time derivative of (1) Waveform 8 / 8 / 8 

3.  ISI shape Average of ISI voltage 

trajectories, aligned to the 

threshold of the initial AP 

and normalized in duration 

Waveform 3 / 3 / 3 

4.  Subthr. (abs.) Concatenated responses to 

hyperpolarizing current 

steps (from -10 pA to -90 

pA) 

Waveform; steps 

from -90 pA to -

10 pA 

2 / 2 / 2 

5.  Subthr. (norm.) Response to largest 

amplitude hyperpolarizing 

current step, aligned to 

baseline membrane 

potential and normalized by 

maximum voltage deflection 

Waveform 4 / 5 / 5 

6.  PSTH AP counts in 50 ms bins, 

divided by bin width 

Binned (50 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

6 / 6 / 5 

7.  Inst. firing rate Instantaneous firing rate 

across long steps 

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

6 / 5 / 5 

8.  Up/down Upstroke/downstroke ratio 

across long steps 

  

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

2 / 2 / 2 

9.  AP peak AP peak across long steps 

 

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

2 / 2 / 2 



 

 

10.  AP fast tr. AP fast trough across long 

steps 

 

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

2 / 2 / 2 

11.  AP thresh. AP threshold across long 

steps 

 

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

3 / 4 / 4 

12.  AP width Upstroke/downstroke ratio 

across long steps 

 

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

2 / 2 / 2 

13.  Inst. freq. 

(norm.) 

Instantaneous firing rate 

across long steps, 

normalized to maximum 

rate for each step 

Binned (20 ms); 

steps from 

rheobase to 

rheobase + 100 

pA 

6 / 7 / 7 

 

  



 

 

Supplementary Table 2: Comparison between Allen morphological types and existing 

literature. 

 

Cluster 

# 

M-type # M-type Description Qualitatively-defined Type 

Targeted 

1 Spiny_1 Tufted, sparse L4 Simple Tufted6,27,29  

 

2 Spiny_2 Non-Tufted L4 Star Pyramid6,66 

 

3 Spiny_3 Inverted L6a,b Inverted Pyramid25 

 

4 Spiny_4 Wide, short L2/3  Pyramid-L2/36, Spiny Stellate6,27,66 

5 Spiny_5 Wide, short L6a,b Cortico-cortical (CC)6,27,29  

6 Spiny_6 Wide, short L6b  Subplate25,38  

7 Spiny_7 Tufted, thick L5 Thick Tufted; Tall, Tuft (TT)6,27,29  

8 Spiny_8 Narrow L6a 1 Cortico-thalamic (CT) 6,27,29, Type 

I9 

9 Spiny_9 Tufted L5 Simple Tufted; Slender Tuft6,27,29  

10 Spiny_10 Tufted L4,5 Simple Tufted; Tufted PC6,27,29  

11 Spiny_11 Tufted L2/3,4 Simple Tufted6,27,29   

 

12 Spiny_12 Tufted L4 1 Tall-simple29; Slender Tuft6,27 

13 Spiny_13 Narrow L6a 2 Cortico-thalamic (CT) 6,27,29, Type 

II9 

14 Spiny_14 Tufted L4 2 Simple Tufted; Slender Tuft6,27,29 

15 Aspiny_S_1 Descending axon 

bipolar/tripolar 

dendrites 1 

Bipolar Cells (BPs); Bitufted Cell 

(BTC); Horsetail Cell; Double 

Bouquet Cell (DBC)6,39,40,42  

16 Aspiny_S_2 Descending axon bituft 

dendrites 1 

Bipolar Cells (BPs); Bitufted Cell 

(BTC); Horsetail Cell; Double 

Bouquet Cell (DBC) 6,39,40,42 



 

 

17 Aspiny_S_3 Descending small axon 

bidirectional dendrites  

Bipolar Cells (BPs); Bitufted Cell 

(BTC); Horsetail Cell; Double 

Bouquet Cell (DBC) 6,39,40,42 

18 Aspiny_S_4 Descending axon 

bipolar/tripolar 

dendrites 2 

Bipolar Cells (BPs); Bitufted Cell 

(BTC); Horsetail Cell; Double 

Bouquet Cell (DBC) 6,39,40,42 

19 Aspiny_S_5 Dense L1 axon small 

dendrites 1 

Neurogliaform cell (NGCs)5,6,41 

20 Aspiny_S_6 Dense L1 axon small 

dendrites 2 

Neurogliaform cell (NGCs) )5,6,41 

21 Aspiny_S_7 Asc. small axon 1 Basket Cell (BC)5,6 

 

22 Aspiny_S_8 L1 asc. axon 1 Martinotti Cells (MCs) 5,6,67 

23 Aspiny_S_9 L1 bidirectional wide 

axon 

Martinotti Cells (MCs) 5,6,67; 

Translaminar cells9 

24 Aspiny_S_10 Descending wide axon 

bipolar/tripolar 

dendrites  

Bipolar Cells (BPs); Bitufted Cell 

(BTC); Horsetail Cell; Double 

Bouquet Cell (DBC) 6,39,40,42 

 

25 Aspiny_S_11 Descending axon small 

dendrites, jux. 1 

Chandelier Cells (ChC)5,6,43  

26 Aspiny_S_12 Descending axon small 

dendrites, jux. 2 

Chandelier Cells (ChC) 5,6,43 

27 Aspiny_S_13 Dense axon, 

overlapping 1 

Neurogliaform (NGC); Basket Cell 

(BC); Martinotti Cell (MC) 5,6 

 

28 Aspiny_S_14 Dense axon, 

overlapping 2 

Neurogliaform Cell (NGC) 5,6,41 

29 Aspiny_S_15 Dense small axon, 

overlapping 

Basket Cell (BC) 5,6 

30 Aspiny_S_16 Dense axon, 

overlapping 3 

Basket Cell (BC) 5,6 



 

 

31 Aspiny_D_1 Asc. lg. axon Translaminar9; Non-Martinotti 

Cell (NMC)67 

32 Aspiny_D_2 L1 asc. axon 2 Translaminar9; Non-Martinotti 

Cell (NMC)67 

33 Aspiny_D_3 Asc. small axon 2 Non-Martinotti Cell (NMC) 67; 

Basket Cell (BC)5,6 

34 Aspiny_D_4 Descending axon bituft 

dendrites 2 

Bipolar Cells (BPs); Bitufted Cell 

(BTC); Horsetail Cell; Double 

Bouquet Cell (DBC) 6,39,40,42 

35 Aspiny_D_5 Descending small axon Neurogliaform (NGC)5,6,41; Basket 

Cell (BC) 5,6; Non-Martinotti Cell 

(NMC) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Supplementary Table 3: Description of morphological features 

 

 Feature Name Feature Description 

 
  

 Branching Pattern Features   

1.  average_diameter the average diameter of all non-soma nodes. 

2.  depth the difference between minimum and maximum Z 

position values of all non-soma nodes in the 

morphology 

3.  early_branch the ratio of the largest 'short branch' length to the 

maximum path length.  

4.  height the difference between minimum and maximum Y 

position values of all non-soma nodes in the 

morphology 

5.  high_xyz maximum xyz coordinate of all non-soma nodes  

6.  low_xyz minimum xyz coordinate of all non-soma nodes  

7.  max_branch_order the maximum number of bifurcations (or 

trifurcations) encountered between the soma and 

all neurite tips (terminations).  

8.  max_euclidean_distance the spatial distance from the soma to the most 

distal node 

9.  max_path_distance the path distance from the soma to the furthest 

neurite tip 

10.  mean_contraction the ratio of the summed euclidean distance 

between bifurcations, and between bifurcations 

and tips, to the summed path distance between 

same.  

11.  mean_fragmentation average of the number of compartments between 

branch point and branch point, or branch point 

and tip (call this a "non-soma segment").  

12.  neurites_over_branches num_neurites / num_branches 

13.  num_bifurcations the number of bifurcations (i.e., nodes with two 

children) that exist in the morphology 

14.  num_branches the number of branches in the morphology 

15.  num_neurites number of compartments  

16.  num_nodes number of nodes  

17.  num_outer_bifurcations  number of bifurcations (branch points) that exist 

in the outer region of a tree or trees.  

18.  num_stems the number of stems sprouting from the soma 

19.  num_tips the number of terminations (i.e., nodes with zero 

children)  

20.  parent_daughter_ratio average ratio of parent to daughter radius for all 

bifurcations.  



 

 

21.  total_length the total length of all compartments  

22.  total_surface total surface area of all non-soma compartments.  

23.  total_volume total volume of all compartment 

24.  width the difference between minimum and maximum X 

position values of all non-soma nodes in the 

morphology 

25.  bifurcation_angle_local the mean angle between child compartments at 

all bifurcations 

26.  bifurcation_angle_remote the mean angle between the next bifurcation or 

neurite tip as measured at each bifurcation 

27.  bifurcation_kurt_xyz kurtosis of bifurcation  xyz coordinate 

28.  bifurcation_skew_xyz skewness of bifurcation  xyz coordinate 

29.  bifurcation_stdev_xyz bifurcation standard deviation in xyz coordinate 

30.  first_bifurcation_moment_xyz the centroid position of all bifurcation along each 

axis 

31.  second_bifurcation_moment_xyz the second moment (variance) of bifurcation 

locations along each axis 

32.  compartment_kurt_xyz kurtosis of compartment  xyz coordinate 

33.  compartment_skew_xyz skewness of compartment  xyz coordinate 

34.  compartment_stdev_xyz comparment standard deviation in xyz coordinate 

35.  first_compartment_moment_xyz the centroid of all compartments along each axis 

36.  second_compartment_moment_xyz the second moment (variance) of all 

compartments along each axis 

 Soma Features   

37.  soma_distance the path distance from the axon root to the soma 

surface, in microns 

38.  soma_surface the approximate area of the soma surface 

39.  soma_theta the relative radial position of the point where the 

neurite from which the axon derives exits the 

soma.  

 Combined Features   

40.  density dendrite total length / (dendrite compartment x 

range * dendrite_compartment y range) 

41.  densityR dendrite total length / (dendrite compartment 

stdev_x * dendrite_compartment stdev_y) 

42.  bifurcation_centroid_over_distance_xyz first_bifurcation_moment_xyz / 

(width,height,depth) 

43.  bifurcation_centroid_over_stdev first_bifurcation_moment / sqrt(second_bifurcati

on_moment) 

44.  bifurcation_stdev_over_centroid_xyz bifurcation stdev / first moment 

45.  bifurcation_stdev_over_distance_xyz bifurcation stdev / (width,height,depth) 

46.  compartment_centroid_over_distance_xyz first_compartment_moment_xyz / 

(width,height,depth) 



 

 

 compartment_centroid_over_stdev first_compartment_moment / sqrt(second_compa

rtment_moment) 

47.  compartment_stdev_over_centroid_xyz compartment stdev / first moment 

48.  compartment_stdev_over_distance_xyz compartment stdev / (width,height,depth) 

49.  compartment_variance_over_distance second_compartment_moment_xyz / 

(width,height,depth) 

 Overlap(Separation) Features positive if A is above B, negative otherwise 

51.     A.B_A(B)_overlap_y y-directional overlap in range between A and B 

with respect to A(B) 

52. A.B_A(B)_KLoverlap overlap is measured by Kullback-Leibler 

divergence using y-directional profile 

 Location Features   

53.  rel.soma.depth relative soma depth between pia and white mater 

 Node Count Features   

54.  count.X1(23,4,5,6a,6b) number of nodes in  the estimated layers 

55.  rawcount (0.05,1) Node counts in first 5,10% of y-directional range 

56.  normcount (0.05,1) Node counts in first 5,10% of y-directional 

range/all nodes 

 Profile Features   

58.  profile_hist_probL1(L23,L4,L5,L6a,L6b) 6 bin (0,0.1,0.3,0.45,0.7.0.95,1.0) summary of 

normalized histogram for y-directional projection 

59.  profile_hist_sumL1(L23,L4,L5,L6a,L6b) 6 bin (0,0.1,0.3,0.45,0.7.0.95,1.0) summary of 

histogram for y-directional projection 

60.  profile_hist_sum  sum of 6 bin summary 

61.  profile_hist_span range of y-directional projection 

62.  corT1,..,corT6 correlation of 10 bin summary of y-directional 

projection  to 6 shape templates 

 Relative Features   

63.  A.B.height.diff(.norm) height difference between A and B (normalized by 

overall height) 

64.  A.B.width.diff(.norm) width difference between A and B (normalized by 

overall width) 
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