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Abstract-In this paper a computer-aided diagnostic system for 
the classification of hepatic lesions from Computed 
Tomography (CT) images is presented. Regions of Interest 
(ROI’s) taken from non-enhanced CT images of normal liver, 
hepatic cysts, hemangiomas, and hepatocellular carcinomas (a 
total of 147 samples), have been used as input to the system. 
The system consists of two levels: the feature extraction and the 
classification levels. The feature extraction level calculates the 
average grey scale and 48 texture characteristics, which are 
derived from the spatial grey-level co-occurrence matrices, 
obtained from the ROI’s. The classifier level consists of three 
sequentially placed feed-forward Neural Networks (NN’s), 
which are activated sequentially. The first NN classifies into 
normal or pathological liver regions. The pathological liver 
regions are classified by the second NN into cysts or “other 
disease”. The third NN classifies “other disease” into 
hemangiomas and hepatocellular carcinomas. In order to 
enhance the performance of the classifier and improve the 
execution time, the dimensionality of the initial feature vector 
has been reduced using the sequential forward floating 
selection method for each individual NN input vector. A total 
classification rate of 98% has been achieved. 
Keywords–Texture features, sequential floating forward 
selection, neural network, classification, liver CT images 

 
I. INTRODUCTION 

 
The use of medical imaging and tissue characterisation 

techniques is becoming increasingly popular in diagnosis, 
treatment and research. However, in the case of liver 
disease, characterisation of hepatic lesions from Computed 
Tomography (CT) or B-Scan Ultrasound is troublesome, 
even for experienced radiologists, and often requires 
confirmation by biopsies, or other invasive techniques [1]. 
To overcome this, a variety of computer-aided diagnostic 
systems have been proposed. The system involves use of 
different measures, such as texture features, grey scale, 
fractal dimension estimators or shape descriptors, combined 
with a classifier [2-4]. Recently, it has been reported that 
texture features combined with Neural Networks (NN�s) can 
improve the performance of the classification of hepatic 
tissues. More specifically, in [3], a classification rate of 
about 83% has been achieved using texture features with a 
probabilistic NN classifier, in order to classify hepatoma and 
hemangioma regions taken from CT images, while in [4] the 
accuracy was 100% using texture features combined with a 
2 layered feed-forward NN classifier for the classification of 
ultrasound images into normal tissue, hemangioma and 
malignancy. 

In this paper, a diagnostic system has been developed, 
in order to classify four (4) hepatic tissue types: normal liver 

(C1), hepatic cyst (C2), hemangioma (C3), and 
hepatocellular carcinoma (C4).  
 

II. METHODOLOGY 
 

The proposed diagnostic system is presented in Fig. 1. It 
consists of two levels: the feature extraction level and the 
classifier levels. 
 
A. Data 
 

The Second Department of Radiology of the Medical 
School of Athens, Greece has provided the data used for the 
training of the diagnostic system. The acquired non-
enhanced CT images have a resolution of 512×512 pixels, 
with 8-bit grey-level at the W150+60 window, and they 
have been taken from both patients and healthy controls. All 
the hepatic lesions have been validated by needle biopsies, 
density measurements and the typical pattern of 
enhancement after the intravenous injection of iodine 
contrast. Experienced radiologists have delineated the 
position, size and extent of the lesions. Α total of 147 free-
hand regions of interests (ROI�s) have been sampled, 76 of 
which belong to healthy controls, 19 to cysts, 28 to 
hemangioma and 24 to hepatocellular carcinoma. 
 
B. Feature Extraction 
 

For each ROI, the feature extraction sub-system 
calculates a 49-dimensional feature vector consisting of the 
average grey scale of the ROI, and 48 texture characteristics. 
The texture characteristics are derived from eight texture 
features, calculated from the spatial grey-level co-
occurrence matrices of the ROI�s [5]. These features 
correspond angular second moment (asm), contrast (con), 
correlation (corr), sum of squares (ss), inverse difference 
moment (idm), entropy (ent), homogeneity (hg), cluster 
 

 
Fig. 1. Description of the proposed system of hepatic lesions from CT 

images. 
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tendency (clt) and are dependent on pixel spacing and 
angular direction. They are calculated for six different 
values of pixel spacing (d), ranging from 1 to 12 pixels. For 
each value of pixel spacing, the feature values are computed 
by averaging over four uniformly distributed angular 
directions, 0o, 45o, 90o, and 135o. Thus, a total of 48 texture 
characteristics are obtained. 
 
C. Feature Selection 
 

Due to the high dimensionality of the feature vectors, 
dimensionality reduction has been performed with use of 
feature selection. Feature selection methods select a subset 
of the original set of features. They involve use of search 
algorithms and the maximisation of a given evaluation 
function, which corresponds to the separability between the 
class populations. In this work, the evaluation function J1 
used by the algorithms is a distance criterion, based on the 
scatter matrices: 
 }{trace 1

1 bw SSJ −=  (1) 
where Sw and Sb are respectively the within-class and 
between-class scatter matrices, calculated from the 
covariance matrices of the class populations, as defined in 
[6]. 

A variety of search algorithms have been tested for 
feature selection. The initial tests have shown that optimal 
search methods, such as exhaustive search, and branch-and-
bound algorithms [6], were computationally prohibitive, due 
to the dimensionality of the feature space. Consequently, 
heuristic algorithms have been applied. Heuristic algorithms 
search partly the data space, and they provide results close 
to the optimal at low computational cost [7]. The most 
popular categories of heuristic algorithms are forward 
selection and backward selection. 

The backward or �top-down� methods, including 
sequential backward selection (SBS) [7], start with the full 
feature set and gradually eliminate features. Due to the high 
dimensionality of the feature subsets at the first stages, they 
were susceptible of producing unreliable results during the 
inversion of large matrices. 

Forward or �bottom-up� methods, including sequential 
forward selection (SFS) and sequential forward floating 
selection (SFFS) [8], start with an empty feature subset and 
sequentially add features. SFS, which is one of the most 
commonly used methods, adds one feature at each stage, 
which when combined with the previously selected features 
gives the best measure of the evaluation function. On the 
other hand, the SFFS method is allowed to �float�, with use 
of conditional SFS and SBS at each stage.  

The SFFS method has been finally applied for the 
reduction of feature dimensionality, because contrary to 
SFS, it can detect �nested� features that otherwise remain 
hidden, and provide a solution closer to the optimal and at 
affordable computational cost [7, 8]. The steps of the SFFS 
algorithm can be summarised as follows: 

Suppose k features, x1, x2,...xk, have already been 
selected, to form a feature set Xk.  

Step 1:Inclusion. With plain SFS add one more feature xk+1 
to the set Xk of selected features, to form Xk+1={Xk+xk+1}. 
 
Step 2: Conditional exclusion. With plain SBS select one 
feature xr from the set Xk+1. If xr is the previously selected 
feature (xr=xk+1), then k=k+1 and return to Step 1; else 
exclude it from the set of features and form a temporary set 
Xk′={Xk+1-xr} and go to Step 3, unless k=2. If k=2 set Xk=Xk′ 
and return to Step 1. 
 
Step 3: Continuation of conditional exclusion. With plain 
SBS select one feature xs from the temporary set Xk′. If the 
resulting subset {Xk′-xs} is not the best performing subset in 
terms of the evaluation function J1, then set Xk=Xk′ and 
return to Step 1; else let Xk-1′={Xk′-xs}, k=k-1, and repeat 
Step 3. If k=2 set Xk=Xk′ and return to Step 1. 

 
The algorithm is initialised with k=0 and use of SFS 

until k=2. 
 
D. Neural Network Classifier 
 

The second level of the diagnostic system is a classifier 
implemented with NN techniques. NN�s have been applied 
successfully in classification problems in the field of 
medical imaging. In the current application, the proposed 
classifier consists of three sequentially placed feed-forward 
NN�s, as shown in Fig. 2. More specifically, the first NN 
(NN1) classifies to normal and pathological liver regions. If 
the region is found to be pathological, the second NN (NN2) 
is activated in order to classify to regions with cyst or other 
disease. If the NN2 diagnosis is cyst, the process is 
terminated, else the third NN (NN3) is activated in order to 
classify between hemangioma and hepatocellular carcinoma. 
This architecture has been selected for two main reasons: 
Firstly, it is very close to the architecture of the biological 
systems, where sequentially placed layers of physiological 
neurons are organised in a hierarchical way, in order to 
solve stepwise more complex problems. Secondly, from our 
experiments it has been found that the proposed architecture 
is more suitable to the specific problem [9]. 

The back-propagation algorithm with adaptive learning 
rate and momentum has been used in order to train the three 
NN�s [10, 11]. Each NN consists of one input layer with 
number of neurons equal to the number of the selected 
features, one hidden layer with number of neurons varying 
from 2 to 20, and one output layer of one neuron for the 
classification of the liver region. The output neuron of each 
NN has two possible states, 0 and 1, according to the 
diagnosis of the hepatic tissue. 

The initial weights of all NN�s have been randomly 
selected in the range [�1.0, +1.0]. Because the log-sigmoid 
activation function has been used for the hidden layer, the 
data of input vectors of each NN have been normalised in 
the range [�1.0, +1.0] before their presentation to the 
corresponding NN�s. The tan-sigmoid activation function 
has been used for the output layer of each NN�s. 
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Fig. 2. The architecture of the implemented NN classifier. 

 
The appropriate number of hidden neurons and the 

values of the learning rate and the momentum have been 
estimated using a process of trial-and-error until no further 
improvement in classification could be obtained. 

In order to avoid overtraining and achieve an acceptable 
generalisation of the classification, three data sets have been 
selected for each NN�s: training sets, validation sets, and 
testing sets. The NN�s are trained using the training set and 
the training phase stops when the performance in the 
validation set is maximised. The generalisation ability is 
tested using the testing set, which contains samples that 
have not been used previously. 
 

III. RESULTS 
 

From a total of 147 samples, the full set has been used 
for training and testing of NN1, whereas 71 and 52 samples 
have been used for training and testing of NN2 and NN3, 
respectively. The training, validation and testing sets for 
each NN have been selected as shown in Table I. 

After the application of the SFFS method, as described 
in Section II, the resulted input vectors have been fed to the 
NN�s comprising the classifier of the system. The final 
design of the proposed system, according to the 
maximisation of the classification performance, is given in 
the following paragraphs. 
 
Neural Network 1: As shown in Fig. 3a, the first apparent 
�plateau� of the evaluation function J1 corresponds to 
subsets of 8 or 9 features. Although subsets with more 
features might show higher performance, the choice of 
feature subsets has been biased in favour of small input 
vectors. Thus, the NN has been trained with two different 
subsets containing 8 and 9 features respectively. 
Classification rate of 100%, as shown in Table II, has been 
achieved using an input vector with 8 features and a hidden 
layer with 4 neurons, whereas the performance using the full 
49-feature vector was 97%. 
 
Neural Network 2: The second NN has been trained with 3 
datasets containing different number of features. Subsets 

with 3, 4, and 10 features correspond to �plateaus� in the 
diagram shown in Fig. 3b. All selected feature subsets 
produced 100% correct classification rate, not only in the 
training, but also in the validation and testing sets. This 
behaviour has been expected, since discriminating cyst from 
 

TABLE I 
DIVISION OF THE TOTAL DATABASE IN TRAINING, 

VALIDATION, AND TESTING SETS 
  Training 

Set 
Validation 

Set 
Testing 

Set 
Normal 43 17 17 NN1 
Disease 41 15 15 

Cyst 11 4 4 NN2 Other Disease 30 11 11 
Hemangioma 16 6 6 NN3 Hepatocellular carcinoma 14 5 5 
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Fig. 3. Evaluation function J1 versus subset dimensionality during 
feature selection with SFFS for the classes (a) normal �diseased, (b) cyst � 

other diseases and (c) hemangioma � hepatocellular carcinoma. 
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TABLE II 
CLASSIFICATION PERFORMANCE OF THE NN�S ACCORDING TO THE SIZE OF THE FEATURE VECTOR 
NN1 NN2 NN3 

Number of 
features Validation Set Testing Set Number of 

features Validation Set Testing Set Number of 
features Validation Set Testing Set 

49 91% 97% 49 100% 100% 49 91% 82% 
9 100% 100% 10 100% 100% 10 82% 91% 
8 100% 100% 4 100% 100% 5 82% 91% 
   3 100% 100% 4 82% 91% 
      3 82% 73% 

 
 

�other� lesion types is fairly easy, and the evaluation 
function J1 has accordingly reached high values. The same 
classification performance has been achieved using the 
initial feature vector. The requirement to achieve the highest 
classification rate with the smallest feature vector has 
resulted in the selection of 3 input neurons, implemented 
with 4 hidden neurons, as shown in Table II. 
 
Neural Network 3: Input vectors consisting of 3, 4, 5 or 10 
features, according to Fig. 3c, have been used for the third 
NN. After the training, validation and testing with those 
datasets it has been found that the performance of the NN3 
is highest (91%) using 4 input neurons (Table II) and 11 
hidden neurons, while the performance of NN3 with the 49 
dimensional feature vector was 82%. 
 
Total System Performance: The requirement for the highest 
classification rate with the smallest feature vectors is 
satisfied with the selection of 8 features for NN1 (gray scale, 
asm, corr, ss, and idm for d=1, ss for d=6, corr for d=8, and 
clt for d=12), 3 features for NN2 (gray scale, hg for d=2 and 
d=12), and 4 for NN3 (corr for d=2, and d=12, ss for d=4 
and ent for d=6). The integration of the final system, which 
consists of the distinct NN�s achieving best classification of 
the hepatic lesions, has resulted in high classification rates. 
Analytically, a total classification rate of 100% in the 
training set, 97% in the validation set, and 98% in the testing 
set have been achieved. Table III shows the confusion 
matrix of the classifier. 
 

IV. CONCLUSION 
 

A computer-aided diagnostic system has been proposed 
for the classification of hepatic lesions from CT images. The 
use of texture features, the application of dimensionality 
reduction with sequential forward floating selection (SFFS), 
and the choice of a classifier consisting of three sequentially 
placed neural networks, have resulted in a total classification 
performance of 98%, for four classes of hepatic tissue. 
 

TABLE III 
CONFUSION MATRIX OF THE NN CLASSIFIER 

 Real Diagnosis 
 Validation Set Testing Set 

NN Diagnosis C1 C2 C3 C4 C1 C2 C3 C4 
C1 17 0 0 0 17 0 0 0 
C2 0 4 0 0 0 4 0 0 
C3 0 0 4 0 0 0 5 0 
C4 0 0 2 5 0 0 1 5 

The application of feature selection with SFFS in the 
implemented system has resulted not only in high 
classification performance, but also in reduced complexity, 
and execution times in the order of a few seconds. Use of 
larger databases of CT images is expected to improve the 
system robustness and ensure the repeatability of the 
resulted performance. The proposed system can be extended 
for other types of images or other classes of liver disease, 
provided that the feature vectors are re-evaluated and the 
NN�s are re-trained. 
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