Abstract—This paper addresses the problem of the classification of hyperspectral remote sensing images by support vector machines (SVMs). First, we propose a theoretical discussion and experimental analysis aimed at understanding and assessing the potentialities of SVM classifiers in hyperdimensional feature spaces. Then, we assess the effectiveness of SVMs with respect to conventional feature-reduction-based approaches and their performances in hypersubspaces of various dimensionalities. To sustain such an analysis, the performances of SVMs are compared with those of two other nonparametric classifiers (i.e., radial basis function neural networks and the K-nearest neighbor classifier). Finally, we study the potentially critical issue of applying binary SVMs to multiclass problems in hyperspectral data. In particular, four different multiclass strategies are analyzed and compared: the one-against-all, the one-against-one, and two hierarchical tree-based strategies. Different performance indicators have been used to support our experimental studies in a detailed and accurate way, i.e., the classification accuracy, the computational time, the stability to parameter setting, and the complexity of the multiclass architecture. The results obtained on a real Airborne Visible/Infrared Imaging Spectroradiometer hyperspectral dataset allow to conclude that, whatever the multiclass strategy adopted, SVMs are a valid and effective alternative to conventional pattern recognition approaches (feature-reduction procedures combined with a classification method) for the classification of hyperspectral remote sensing data.
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I. INTRODUCTION

REMOTE sensing images acquired by multispectral sensors, such as the widely used Landsat Thematic Mapper (TM) sensor, have shown their usefulness in numerous earth observation (EO) applications. In general, the relatively small number of acquisition channels that characterizes multispectral sensors may be sufficient to discriminate among different land-cover classes (e.g., forestry, water, crops, urban areas, etc.). However, their discrimination capability is very limited when different types (or conditions) of the same species (e.g., different types of forest) are to be recognized. Hyperspectral sensors can be used to deal with this problem. These sensors are characterized by a very high spectral resolution that usually results in hundreds of observation channels. Thanks to these channels, it is possible to address various additional applications requiring very high discrimination capabilities in the spectral domain (including material quantification and target detection). From a methodological viewpoint, the automatic analysis of hyperspectral data is not a trivial task. In particular, it is made complex by many factors, such as: 1) the large spatial variability of the hyperspectral signature of each land-cover class; 2) atmospheric effects; and 3) the curse of dimensionality. In the context of supervised classification, one of the main difficulties is related to the small ratio between the number of available training samples and the number of features. This makes it impossible to obtain reasonable estimates of the class-conditional hyperdimensional probability density functions used in standard statistical classifiers. As a consequence, on increasing the number of features given as input to the classifier over a given threshold (which depends on the number of training samples and the kind of classifier adopted), the classification accuracy decreases (this behavior is known as the Hughes phenomenon [1]).

Much work has been carried out in the literature to overcome this methodological issue. Four main approaches can be identified: 1) regularization of the sample covariance matrix; 2) adaptive statistics estimation by the exploitation of the classified (semilabeled) samples; 3) preprocessing techniques based on feature selection/extraction, aimed at reducing/transforming the original feature space into another space of a lower dimensionality; and 4) analysis of the spectral signatures to model the classes.

The first approach uses the multivariate normal (Gaussian) probability density model, which is a widely accepted statistical model for optically remotely sensed data. For each information class, such a model requires the correct estimation of first- and second-order statistics. In the presence of an unfavorable ratio between the number of available training samples and features, the common way of estimating the covariance matrix may lead to inaccurate estimations (that may make it impossible to invert the covariance matrix in maximum-likelihood (ML) classifiers). Several alternatives and improved covariance matrix estimators have been proposed to reduce the variance of the estimate for limited training samples [2], [3]. The main problem involved by improved covariance estimators is the risk that the estimated covariance matrices overfit the few available training samples and lead to a poor approximation of statistics for the whole image to be classified.

The second approach to overcome the Hughes phenomenon proposes to use in an iterative way the semilabeled samples obtained after classification in order to enhance statistics estimation and improve classification accuracy. Samples are initially
classified by using the available training samples. Then, the classified samples, together with the training ones, are exploited iteratively to update the class statistics and, accordingly, the results of the classification up to convergence [4], [5]. The process of integration between these two typologies of samples (i.e., the training and the semilabeled samples) is carried out by the expectation–maximization (EM) algorithm, which generates a general and powerful solution to the problem of ML estimation of statistics in the presence of incomplete data [6], [7]. The main advantage of this approach is that it fits the true class distributions better, since a larger portion of the image (available with no extra cost) contributes to the estimation process. The main problems related to this second approach are two: 1) it is demanding from the computational point of view and 2) it requires that the initial class model estimated from the training samples should match well enough the unlabeled samples in order to avoid divergence of the estimation process and, accordingly, to improve the accuracy of the model parameter estimation.

In order to overcome the problem of the curse of dimensionality, the third approach proposes to reduce the dimensionality of the feature space by means of feature selection or extraction techniques. Feature-selection techniques perform a reduction of spectral channels by selecting a representative subset of original features. This can be done following: 1) a selection criterion and 2) a search strategy. The former aims at assessing the discrimination capabilities of a given subset of features according to statistical distance measures among classes (e.g., Bhattacharyya distance, Jeffries–Matusita distance, and the transformed divergence measure [8], [9]). The latter plays a crucial role in hyper-dimensional spaces, since it defines the optimization approach necessary to identify the best (or a good) subset of features according to the used selection criterion. Since the identification of the optimal solution is computationally unfeasible, techniques that lead to suboptimal solutions are normally used. Among the search strategies proposed in the literature, it is worth mentioning the basic sequential forward selection (SFS) [10], the more effective sequential forward floating selection [11], and the steepest ascent (SA) techniques [12]. The feature-extraction approach addresses the problem of feature reduction by transforming the original feature space into a space of a lower dimensionality, which contains most of the original information. In this context, the decision boundary feature extraction (DBFE) method [13] has proved to be a very effective method, capable of providing a minimum number of transformed features that achieve good classification accuracy. However, this feature-extraction technique suffers from high computational complexity, which makes it often unpractical. This problem can be overcome by coupling with the projection pursuit (PP) algorithm [14], which plays the role of a preprocessor to the DBFE by applying a preliminary limited reduction of the feature space with (hopefully) an almost negligible information loss. An alternative feature-extraction method, whose class-specific nature makes it particularly attractive, was proposed by Kumar et al. [15]. It is based on a combination of subsets of (highly correlated) adjacent bands into fewer features by means of top-down and bottom-up algorithms. In general, it is evident that even if feature-reduction techniques take care of limiting the loss of information, this loss is often unavoidable and may have a negative impact on classification accuracy.

Finally, the approach inherited from spectroscopic methods in analytical chemistry to deal with hyperspectral data is worth mentioning. The idea behind this approach is that of looking at the response from each pixel in the hyperspectral image as a one-dimensional spectral signal (signature). Each information class is modeled by some descriptors of the shape of its spectra [16], [17]. The merit of this approach is that it significantly simplifies the formulation of the hyperspectral data classification problem. However, additional work is required to find appropriate shape descriptors capable of capturing the spectral shape variability related to each information class accurately.

Other methods also exist that are not included in the group of the four main approaches discussed above. In particular, it is interesting to mention the method based on the combination of different classifiers [18] and that based on cluster-space representation [19].

Recently, particular attention has been dedicated to support vector machines (SVMs) for the classification of multispectral remote sensing images [20]–[22]. SVMs have often been found to provide higher classification accuracies than other widely used pattern recognition techniques, such as the maximum likelihood and the multilayer perceptron neural network classifiers. Furthermore, SVMs appear to be especially advantageous in the presence of heterogeneous classes for which only few training samples are available. In the context of hyperspectral image classification, some pioneering experimental investigations preliminarily pointed out the effectiveness of SVMs to analyze hyperspectral data directly in the hyperdimensional feature space, without the need of any feature-reduction procedure [23]–[26]. In particular, in [24], the authors found that a significant improvement of classification accuracy can be obtained by SVMs with respect to the results achieved by the basic minimal-distance-to-means classifier and those reported in [3]. In order to show its relatively low sensitivity to the number of training samples, the accuracy of the SVM classifier was estimated on the basis of different proportions between the number of training and test samples. As will be explained in the following section, this mainly depends on the fact that SVMs implement a classification strategy that exploits a margin-based “geometrical” criterion rather than a purely “statistical” criterion. In other words, SVMs do not require an estimation of the statistical distributions of classes to carry out the classification task, but they define the classification model by exploiting the concept of margin maximization. The growing interest in SVMs [27]–[30] is confirmed by their successful implementation in numerous other pattern recognition applications such as biomedical imaging [31], image compression [32], and three-dimensional object recognition [33]. Such an interest is justified by three main general reasons: 1) their intrinsic effectiveness with respect to traditional classifiers, which results in high classification accuracies and very good generalization capabilities; 2) the limited effort required for architecture design (i.e., they involve few control parameters); and 3) the possibility of solving the learning problem according to linearly constrained quadratic programming (QP) methods (which have been studied intensely in the scientific literature). However, a major drawback of SVMs is that, from a theoretical point of view, they were originally developed to solve binary
classification problems. This drawback becomes even more evident when dealing with data acquired from hyperspectral sensors, since they are intrinsically designed to discriminate among a broad range of land-cover classes that may be very similar from a spectral viewpoint. The implementation of SVMs in multiclass classification problems can be approached in two ways \cite{23, 24, 34, 35}. The first consists of defining an architecture made up of an ensemble of binary classifiers. The decision is then taken by combining the partial decisions of the single members of the ensemble. The second is represented by SVMs formulated directly as a multiclass optimization problem. Because of the number of classes that are to be discriminated simultaneously, the number of parameters to be estimated increases considerably in a multiclass optimization formulation. This renders the method less stable and, accordingly, affects the classification performances in terms of accuracy. For this reason, multiclass optimization has not been as successful as the approach based on the two-class optimization.

In this paper, we present a theoretical discussion and an accurate experimental analysis that aim: 1) at assessing the properties of SVM classifiers in hyperdimensional feature spaces and 2) at evaluating the impact of the multiclass problem involved by SVM classifiers when applied to hyperspectral data by comparing different multiclass strategies. With regard to the experimental part of the first objective, assessment of SVM effectiveness is carried out through two different experiments. In the first, we propose to compare the performances of SVMs with those of two other nonparametric classifiers applied directly to the original hyperdimensional feature space: the radial basis function neural network, which is another kernel-based classification method (like SVMs) that uses a different classification strategy based on a “statistical” rather than a “geometrical” criterion; and the K-nearest neighbors classifier, which is widely used in pattern recognition as a reference classification method. The second experiment consists of a comparison of SVMs with the classical classification approach adopted for hyperspectral data, i.e., a conventional classifier combined with a feature-reduction technique. This also allows to assess the performances of SVMs in hypersubspaces of various dimensionalities. As regards the second objective of this work, four different multiclass strategies are analyzed and compared. In particular, the widely used one-against-all and one-against-one strategies are considered. In addition, two strategies based on the hierarchical tree approach are investigated. The experimental studies were carried out on the basis of hyperspectral images acquired by the Airborne Visible/Infrared Imaging Spectroradiometer (AVIRIS) sensor in June 1992 on the Indian Pines area (Indiana) \cite{36}. Different performance indicators are used to support our experimental analysis, namely, the classification accuracy, the computational time, the stability to parameter setting, and the complexity of the multiclass architecture adopted. Experimental results confirm the significant superiority of the SVM classifiers in the context of hyperspectral data classification over the conventional classification methodologies, whatever the multiclass strategy adopted to face the multiclass dilemma.

The rest of this paper is organized in four sections. Section II recalls the mathematical formulation of SVMs and discusses their potential properties in hyperspectral feature spaces. Section III describes different strategies that can be used to solve multiclass problems with binary SVMs and that are adopted in the experiments to assess the impact of the multiclass problem in a hyperdimensional context. Section IV deals with the experimental phase of the work. Finally, Section V summarizes the observations and concluding remarks to complete this paper.

II. SVM CLASSIFICATION APPROACH

A. SVM Mathematical Formulation

1) Linear SVM: Linearly Separable Case: Let us consider a supervised binary classification problem. Let us assume that the training set consists of \( N \) vectors from the \( d \)-dimensional feature space \( \mathbf{x}_i \in \mathbb{R}^d \) \((i = 1, 2, \ldots, N)\). A target \( y_i \in \{-1, +1\} \) is associated to each vector \( \mathbf{x}_i \). Let us assume that the two classes are linearly separable. This means that it is possible to find at least one hyperplane (linear surface) defined by a vector \( \mathbf{w} \in \mathbb{R}^d \) (normal to the hyperplane) and a bias \( b \in \mathbb{R} \) that can separate the two classes without errors. The membership decision rule can be based on the function \( \text{sgn}[f(\mathbf{x})] \), where \( f(\mathbf{x}) \) is the discriminant function associated with the hyperplane and defined as

\[
f(\mathbf{x}) = \mathbf{w} \cdot \mathbf{x} + b.
\]

In order to find such a hyperplane, one should estimate \( \mathbf{w} \) and \( b \) so that

\[
y_i(\mathbf{w} \cdot \mathbf{x}_i + b) > 0, \quad \text{with } i = 1, 2, \ldots, N. \tag{2}
\]

The SVM approach consists in finding the optimal hyperplane that maximizes the distance between the closest training sample and the separating hyperplane. It is possible to express this distance as equal to \( 1/||\mathbf{w}|| \) with a simple rescaling of the hyperplane parameters \( \mathbf{w} \) and \( b \) such that

\[
\min_{i=1,2,\ldots,N} y_i(\mathbf{w} \cdot \mathbf{x}_i + b) \geq 1. \tag{3}
\]

The geometrical margin between the two classes is given by the quantity \( 2/||\mathbf{w}|| \). The concept of margin is central in the SVM approach, since it is a measure of its generalization capability. The larger the margin, the higher the expected generalization \cite{27}.

Accordingly, it turns out that the optimal hyperplane can be determined as the solution of the following convex quadratic programming problem:

\[
\begin{align*}
\text{minimize: } & \frac{1}{2}||\mathbf{w}||^2 \\
\text{subject to: } & y_i(\mathbf{w} \cdot \mathbf{x}_i + b) \geq 1, \quad i = 1, 2, \ldots, N. \tag{4}
\end{align*}
\]

This classical linearly constrained optimization problem can be translated (using a Lagrangian formulation) into the following dual problem:

\[
\begin{align*}
\text{maximize: } & \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j (\mathbf{x}_i \cdot \mathbf{x}_j) \\
\text{subject to: } & \sum_{i=1}^{N} \alpha_i y_i = 0 \text{ and } \alpha_i \geq 0, \quad i = 1, 2, \ldots, N. \tag{5}
\end{align*}
\]
The Lagrange multipliers $\alpha_i$'s ($i = 1, 2, \ldots, N$) expressed in (5) can be estimated using quadratic programming (QP) methods [27]. The discriminant function associated with the optimal hyperplane becomes an equation depending both on the Lagrange multipliers and on the training samples, i.e.,

$$f(x) = \sum_{i \in S} \alpha_i y_i (x_i \cdot x) + b$$  

where $S$ is the subset of training samples corresponding to the nonzero Lagrange multipliers $\alpha_i$'s. It is worth noting that the Lagrange multipliers effectively weight each training sample according to its importance in determining the discriminant function. The training samples associated to nonzero weights are called support vectors. These lie at a distance exactly equal to $1/\|w\|$ from the optimal separating hyperplane.

2) **Linear SVM: Linearly Nonseparable Case**: The SVM formulation described in the previous subsection holds only if data are linearly separable. Such an optimistic condition is difficult to satisfy in the classification of real data. In order to handle nonseparable data, the concept of optimal separating hyperplane has been generalized as the solution that minimizes a cost function that expresses a combination of two criteria: margin maximization (as in the case of linearly separable data) and error minimization (to penalize the wrongly classified samples). The new cost function is defined as

$$\Psi(w; \xi) = \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i$$  

where the $\xi_i$'s are the so-called slack variables introduced to account for the nonseparability of data, and the constant $C$ represents a regularization parameter that allows to control the penalty assigned to errors. The larger the $C$ value, the higher the penalty associated to misclassified samples. The minimization of the cost function expressed in (7) is subject to the following constraints:

$$y_i(w \cdot x_i + b) \geq 1 - \xi_i, \quad i = 1, 2, \ldots, N$$  

$$\xi_i \geq 0, \quad i = 1, 2, \ldots, N.$$  

It is worth noting that, in the nonseparable case, two kinds of support vectors coexist: 1) margin support vectors that lie on the hyperplane margin and 2) nonmargin support vectors that fall on the “wrong” side of this margin (Fig. 1).

3) **Nonlinear SVM: Kernel Method**: A natural way to improve further the separation between two information classes consists in generalizing the above method to the category of nonlinear discriminant functions. Accordingly, one may think of mapping the data through a proper nonlinear transformation $\Phi(\cdot)$ into a higher dimensional feature space $\Phi(x) \in \mathbb{R}^{d'}$ ($d' > d$), where a separation between the two classes can be looked for following the method described in the previous subsections, i.e., by means of an optimal hyperplane defined by a normal vector $w \in \mathbb{R}^{d'}$ and a bias $b \in \mathbb{R}$. To identify the latter, one should solve a dual problem such as the one defined in (5) for the linearly separable case by replacing the inner products in the original space $(x_i \cdot x_j)$ with inner products in the transformed space $[\Phi(x_i) \cdot \Phi(x_j)]$. At this point, the main problem consists of the explicit computation of $\Phi(x)$, which can prove expensive and at times unfeasible. The kernel method provides an elegant and effective way of dealing with this problem. Let us consider a kernel function that satisfies the condition stated in Mercer’s theorem so as to correspond to some type of inner product in the transformed (higher) dimensional feature space [27, pp. 423–424], i.e.,

$$K(x_i, x) = \Phi(x_i) \cdot \Phi(x).$$  

This kind of kernel function allows to simplify the solution of the dual problem considerably, since it avoids the computation
of the inner products in the transformed space $[\Phi(x_i) \cdot \Phi(x_j)]$, i.e., as in

$$\begin{align*}
\text{maximize: } & \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \\
\text{subject to: } & \sum_{i=1}^{N} \alpha_i y_i = 0 \quad \text{and} \quad 0 \leq \alpha_i \leq C, \\
& i = 1, 2, \ldots, N.
\end{align*}$$

(11)

The final result is a discriminant function $f(x)$ conveniently expressed as a function of the data in the original (lower) dimensional feature space

$$f(x) = \sum_{i \in S} \alpha_i y_i K(x_i, x) + b.$$  

(12)

The shape of the discriminant function depends on the kind of kernel functions adopted. A common example of kernel type that fulfills Mercer’s condition is the Gaussian radial basis function

$$K(x_i, x) = \exp(-\gamma ||x_i - x||^2)$$

(13)

where $\gamma$ is a parameter inversely proportional to the width of the Gaussian kernel. Another extensively used kernel is the polynomial function of order $p$ expressed as

$$K(x_i, x) = [x_i \cdot x + 1]^p.$$  

(14)

First, in a hyperspectral space, normally distributed samples (a reasonable assumption for optically remotely sensed data) tend to fall toward the tails of the density function with virtually no samples falling in the central region [39]. This can be illustrated by a simple geometric example [40]. Let us consider the ratio $R_V$ between the volume of a sphere of radius $R$ and one of a cube defined in the interval $[-R, R]$ in the $d$-dimensional space. It is equal to

$$R_V = \frac{\pi^{d/2}}{d^{d-1} \Gamma(d/2)}$$

(15)

where $\Gamma(\cdot)$ represents the well-known gamma function. From (15), it easy to show that the higher the dimensionality of the space, the lower the volume ratio. Accordingly, the volume of a hypercube is almost concentrated in its corners. In other words, turning back to our classification problem, the increase in dimensionality makes the space almost empty and results in a “centrifuge” effect such that data have a tendency to concentrate close to the tails of the distribution where they are very likely to be in proximity of decision boundaries between the information classes. This statistical property is of interest potentially to pattern recognition approaches, such as SVMs, that define discriminant functions on the basis of samples situated near the decision boundaries, since the presence of a larger number of samples in this region allows to generate more accurate and reliable discriminant functions.

In the second place, it is well-known that as the dimensionality of the data increases, the distances between the samples (and consequently between the information classes) increase [41]. In this situation, local neighborhoods are almost certainly empty, requiring the bandwidth of estimation to be large and producing the effect of losing accuracy in density estimation for a statistical classifier [39]. On the contrary, the “geometrical” nature of SVMs results in a methodology that is not aimed at estimating the statistical distributions of classes over the entire hyperdimensional space. Indeed, SVMs are inspired by the following idea:

**If you possess a limited amount of information to solve a problem, try solving it directly and never solve a more general problem as an intermediate step.** The available information may be sufficient for a direct solution, though insufficient to solve a more general intermediate problem. [27, p. 12]

In other words, SVMs do not involve a density estimation problem that can lead to the Hughes effect, but they directly exploit the geometrical behavior of data (space local emptiness) as they make it more likely to find a decision boundary between classes that results in a small classification error. The above-discussed properties (statistical and geometrical) render SVMs potentially less sensitive to the curse of dimensionality.

Another important aspect to be pointed out is the intrinsic good generalization capability of SVMs, which stems from the selection of the hyperplane that maximizes the geometrical margin between classes. In a hyperspectral context, the maximum margin solution allows to fully exploit the discrimination capability of the relatively few training samples available.
Accordingly, this solution deals with some of the major problems, such as the large spatial variability of the hyperspectral signature of each information class, in the best way in terms of generalization capability, given the limited information present in the training set. However, it is worth noting that to solve the problem of the spatial variability of the hyperspectral signature of classes effectively, good generalization properties of the classifiers should be coupled with other data analysis techniques.

III. SVMs: Multiclass Strategies

As stated in the previous section, SVMs are intrinsically binary classifiers. However, the classification of hyperspectral remote sensing data usually involves the simultaneous discrimination of numerous information classes. In this section, we describe four different strategies of combination of SVMs considered to evaluate the impact of the multiclass problem in the context of hyperspectral data classification. Let \( \Omega = \{\omega_1, \omega_2, \ldots, \omega_T\} \) be the set of \( T \) possible labels (information classes) associated with the \( d \)-dimensional hyperspectral image \( X \) of the study area. In the multiclass case, the problem is to associate to each \( d \)-dimensional sample \( x \) the label of the set \( \Omega \) that optimizes a predefined classification criterion. In order to carry out this task, the general approach adopted in strategies based on binary classifiers consists of: 1) defining an ensemble of binary classifiers; and 2) combining them according to some decision rules.

The definition of the ensemble of binary classifiers involves the definition of a set of \( T \)-class problems, each modeled with two groups \( \Omega_A \) and \( \Omega_B \) of classes \((\Omega_A \subset \Omega \text{ and } \Omega_B \subset \Omega)\). Targets with values \(+1\) and \(-1\) are assigned to the samples of \( \Omega_A \) and \( \Omega_B \), respectively, for each SVM. The selection of these subsets depends on the kind of approach adopted to combine the ensemble. Two main approaches can be identified: the “parallel” and the “hierarchical tree-based” approaches. In the following, we describe two multiclass strategies from each approach characterized by different classification complexity and computational cost properties.

A. Parallel Approach

1) One-Against-All Strategy: The one-against-all (OAA) strategy represents the earliest and most common multiclass approach used for SVMs [42]. It involves a parallel architecture made up of \( T \) SVMs, one for each class (Fig. 2). Each SVM solves a two-class problem defined by one information class (e.g., \( \omega_i \in \Omega \)) against all the others, i.e.,

\[
\begin{align*}
\Omega_A &= \omega_i \\
\Omega_B &= \Omega - \omega_i.
\end{align*}
\]  

The “winner-takes-all” rule is used for the final decision, i.e., the winning class is the one corresponding to the SVM with the highest output (discriminant function value).

2) One-Against-One Strategy: The main problem of the OAA strategy is that the discrimination between an information class and all the others often leads to the estimation of complex discriminant functions. In addition, a problem with strongly unbalanced prior probabilities should be solved by each SVM. The idea behind the one-against-one (OAO) strategy is that of a different reasoning, in which simple classification tasks are made possible thanks to a parallel architecture made up of a large number of SVMs [23], [43]. The OAO strategy involves \( T(T - 1)/2 \) SVMs, which model all possible pairwise classifications. In this case, each SVM carries out a binary classification in which two information classes \( \omega_i \) and \( \omega_j \) \((\omega_i \in \Omega, \omega_j \in \Omega, i \neq j)\) are analyzed against each other by means of a discriminant function \( f_{ij}(x) \). Consequently, the grouping becomes

\[
\begin{align*}
\Omega_A &= \omega_i \\
\Omega_B &= \omega_j.
\end{align*}
\]  

Before the decision process, it is necessary to compute for each class \( \omega_i \in \Omega \) a score function \( S_i(x) \), which sums the favorable and unfavorable votes expressed for the considered class

\[
S_i(x) = \sum_{j=1 \atop j \neq i}^{T} \text{sgn}(f_{ij}(x)).
\]  

The final decision in the OAO strategy is taken on the basis of the “winner-takes-all” rule, which corresponds to the following maximization

\[
\omega^* = \arg \max_{\omega_i \in \Omega} \{S_i(x)\}.
\]  

Sometimes, conflict situations may occur between two different classes characterized by the same score. Such ambiguities can be solved by selecting the class with the highest prior probability.

B. Hierarchical Tree-Based Approach

The idea of representing the data analysis process with a hierarchical tree is not new and has been under study in many pattern recognition application areas. Tree-based classifiers have represented an interesting and effective way to structure and solve complex classification problems [44]–[47]. The organization of information into a hierarchical tree allows to achieve a faster processing capability and, at times, a higher accuracy of analysis. This is mainly explained by the fact that the nodes of the tree carry out very focused tasks, meaningless when taken individually but meaningful when taken as a whole. Turning back
to our problem, the binary hierarchical tree (BHT) can be seen as an alternative to the OAA and the OAO strategies, since it allows to reach a good tradeoff between the number of SVMs to be used and the complexity of the task assigned to each of them. Furthermore, the BHT does not implement a global decision scheme after evaluating the local decisions as in the OAA and OAO strategies. Indeed, the final decision is implicitly made after running through the tree and reaching one of its terminal nodes.

Many BHT strategies have been proposed in the literature. In this paper, we investigate two different binary tree hierarchies aimed at reducing the computational load required by the OAA and OAO strategies, especially in the operational classification phase (the off-line training phase is less critical from the viewpoint of the computational time). This can become particularly important when large hyperspectral images are considered. As described in the following, both trees exploit the prior probabilities of the classes to define the hierarchy of binary SVMs. It is worth noting that alternative strategies that also exploit the underlying affinities among the individual classes to define the binary trees (like in [46]) could be considered.

1) BHT-Balanced Branches Strategy: In the BHT-balanced branches (BHT-BB) strategy, the tree is defined in such a way that each node (SVM) discriminates between two groups of classes \( \Omega_A \) and \( \Omega_B \) with similar cumulative prior probabilities. Fig. 3(a) shows an example of trees that can be found with the BHT-BB strategy for a general \( T \)-class classification problem. The algorithm that implements the BHT-BB strategy is described as follows:

**Step 0: Root Node**

—Set level index \( k = 0 \)

—Divide \( \Omega \) into two groups \( \Omega_A^{0,0} \) and \( \Omega_B^{0,0} \) such that

\[
\sum_{\omega_i \in \Omega_A^{0,0}} P(\omega_i) \approx \sum_{\omega_j \in \Omega_B^{0,0}} P(\omega_j)
\]

**Step 1: k-Level Branching**

—for \( q = 0, \ldots, 2k - 1 \) \( (q \geq 0) \)

- If \( \text{Card}(\Omega_A^{k,q}) \geq 2 \), divide \( \Omega_A^{k,q} \) into two groups \( \Omega_A^{k+1,q} \) and \( \Omega_A^{k+1,q+1} \) such that

\[
\sum_{\omega_i \in \Omega_A^{k+1,q}} P(\omega_i) \approx \sum_{\omega_j \in \Omega_A^{k+1,q+1}} P(\omega_j)
\]

- If \( \text{Card}(\Omega_B^{k,q}) \geq 2 \), divide \( \Omega_B^{k,q} \) into two groups \( \Omega_B^{k+1,q} \) and \( \Omega_B^{k+1,q+1} \) such that

\[
\sum_{\omega_i \in \Omega_B^{k+1,q}} P(\omega_i) \approx \sum_{\omega_j \in \Omega_B^{k+1,q+1}} P(\omega_j)
\]

—Set \( k = k + 1 \)

**Step 2: Stop Condition**

—if \( \exists \Omega_A^{k,q} \) or \( \Omega_B^{k,q} \) such that \( \text{Card}(\Omega_A^{k,q}) \geq 2 \) or \( \text{Card}(\Omega_B^{k,q}) \geq 2 \) with \( q = 0, \ldots, 2k - 1 \), go to **Step 1**. Otherwise, Stop.

2) BHT-One Against All Strategy: The second binary tree-based hierarchy, called BHT-one against all (BHT-OAA), represents a simplification of the OAA strategy obtained through its implementation in a hierarchical context. To this end, we propose to define the tree in such a way that each node discriminates between two groups of classes \( \Omega_A \) and \( \Omega_B \), where \( \Omega_B \) represents the information class with the highest prior probability among those belonging to \( \Omega_A \cup \Omega_B \). This kind of hierarchy leads to a tree with only one single branch as depicted in Fig. 3(b). The algorithm of the BHT-OAA strategy is drawn up in the following:

**Step 0: Root Node**

—Set level index \( k = 0 \)

—Divide \( \Omega \) into two groups \( \Omega_A^0 \) and \( \Omega_B^0 \) such that

\[
P(\Omega_B^0) = \max_{\omega_i \in \Omega_B} \{ P(\omega_i) \} \quad \text{and} \quad \Omega_A^0 = \Omega - \Omega_B^0
\]

**Step 1: k-Level Branching**

—Divide \( \Omega_A^k \) into two groups \( \Omega_A^{k+1} \) and \( \Omega_A^{k+1} \) such that

\[
P(\Omega_A^{k+1}) = \max_{\omega_i \in \Omega_A} \{ P(\omega_i) \} \quad \text{and} \quad \Omega_A^{k+1} = \Omega_A - \Omega_A^{k+1}
\]

—Set \( k = k + 1 \)

**Step 2: Stop Condition**

—if \( \text{Card}(\Omega_A^k) \geq 2 \), go to **Step 1**. Otherwise, Stop.

It is worth noting that both BHT strategies allow to reduce the number of required SVMs from \( T \) and \( T(T-1)/2 \), respectively, for the OAA and OAO strategies, to \( T - 1 \). Since the classification time depends linearly on the number of SVMs and since

<table>
<thead>
<tr>
<th>CLASS</th>
<th>TRAINING</th>
<th>TEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_0 ) - Corn-no till</td>
<td>742</td>
<td>692</td>
</tr>
<tr>
<td>( \omega_0 ) - Corn-min till</td>
<td>442</td>
<td>392</td>
</tr>
<tr>
<td>( \omega_0 ) - Grass/Pasture</td>
<td>260</td>
<td>237</td>
</tr>
<tr>
<td>( \omega_0 ) - Grass/Trees</td>
<td>389</td>
<td>358</td>
</tr>
<tr>
<td>( \omega_0 ) - Hay-windrowed</td>
<td>236</td>
<td>253</td>
</tr>
<tr>
<td>( \omega_0 ) - Soybean-no till</td>
<td>487</td>
<td>481</td>
</tr>
<tr>
<td>( \omega_0 ) - Soybean-min till</td>
<td>1245</td>
<td>1223</td>
</tr>
<tr>
<td>( \omega_0 ) - Soybean-clean till</td>
<td>305</td>
<td>309</td>
</tr>
<tr>
<td>( \omega_0 ) - Woods</td>
<td>651</td>
<td>643</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>4757</strong></td>
<td><strong>4588</strong></td>
</tr>
</tbody>
</table>
IV. EXPERIMENTAL RESULTS

A. Dataset Description and Experiment Design

The hyperspectral dataset used in our experiments is a section of a scene taken over northwest Indiana’s Indian Pines by the AVIRIS sensor in 1992 [36]. From the 220 spectral channels acquired by the AVIRIS sensor, 20 channels were discarded because affected by atmospheric problems. From the 16 different land-cover classes available in the original ground truth, seven were discarded, since only few training samples were available for them (this makes the experimental analysis more significant from the statistical viewpoint). The remaining nine land-cover classes were used to generate a set of 4757 training samples (used for learning the classifiers) and a set of 4588 test samples (exploited for assessing their accuracies) (see Table I). The experiments were run on a Sun Ultra 80 workstation.

The experimental analysis was organized into three main experiments. The first aims at analyzing the effectiveness of SVMs in classifying hyperspectral images directly in the original hyperdimensional feature space. A comparison with two other nonparametric classifiers is provided as well as an assessment of the stability of these three classification methods versus the setting of their parameters. In the second experiment, SVMs are compared with the classical approach adopted for hyperspectral data classification, that is a conventional pattern recognition system made up of a classifier (like SVMs), which adopts a different strategy based on a “statistical” (rather than a “geometrical”) criterion for defining the discriminant hyperplane in the transformed kernel space. The K-nn classifier was considered in our experiments, since it represents a reference classification method in pattern recognition. However, it is worth noting that we expect it to be sensitive to the curse of dimensionality. For both classifiers, different trials were carried out to determine empirically the best related parameters, namely, the number of nodes in the hidden layer and the variable $K$, respectively.

In the experiments, we considered two different kinds of SVMs: a linear SVM (SVM-Linear) which corresponds to an SVM without kernel transformation, and a nonlinear SVM based on Gaussian radial basis kernel functions (SVM-RBF). For both SVMs, the regularization parameter $C$ must be estimated, since data are not ideally separable. In addition, the nonlinear SVM requires the determination of the width parameter $\gamma$ of the Gaussian radial basis kernels, which tunes the smoothing of the discriminate function. For the considered dataset, the best values of the parameter $C$ were 50 and 40 for the linear and nonlinear SVMs, respectively. In terms of class accuracies, the “corn-min till” class ($\omega_2$) was the most critical. For this class, the nonlinear SVM still exhibited the best accuracy (87.76%), whereas the worst accuracy (61.16%) was obtained by the K-nn classifier. It is worth noting that, since the K-nn

<table>
<thead>
<tr>
<th>METHOD</th>
<th>CLASSIFICATION ACCURACY [%]</th>
<th>TIME [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_0$</td>
<td>$\theta_0$</td>
</tr>
<tr>
<td>SVM-Linear</td>
<td>89.02</td>
<td>69.13</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>91.47</td>
<td>87.76</td>
</tr>
<tr>
<td>K-nn classifier</td>
<td>96.73</td>
<td>61.16</td>
</tr>
<tr>
<td>RBF classifier</td>
<td>98.84</td>
<td>74.11</td>
</tr>
</tbody>
</table>

B. Results of Experiment 1: Classification in the Original Hyperdimensional Feature Space

SVMs were compared with two widely used nonparametric classifiers: a radial basis functions (RBFs) neural network trained with the technique described in [48] and a conventional K-nearest neighbors (K-nn) classifier. The choice of the RBF classifier is motivated by the fact that it is a kernel-based method (like SVMs), which adopts a different strategy based on a “statistical” (rather than a “geometrical”) criterion for defining the discriminant hyperplane in the transformed kernel space. The K-nn classifier was considered in our experiments, since it represents a reference classification method in pattern recognition. However, it is worth noting that we expect it to be sensitive to the curse of dimensionality. For both classifiers, different trials were carried out to determine empirically the best related parameters, namely, the number of nodes in the hidden layer and the variable $K$, respectively.

In the experiments, we considered two different kinds of SVMs: a linear SVM (SVM-Linear) which corresponds to an SVM without kernel transformation, and a nonlinear SVM based on Gaussian radial basis kernel functions (SVM-RBF). For both SVMs, the regularization parameter $C$ must be estimated, since data are not ideally separable. In addition, the nonlinear SVM requires the determination of the width parameter $\gamma$ of the Gaussian radial basis kernels, which tunes the smoothing of the discriminate function. For the considered dataset, the best values of the parameter $C$ were 50 and 40 for the linear and nonlinear SVMs, respectively. In terms of class accuracies, the “corn-min till” class ($\omega_2$) was the most critical. For this class, the nonlinear SVM still exhibited the best accuracy (87.76%), whereas the worst accuracy (61.16%) was obtained by the K-nn classifier. It is worth noting that, since the K-nn

### Table II

<table>
<thead>
<tr>
<th>METHOD</th>
<th>PARAMETER RANGE</th>
<th>OVERALL ACCURACY [%]</th>
<th>MEAN TOTAL TIME [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_0$</td>
<td>Mean</td>
<td>Variance</td>
</tr>
<tr>
<td>SVM-Linear</td>
<td>$C \epsilon [1,100]$</td>
<td>85.38</td>
<td>4.94</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>$C \epsilon [1,100]$; $\gamma = 1$</td>
<td>92.64</td>
<td>0.84</td>
</tr>
<tr>
<td>SVM-RBF</td>
<td>$C \epsilon [0.1,3]$; $C = 40$</td>
<td>92.51</td>
<td>0.50</td>
</tr>
<tr>
<td>K-nn classifier</td>
<td>$K \epsilon [1,25]$</td>
<td>82.42</td>
<td>1.56</td>
</tr>
<tr>
<td>RBF classifier</td>
<td>$N^5$ clusters $\epsilon [20,200]$</td>
<td>85.59</td>
<td>1.12</td>
</tr>
</tbody>
</table>
classifier is based on counting the number of nearest neighboring training samples, it requires the feature space to be filled in with a significant number of training samples to obtain reliable local estimates of the conditional posterior probabilities of classes. However, in the considered dataset, the small number of training samples (4757) is not sufficient to fill in a proper way the emptiness of the hyperdimensional feature space. This explains the relatively poor classification accuracies of the K-nn classifier. By contrast, SVMs exploit a discriminant model that is defined on the basis of a particular portion of the training samples (support vectors). As explained in Section II and confirmed by the obtained results, the behavior of the class distributions in hyperdimensional spaces makes it more effective to apply techniques that define discriminant functions on the basis of training samples located near the decision boundaries. Concerning computational cost, the nonlinear SVM exhibited a reasonable total computational time (given by the sum of the training and test times) compared to the other three classifiers.

It is worth noting that the long computational time required by the linear SVM (40342 [s]) expresses the difficulties encountered by this kind of classifier in the training phase to find a reasonable linear separation between information classes.

In order to assess the robustness of each classifier to the parameter settings, we derived some statistics by looking at the overall accuracy (OA) and at the total computational time as random realizations obtained by varying the parameters in a predefined range of values. The results reported in Table III confirm the superiority of the nonlinear SVM in terms of both mean overall accuracy (92.64% and 92.51% by varying the parameters γ and C, respectively) and in terms of stability (it provided the lowest variances). It is worth noting that the nonlinear SVM is less sensitive to the choice of the kernel width value γ than to the regularization parameter C. The linear SVM showed the worst stability to the parameter C (overall-accuracy variance equals 4.94). This is explained by the fact that a linear separation between classes involves a large number of error samples, which lie on the wrong side of the separating hyperplane. This makes it more difficult to apply the regularization mechanism implemented in the SVM formulation, resulting in significant sensitivity of the classification accuracy to the value of the regularization parameter. Concerning the average total computational times, the obtained results confirm the conclusions drawn above on the basis of the total computational times obtained for the best parameter values of the four considered classifiers.

C. Results of Experiment 2: Feature Reduction and Classification

As already discussed in Section I, the traditional approach adopted to address the problem of the classification of hyperspectral data consists of two main phases: 1) reducing the dimensionality of the feature space; and 2) applying the resulting subset of features to a conventional classifier. In this experiment, we propose to assess the effectiveness of SVMs with respect to a traditional feature-reduction-based approach and to evaluate their performances in hypersubspaces of various dimensionalities. To this end, we used the Jeffries–Matusita (JM) interclass distance measure [8] and the steepest ascent (SA) search strategy [12] to reduce the original hyperdimensional space into spaces of a lower dimensionality (the number of features was varied from 20 to 200 with a step of 10). The SA technique formulates the problem of defining the subset of features that maximizes the JM distance as a discrete optimization problem in a d-dimensional space, which is viewed as a space of binary strings. It starts with a binary string randomly initialized, and performs an iterative local optimization of the adopted criterion function. At each iteration, the criterion is maximized over a neighborhood of the current solution under a predefined constraint. In our experiments, each subset of selected features was given as input to all four considered classifiers (i.e., linear and nonlinear SVMs, RBF and K-nn classifiers).

Fig. 4 plots the overall accuracy versus the number of selected features for the four considered classifiers. As can be seen, the obtained results still confirm the strong superiority of nonlinear SVMs over the other classifiers even in lower dimensional feature spaces, with a gain in overall accuracy (averaged over all the subsets of features) of +8.82%, +8.78%, and +5.89% with respect to the linear SVM, the K-nn, and the RBF neural network classifiers (see Table IV). In order to analyze the sensitivity of each classifier to the Hughes phenomenon, in the same table we reported the variance of the overall accuracy exhibited by each classification method when varying the number of features from 20 to 200. The lowest sensitivity was again obtained by the nonlinear SVM classifier with a sharp reduction of the variance with respect to those achieved by the K-nn, the linear SVM, and the RBF neural network classifiers.

### Table IV

<table>
<thead>
<tr>
<th>METHOD</th>
<th>OVERALL ACCURACY [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>SA + SVM-Linear</td>
<td>85.56</td>
</tr>
<tr>
<td>SA + SVM-RBF</td>
<td>94.38</td>
</tr>
<tr>
<td>SA + K-nn classifier</td>
<td>85.60</td>
</tr>
<tr>
<td>SA + RBF classifier</td>
<td>88.49</td>
</tr>
</tbody>
</table>
Table V reports the overall and class-by-class accuracies obtained for the hypersubspace made up of the best 30 selected features. The choice of this subspace is motivated by the fact that it represents a good compromise between a low dimensionality of the feature space and a high classification accuracy achieved on average by the four classifiers. In particular, one can see the greater capacity of the nonlinear SVMs to recognize each information class, with a gain in the average of the class-by-class accuracies of $+10.69\%$, $+7.21\%$, and $+5.82\%$ with respect to the linear SVM, the K-nn, and the RBF neural network classifiers. In addition, the same table reports the difference in overall accuracy (DIFF-OA) for each classifier with respect to the accuracy achieved in the original hyperdimensional space. It is interesting to note the lower difference (associated with the expected lowest sensitivity to the problem of the curse of dimensionality) achieved by the SVM-RBF classifier (0.93%). The reduction in the number of features involved a decrease in accuracy of 3.36% for the linear SVM classifier. By contrast, significant increases in accuracy of 2.96% and 3.46% were obtained by the conventional K-nn and RBF classifiers, respectively, confirming a relatively high sensitivity to the curse of dimensionality.

In order to analyze the complexity of the decision boundaries produced by the nonlinear SVM classifier, we computed the number of SVs defined in each binary SVM of the OAA architecture in both the original hyperspace and the hypersubspace consisting of the best 30 selected features. These numbers are represented graphically in Fig. 5. It can be observed in general that the numbers of SVs are relatively small, except for the SVM associated with the class $w_3$. This suggests that decision boundaries of moderate complexity were enough to discriminate accurately between the information classes. Furthermore, as discussed in Section II-B, an important property related to the "geometrical" nature of SVMs seems confirmed, i.e., that the classification complexity does not depend on the dimension of the feature space, since the number of SVs is almost similar in both the original and the reduced spaces.

**D. Results of Experiment 3: SVM and Multiclass Strategies**

The third (and last) experiment addressed the application of SVMs to the multiclass problem in the hyperdimensional space. The different multiclass strategies described in Section III (i.e., the OAA, OAO, BHT-BB, and BHT-OAA strategies) were designed and trained using nonlinear SVMs based on the Gaussian radial basis kernel functions. The trees of SVMs defined for the BHT-BB and the BHT-OAA strategies are illustrated in Fig. 6. The class prior probabilities necessary to obtain such trees were computed on the basis of the training set. After the training phase, the four strategies were analyzed and compared based on three parameters: 1) classification accuracy; 2) computational time; and 3) architecture complexity. The obtained results are reported in Tables V and VII. From the viewpoint of the accuracy, all four strategies resulted in satisfactory results when compared with the two other nonparametric classifiers (i.e., the RBF neural networks and the K-nn classifier). In greater detail, the OAO strategy exhibited the best accuracy with a gain in overall accuracy of $+2.72\%$, $+1.72\%$, and $+0.54\%$ over the BHT-OAA, the BHT-BB and the OAA strategies, respectively. This suggests that the decomposition of the multiclass problem into an ensemble of two-class problems of very low-complexity represents an effective way of improving overall discrimination capability. The significant reduction in the complexity of the classification problem assigned to each SVM of the OAO architecture is shown by the very small average number of SVs that characterize each SVM of the same architecture. Indeed, this number is 130 against 333, 334, and 424 for the BHT-OAA, BHT-BB and the OAA strategies, respectively (Table VII). These values explain also why the time required to train the SVMs of the OAO strategy is the shortest, despite the greater amount of SVMs required by the same strategy (212 [s] against 311 [s], 410 [s], and 2361 [s] to train the BHT-BB, BHT-OAA, and OAA strategies, respectively). It is worth noting that the smallest number of SVs was exhibited by the OAO strategy. Indeed, only nine SVs were necessary to discriminate between the fifth and ninth classes (hay-windrowed and woods, respectively) with an accuracy of 100%. On the other hand, the larger number of SVMs involved in the OAO strategy directly affects the computational time demanded during the classification of test samples (554 [s] against 125 [s], 155 [s] and 341 [s] for the BHT-BB, the
TABLE VI
OVERALL AND CLASS-BY-CLASS ACCURACIES OBTAINED ON THE TEST SET BY SVMs WITH THE DIFFERENT MULTICLASS STRATEGIES CONSIDERED

<table>
<thead>
<tr>
<th>Multiclass Strategy</th>
<th>Classification Accuracy [%]</th>
<th>OA</th>
</tr>
</thead>
<tbody>
<tr>
<td>OAA</td>
<td>91.47 87.76 94.94 98.88</td>
<td>92.42</td>
</tr>
<tr>
<td>OAO</td>
<td>90.32 89.54 94.51 97.72</td>
<td>93.96</td>
</tr>
<tr>
<td>BHT-BB</td>
<td>89.70 87.25 95.78 99.16</td>
<td>92.24</td>
</tr>
<tr>
<td>BHT-OAA</td>
<td>88.87 85.97 95.36 98.88</td>
<td>91.24</td>
</tr>
</tbody>
</table>

TABLE VII
COMPUTATIONAL TIME AND CLASSIFICATION COMPLEXITY ASSOCIATED TO THE DIFFERENT SVM MULTICLASS STRATEGIES CONSIDERED

<table>
<thead>
<tr>
<th>Multiclass Strategy</th>
<th>TIME [S]</th>
<th>NUMBER OF SVMs</th>
<th>number of Support Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
<td>Min</td>
</tr>
<tr>
<td>OAA</td>
<td>2361</td>
<td>341</td>
<td>9</td>
</tr>
<tr>
<td>OAO</td>
<td>212</td>
<td>554</td>
<td>9</td>
</tr>
<tr>
<td>BHT-BB</td>
<td>311</td>
<td>125</td>
<td>8</td>
</tr>
<tr>
<td>BHT-OAA</td>
<td>410</td>
<td>155</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 6. Hierarchical trees obtained on the considered dataset by (a) the BHT-BB strategy and (b) the BHT-OAA strategy.

BHT-OAA, and the OAA strategies, respectively). Thanks to the small number of required SVMs and to the moderate complexity of the classification tasks assigned to each of them, the two BHT strategies seem particularly interesting in an operative phase involving the classification of large scale images. Table VIII shows the overall accuracies achieved by each SVM involved in both the BHT-BB and the BHT-OAA strategies. It is worth noting that the relatively low accuracy (93.77%) obtained by the first SVM of the BHT-OAA architecture (SVM1) combined with a significant depth of its associated tree (involving a higher risk of error propagation) may explain why this strategy was slightly less accurate than the BHT-BB strategy. In general, from a computational point of view, the two investigated BHT-BB and BHT-OAA strategies proved effective, resulting in a significant decrease in computational time.

V. DISCUSSION AND CONCLUSION

In this paper, we addressed the problem of the classification of hyperspectral remote sensing data using support vector machines. In order to assess the effectiveness of this promising classification methodology, we considered two main objectives. The first was aimed at assessing the properties of SVMs in hyperdimensional spaces and hypersubspaces of various dimensionalities. In this context, the results obtained on the considered dataset allow to identify the following three properties: 1) SVMs are much more effective than other conventional nonparametric classifiers (i.e., the RBF neural networks and the K-nn classifier) in terms of classification accuracy, computational time, and stability to parameter setting; 2) SVMs seem more effective than the traditional pattern recognition approach, which is based on the combination of a feature extraction/selection procedure and a conventional classifier, as implemented in this paper; and 3) SVMs exhibit low sensitivity to the Hughes phenomenon, resulting in an excellent approach to avoid the usually time-consuming phase required by any feature-reduction method. Indeed, as shown in the experiments, the improvement in accuracy obtained on the considered dataset by combining SVMs with a feature-reduction technique is definitely insufficient to justify the use of the latter.

The second objective of the work concerned the assessment of the effectiveness of strategies based on ensembles of binary SVMs used to solve multiclass problems in hyperspectral data. In particular, four different multiclass strategies were investigated and compared. These four strategies differ basically in
the manner in which the classification problem complexity is distributed over the single members (SVMs) of the architecture. Compared with each other, the parallel architectures (OAA and OAO) showed a better discrimination capability than the hierarchical tree-based architectures (BHT-BB and BHT-OAA). This can be explained by the fact that the BHT strategies may involve the risk of propagation of errors, since the final decision is the result of several hierarchical exchanges of partial decisions that may accumulate errors. Accordingly, one may observe that the design of a BHT strategy should favor a large number of ramifications at the expense of a lower ramification depth, to attenuate such a risk. Another reason that justifies the lower discrimination capability of the two proposed BHT strategies can be found in the kind of information used to construct the tree. Indeed, the use of simple information, such as the class prior probabilities, cannot take into proper account the underlying affinities among individual classes (or metaclasses). However, from the viewpoint of computational time, the BHT-BB and BHT-OAA strategies proved the most effective. Consequently, depending on the considered application, the multiclass strategy should be selected according to a proper tradeoff between classification accuracy and computational time. As a final remark, it is important to point out that the classification accuracies exhibited by all four strategies suggest that the multiclass problem does not significantly affect the performances of SVMs in the analysis of hyperspectral data. Indeed, all the strategies exhibited accuracies sharply higher than those of the nonparametric classifiers considered in our experimental analysis.
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