
ar
X

iv
:2

00
9.

06
90

4v
2 

 [
m

at
h.

G
R

] 
 2

8 
D

ec
 2

02
1

Classification of limit varieties

of J -trivial monoids

S. V. Gusev and O. B. Sapir

Abstract

A variety of algebras is a limit variety if it is non-finitely based but all its
proper subvarieties are finitely based.

We present a new pair of limit varieties of monoids and show that together
with the five limit varieties of monoids previously discovered by Jackson,
Zhang and Luo and the first-named author, there are exactly seven limit
varieties of J -trivial monoids.

1 Introduction

A variety of algebras is called finitely based (abbreviated to FB) if it has a finite basis
of its identities, otherwise, the variety is said to be non-finitely based (abbreviated
to NFB). Much attention is paid to studying of FB and NFB varieties of algebras of
various types. In particular, the FB and NFB varieties of semigroups and monoids
have been the subject of intensive research (see the survey [24]).

A variety is hereditary finitely based (abbreviated to HFB) if all its subvarieties
are FB. A variety is called a limit variety if it is NFB but every its proper subvariety
is FB. Limit varieties play an important role because every NFB variety contains
some limit subvariety by Zorn’s lemma. It follows that a variety is HFB if and
only if it does not contain any limit variety. So, if one manages to classify all limit
varieties within some class of varieties, then this classification implies a description
of all HFB varieties in this class.

Limit varieties are very rare. Only five explicit examples of limit varieties of
monoids are known so far. The first two examples of limit monoid varieties L and
M were discovered by Jackson [7] in 2005 (the formal definitions of these varieties
will be given in Subsection 2.3). In 2013, Zhang found a NBF variety of monoids
that does not contain the varieties L and M [26] and, therefore, she proved that
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there exists a limit variety of monoids that differs from L and M. In [27], Zhang
and Luo pointed out an explicit example of such variety.

If S is a semigroup, then the monoid obtained by adjoining a new identity element
to S is denoted by S1. If M is a monoid, then the variety of monoids generated by
M is denoted by varM . Let A1 = varA1, where

A = 〈a, b, c | a2 = a, b2 = b, ab = ca = 0, ac = cb = c〉 = {a, b, c, ba, bc, 0}.

The semigroup A was introduced by its multiplication table and shown to be FB in
[15, Section 19]. Its presentation was recently suggested by Edmond W. H. Lee. If V

is a monoid variety, then
←−
V denotes the variety dual to V, i.e., the variety consisting

of monoids anti-isomorphic to monoids from V. The variety A1 ∨
←−
A1 is the third

example of limit variety of monoids [27] mentioned in the previous paragraph. The

fourth and the fifth examples of limit monoid varieties J and
←−
J are provided in [3]

(the formal definition of the variety J will be given in Subsection 2.3).
In [2], Green introduces five equivalence relations on a semigroup. These relations

are collectively referred to as Green’s relations, and play a fundamental role in
studying semigroups. We recall the definition of one of them, which we use in present
paper. For elements a and b of a semigroup S, Green’s relation J is defined by

aJ b if and only if S1aS1 = S1bS1, i.e., a and b generate the same ideal.

A semigroup S is called J -trivial if Green’s relation J is the equality relation.
It turns out that all known examples of limit varieties of monoids are varieties

of J -trivial monoids. In this article, we present a new pair of limit varieties of

monoids K and
←−
K and provide the following classification of limit varieties of J -

trivial monoids, which is the main result of the article.

Theorem 1.1. A variety of J -trivial monoids is HFB if and only if it excludes the

varieties A1 ∨
←−
A1, J,

←−
J , K,

←−
K, L and M. Consequently, there are precisely seven

limit varieties of J -trivial monoids.

A monoid is aperiodic if all its subgroups are trivial. We note that several clas-
sifications of limit varieties of monoids were obtained earlier in some other classes.
Namely, Lee proved in [10] the uniqueness of the limit varieties L and M in the class
of varieties of finitely generated aperiodic monoids with central idempotents. In [11],
Lee generalized the result of [10] and established that L and M are the only limit
varieties within the class of varieties of aperiodic monoids with central idempotents.
Just recently, the first-named author [4] proved that a variety of aperiodic monoids

with commuting idempotents is HFB if and only if it excludes the varieties J,
←−
J , L

and M.
The article consists of six sections. Section 2 contains definitions, notation,

auxiliary results and introduces the varieties K and
←−
K. In Section 3 we provide a

sufficient condition under which a monoid variety is HFB. In Section 4 we provide
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a classification of aperiodic monoid varieties, which implies that every variety of

J -trivial monoids is either HFB or contains one of the varieties A1 ∨
←−
A1, J,

←−
J ,

K,
←−
K, L or M (Corollary 4.6). In Section 5 we show that K and

←−
K are new limit

varieties of monoids (Proposition 5.1). Thus, we provide the proof of Theorem 1.1.
Finally, Section 6 is devoted to a description of the subvariety lattice of the limit
variety K.

2 Preliminaries

2.1 Varieties of J -trivial monoids

The following claim is well-known but we provide its proof for the sake of complete-
ness.

Fact 2.1. Let V be a variety of J -trivial monoids. Then V satisfies the identities

xn ≈ xn+1 and (xy)n ≈ (yx)n (2.1)

for some n ≥ 1.

Proof. Since the Green’s relation J on any group coincides with the universal
relation, all the groups of V are trivial. This implies that V is aperiodic and so
satisfies the identity xn ≈ xn+1 for some n ≥ 1.

Let M be a monoid from V and a, b ∈ M . Then (ab)n = (ab)n+1 = a(ba)nb
and similarly, (ba)n = b(ab)na. Therefore, (ab)n and (ba)n lie in the same J -class
of M . Since M is J -trivial, (ab)n = (ba)n. It follows that M and so V satisfy
(xy)n ≈ (yx)n.

2.2 Words, identities and Dilworth-Perkins construction

Let A be a countably infinite set called an alphabet. As usual, let A+ and A∗ denote
the free semigroup and the free monoid over the alphabet A, respectively. Elements
of A are called letters and elements of A∗ are called words. We treat the identity
element of A∗ as the empty word, which is denoted by 1. Words and letters are
denoted by small Latin letters. However, words unlike letters are written in bold.
The content of a word w, i.e., the set of all letters occurring in w, is denoted by
con(w). A letter is called simple [multiple] in a word w if it occurs in w once [at
least twice]. The set of all simple [multiple] letters in a word w is denoted by sim(w)
[respectively mul(w)]. We use W≤ to denote the closure of a set of words W ⊂ A

∗

under taking subwords.
The following construction was introduced by Perkins [17] to build the first two

examples of finitely generated NFB varieties of semigroups (although in essence it
appears in [16], where it is attributed to Dilworth). For any set of words W , let
M(W ) denote the Rees quotient monoid of A∗ over the ideal A∗ \W≤ consisting of
all words that are not subwords of any word in W . Given a finite set of words W ,
M(W ) is a finite J -trivial monoid with zero.
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2.3 Generalized Dilworth-Perkins construction

The following generalization of M(W ) construction was introduced by the second-
named author in [21, 22]. Given a congruence τ on the free monoid A∗ we use ◦τ to
denote the binary operation on the quotient monoid A∗/τ . The elements of A∗/τ
are called τ -words or τ -classes and written using lowercase letters in the typewriter
style1. The subword relation on A∗ can be naturally extended to τ -words as follows:
given two τ -words u, v ∈ A∗/τ we write v ≤τ u if u = p◦τ v◦τ s for some p, s ∈ A∗/τ .
Given a set of τ -words W we define W≤τ as closure of W in quasi-order ≤τ . If W is a set
of τ -words, thenMτ (W) denotes the Rees quotient of A

∗/τ over the ideal (A∗/τ)\W≤τ .
For brevity, if w1, w2, . . . , wk ∈ A

∗/τ , then we write Mτ (w1, w2, . . . , wk) rather than
Mτ ({w1, w2, . . . , wk}). If τ is the trivial congruence on A∗, then Mτ (W) construction
coincides with Dilworth-Perkins construction.

Let τ1 denote the congruence on the free monoid A∗ induced by the relations
a = aa for each a ∈ A∗. We refine τ1 into three more congruences as follows. Given
u,v ∈ A

∗, we define:

• u γ v if and only if u τ1 v and mul(u) = mul(v);

• u λ v if and only if u γ v and the first two occurrences of each multiple letter
are adjacent in u if and only if these occurrences are adjacent in v;

• u ρ v if and only if u γ v and the last two occurrences of each multiple letter
are adjacent in u if and only if these occurrences are adjacent in v.

Notice that the relations ρ and λ are dual to each other. If τ ∈ {τ1, γ, λ, ρ}, then
it is verified in Proposition 8.5 in [22] that the relation ≤τ is an order on A∗/τ and
given a finite set of τ -words W, Mτ (W) is a finite J -trivial monoid with zero.

We say that a τ -word u ∈ A∗/τ is a τ -term for a variety V if, for any word u

in u, we have u τ v whenever V satisfies u ≈ v. The following lemma generalizes
Lemma 3.3 in [7].

Lemma 2.2 ([22, Corollary 3.6]). Let τ be either the trivial congruence or τ ∈
{τ1, γ}. Let W be a subset of A∗/τ . Then a monoid variety V contains Mτ (W) if and
only if every τ -word in W is a τ -term for V.

If u ∈ A∗ and x ∈ con(u), then an island formed by x in u is a maximal subword
of u, which is a power of x. For example, the word ab2a5ba3 has three islands formed
by a and two islands formed by b. We say that u ∈ A∗ is 2-island-limited if each
letter forms at most 2 islands in u. For example, the word asbtb5a7 is 2-island-
limited. Given τ ∈ {τ1, γ, λ, ρ} we say that u ∈ A∗/τ is 2-island-limited if u is
2-island-limited for each u ∈ u.

1We call the elements of A∗/τ by τ -words when we want to emphasize the relations between
them and we refer to u ∈ A∗/τ as a τ -class when we are interested in the description of the words
contained in u.
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Fact 2.3 ([22, Lemma 6.3 and it’s dual]). Let τ ∈ {λ, ρ} and u be a 2-island-limited

τ -word. If u is a τ -term for a monoid variety V, then every τ -word v with v ≤τ u

is also a τ -term for V.

Lemma 2.4 ([22, Corollary 6.4 and it’s dual]). Let τ ∈ {λ, ρ} and W be a set of

2-island-limited τ -words. Then a monoid variety V contains Mτ (W) if and only if

every τ -word in W is a τ -term for V.

Let B denote an alphabet, which consists of symbols a+ for each a ∈ A. If
τ ∈ {τ1, γ, λ, ρ}, then it is convenient to represent the elements of A∗/τ by words
in the alphabet A ∪ B. For each a ∈ A consider the following rewriting rules on
(A ∪B)∗:

• Rτ1
a→a+

replaces a by a+;

• Rγ

a→a+
replaces an occurrence of a in u by a+ only in case that either a appears

in u at least twice or a+ appears in u;

• Rλ
a→a+

replaces an occurrence of a in u by a+ only in case that either a or a+

appears in u to the left of this occurrence of a;

• Rρ

a→a+
replaces an occurrence of a in u by a+ only in case that either a or a+

appears in u to the right of this occurrence of a;

• Ra+a+→a+ replaces a+a+ by a+;

• Raa+→a+ replaces aa+ by a+;

• Ra+a→a+ replaces a+a by a+.

It is proved in Lemma 8.1 in [22] that if τ ∈ {τ1, γ, λ, ρ}, then using the rules

{Rτ
a→a+ , Ra+a+→a+, Raa+→a+ , Ra+a→a+ | a ∈ A} (2.2)

in any order, every word u ∈ (A ∪B)∗ can be transformed to a unique word rτ (u)
such that none of these rules is applicable to rτ (u). Let Rτ denote the set of all
words in (A ∪ B)∗ to which none of the rewriting rules (2.2) is applicable. It is
verified in Proposition 8.2 in [22] that the τ -words in A∗/τ can be identified with
the elements of Rτ such that for each pair of words u,v ∈ Rτ we have

u ◦τv = rτ (uv).

For example, (bta+)◦λ(a
+b+) = bta+b+. The next example lists all non-zero elements

of the 20-element monoid Mλ(bta
+b+).

Example 2.5.

{bta+b+}≤λ = {1, a, a+, b, b+, t,

bt, ta, ta+, ab, ab+, a+b, a+b+,

bta, bta+, ta+b, ta+b+,

bta+b, bta+b+}.
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If w1, w2, . . . , wk ∈ A∗/τ , then we use Mτ (w1, w2, . . . , wk) to denote the monoid
variety generated by Mτ (w1, w2, . . . , wk). If τ is the trivial congruence on A∗, then
we write M(w1, w2, . . . , wk) rather than Mτ (w1, w2, . . . , wk).

It turns out that every limit variety of J -trivial monoids is generated by
a monoid of the form Mτ (W). In particular, L = M(atbasb) and M =
M(abtasb, atbsab) [7]. The limit variety J was introduced in [3] as a variety given
by some infinite identity system. According to Theorem 7.2(v) in [22] and its

dual, J = Mλ(atba
+sb+) and

←−
J = Mρ(a

+tb+asb). In view of Theorem 4.3(iv)

in [22], the limit variety A1 ∨
←−
A1 discovered in [27] is generated by the monoid

Mγ(a
+b+ta+, a+tb+a+).

Put K = Mλ(bta
+b+). According to Example 2.5, the variety K is generated

by a 20-element monoid. In fact, K is generated by a 12-element submonoid of
Mλ(bta

+b+) (see Remark 6.6). We are going to prove in Proposition 5.1 that K and
←−
K are new limit varieties of monoids.

2.4 Two useful facts

If M is a monoid or a class of monoids and Σ is an identity or a set of identities,
then we write M |= Σ whenever M satisfies Σ. A word w is an isoterm for M
if M violates any non-trivial identity of the form w ≈ w′. For a word w and
a set of letters X ⊆ con(w), let w(X) be the word obtained from w by deleting
from w all letters that are not in X . We write w(x1, x2, . . . , xk, X) rather than
w(X ∪ {x1, x2, . . . , xk}) whenever X ⊆ con(w) and x1, x2, . . . , xk ∈ con(w) \X .

The next two facts are well-known. We provide their proofs for the sake of
completeness.

Lemma 2.6. For a monoid M the following are equivalent:

(i) xy is an isoterm for M ;

(ii) every identity u ≈ v satisfied by M has the following properties:

mul(u) = mul(v) and u(sim(u)) = v(sim(v)).

Proof. (i) → (ii) Clearly, x is an isoterm for M . Then mul(u) = mul(v) and
sim(u) = sim(v) = {t1, . . . , tm} for some m ≥ 0. Therefore, u(sim(u)) = t1 . . . tm
and v(sim(u)) = tπ1 . . . tπm for some permutation π on {t1, . . . , tm}. If π is not the
identical permutation, then M satisfies titj ≈ tjti for some 1 ≤ i < j ≤ m. To
avoid contradiction, π is must be the identical permutation, that is, u(sim(u)) =
v(sim(v)). Implication (ii) → (i) is evident.

A block of a word w is a maximal subword of w that does not contain any letters
simple in w. If xy is an isoterm for a monoid M , then, in view of Lemma 2.6, every
identity of M is of the form

u0

m
∏

i=1

(tiui) ≈ v0

m
∏

i=1

(tivi), (2.3)

6



where sim(u) = sim(v) = {t1, . . . , tm} for some m ≥ 0 and mul(u) =
con(u0 . . .um) = con(v0 . . .vm) = mul(v). For each i = 0, 1, . . . , m, we say the
blocks ui and vi are corresponding.

Lemma 2.7. Let M be a monoid that satisfies xn ≈ xn+1 for some n ≥ 1. If xy is

not an isoterm for M , then M is commutative or idempotent.

Proof. If x is not an isoterm for M , then M satisfies x ≈ xk for some k > 1. Since
the identities xn ≈ xn+1 and x ≈ xk imply x ≈ x2, the monoid M is idempotent.

If x is an isoterm for M but xy is not an isoterm for M , then M satisfies xy ≈ yx
and is commutative.

3 A sufficient condition under which a monoid

variety is HFB

A monoid M is said to be [hereditary ] finitely based if varM is [H]FB. The variety
of monoids given by an identity system ∆ is denoted by var ∆. We fix the following
set of identities for the rest of this section:

Σ = {xtyxsy ≈ xtxyxsy, xtysyx ≈ xtysxyx}.

The following proposition is the main result of this section and generalizes Proposi-
tion 3.1 in [4], which says that var{xtyxsy ≈ xtxyxsy, x2y2 ≈ y2x2} is HFB.

Proposition 3.1. Let M be a monoid such that M |= Σ. Then M is HFB.

To prove Proposition 3.1 we need some auxiliary results. We will often use the
following fact without references.

Fact 3.2. The identity

xtysyx ≈ xtysxyx (3.1)

implies the identities xtx ≈ xtx2 and

xtysxy ≈ xtysyxy. (3.2)

Proof. The identity xtx ≈ xtx2 can be obtained by erasing letters s and y from (3.1).

Then (3.2) follows from (3.1) because xtysxy
xtx≈xtx2

≈ xtysx2y
(3.1)
≈ xtys(xy)2

(3.1)
≈

xtysyxy.

The following lemma generalizes Lemma 3.2 in [4].

Lemma 3.3. Let w = v1v2xv3, where v1,v2,v3 ∈ A
∗. If v1 contains x and v2 does

not contain any letters that are simple in w, then Σ implies w ≈ v1xv2xv3.

Proof. In view of Fact 3.2, the identity (3.1) implies (3.2). The rest of the proof
is similar to the proof of Lemma 3.2 in [4]. The only difference is that instead
of xtysxy ≈ xtysyx we use one of the identities (3.1) or (3.2).

7



Let u ≈ v be an identity such that u(sim(u)) = v(sim(v)). If x ∈ mul(u),
we say that u ≈ v is x-well-balanced if u(x, sim(u)) = v(x, sim(u)). Following
Lee [11], we say that the identity is well-balanced if u ≈ v is x-well-balanced for
each x ∈ mul(u). The identity u ≈ v is not well-balanced at x if the number of
occurrences of x in some block b of u does not equal to the number of occurrences
of x in the corresponding block b′ of v. If x ∈ mul(u) and b is the block of
u, which contains the first occurrence of x, then we say that u is x-compact if b
contains at most two occurrences of x and every other block of u contains at most
one occurrence of x. We say that a word u is compact if u is x-compact for each
x ∈ mul(u). We say that an identity u ≈ v is compact if both u and v are compact
and u(sim(u)) = v(sim(v)). A word that contains at most one multiple letter is
called almost-linear. An identity u ≈ v is called almost-linear if both u and v are
almost-linear. Given a monoid M we use Γ(M) to denote the set of all almost-linear
identities of M .

Lemma 3.4. Let M be a monoid such that xy is an isoterm for M and M |= Σ.
Then every identity of M can be derived from a compact well-balanced identity of

M together with Σ ∪ Γ(M).

Proof. Let u ≈ v be an identity of M . In view of Lemma 2.6, mul(u) = mul(v)
and u(sim(u)) = v(sim(v)). Let u ≈ v be not well-balanced at precisely k different
letters. We will use induction on k.

Induction base: k = 0. Then u ≈ v is well-balanced. In view of Lemma 3.3,
we can remove some occurrences of letters in u and v and obtain the words u∗

and v∗ such that the identity u∗ ≈ v∗ is compact and well-balanced and u ≈ v is
equivalent modulo Σ to u∗ ≈ v∗, we are done.

Induction step: k > 0. Then u′ = u(x, sim(u)) 6= v(x, sim(v)) = v′ for some
x ∈ mul(u).

Suppose that every block of u contains at most one occurrence of x. Then we
apply the identity u′ ≈ v′ to u and obtain a word w such that the identity w ≈ v

is x-well-balanced. By the induction assumption, the identity w ≈ v can be derived
from a compact well-balanced identity σ of M together with Σ∪Γ(M). Then u ≈ v

follows from {σ}∪Σ∪Γ(M) because u′ ≈ v′ ∈ Γ(M), and we are done. By a similar
argument we can show that if every block of v contains at most one occurrence of
x, then u ≈ v follows from a compact well-balanced identity of M together with
Σ ∪ Γ(M). So, by Lemma 3.3, we may assume that some block a of u contains the
first and second occurrences of x and some block b of v also contains the first and
second occurrences of x. Two cases are possible.

Case 1: the blocks a and b are corresponding. Lemma 3.3 allows us to remove
some occurrences of letters in u and v and obtain the words u∗ and v∗ such that
the identity u∗ ≈ v∗ is compact well-balanced and u ≈ v is equivalent modulo Σ to
u∗ ≈ v∗. Therefore, we may assume that u and v are compact. Then, by symmetry,
we may assume that some block b′ of v contains x but the corresponding block a′ of
u to b′ does not contain x. We may choose a′ and b′ so that they are the rightmost

8



blocks in the words u′ and v′ with such a property. Let t be simple letter that is
next to the block a′ on the left of it in u.

Subcase 1.1: the last occurrence of x precedes the block a′ in u. Then the
identity u(x, t) ≈ v(x, t) is equivalent modulo Σ to

x2t ≈ x2tx, (3.3)

whence M satisfies

xtxs
xtx≈xtx2

≈ xtx2s
(3.3)
≈ xtx2sx

xtx≈xtx2

≈ xtxsx.

Then we apply the identity xtxs ≈ xtxsx to u and obtain a word w such that
the identity w ≈ v is x-well-balanced. By the induction assumption, the identity
w ≈ v can be derived from a compact well-balanced identity σ of M together with
Σ∪Γ(M). Then u ≈ v follows from {σ}∪Σ∪Γ(M) because xtxs ≈ xtxsx ∈ Γ(M),
and we are done.

Subcase 1.2: the last occurrence of x is preceded by the block a′ in u. Let s be
simple letter that is next to the blocks a′ on the right of it in u. Then the identity
u(x, t, s) ≈ v(x, t, s) is equivalent modulo Σ to

x2tsx ≈ x2txsx, (3.4)

whence M satisfies

xzxtxsx
xtx≈xtx2

≈ xzx2txsx
(3.4)
≈ xzx2tsx

xtx≈xtx2

≈ xzxtsx.

Then we apply the identity
xzxtxsx ≈ xzxtsx (3.5)

to u and obtain a word w such that the identity w ≈ v is x-well-balanced. By
the induction assumption, the identity w ≈ v can be derived from a compact well-
balanced identity σ of M together with Σ ∪ Γ(M). Then u ≈ v follows from
{σ} ∪ Σ ∪ Γ(M) because (3.5) ∈ Γ(M), and we are done.

Case 2: the blocks a and b are not corresponding. Let a′ be the corresponding
block to b. We may assume without loss of generality that the block a′ precedes
the block a in u. Let t be simple letter that is next to the block a′ on the right of
it in u. Clearly, the identity u(x, t)x ≈ v(x, t)x is equivalent modulo Σ to

tx2 ≈ x2tx, (3.6)

whence M satisfies

txsx
xtx≈xtx2

≈ txsx2
(3.6)
≈ x2txsx2 xtx≈xtx2

≈ x2txsx.

Then we apply the identity txsx ≈ x2txsx to u and obtain a word w such that
the corresponding block of w to the block b of v contains the first and second
occurrences of x in w. By Case 1, the identity w ≈ v can be derived from a
compact well-balanced identity σ of M together with Σ ∪ Γ(M). Then u ≈ v

follows from {σ} ∪Σ∪ Γ(M) because txsx ≈ x2txsx ∈ Γ(M), and we are done.
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The expression iwx means the ith occurrence of a letter x in a word w. We
say that a pair of occurrences {ix, jy} of letters x and y in a well-balanced identity
u ≈ v is critical if u contains iux juy as a subword and jvy precedes ivx in v. Let w
denote the result of replacing iux juy by juy iux in u. Given a set of identities ∆ and
a well-balanced identity u ≈ v, we say that the critical pair {ix, jy} is ∆-removable
in u ≈ v if ∆ implies u ≈ w.

The following special case of Lemma 3.4 in [19] describes the standard method
of deriving identities by removing critical pairs. This method traces back to the
articles [9, 18].

Lemma 3.5. Let M be a monoid and ∆ be a set of identities. Suppose that each

critical pair in every compact well-balanced identity of M is ∆-removable. Then

every compact well-balanced identity of M can be derived from ∆.

Let Φ denote the set of compact well-balanced identities with two multiple letters
of the form pc ≈ qc or yspc ≈ ysqc, where p and q are words in {x, y}+ with the
property that both x and y appear at least once and at most twice in both p and q

and occur in p the same number of times as in q, and c be either the empty word
or a word from the set

{txy,

k
∏

ℓ=1

(tℓeℓ) | k ≥ 1, e1, e2, . . . , ek ∈ {1, x, y}}. (3.7)

Notice that if u ≈ v is an identity from Φ then the difference between u and v is
only in the corresponding blocks p and q. Also notice that at most two blocks of u
(and v) contain both x and y. Moreover, if two blocks of u contain both x and y
then u has at most three blocks and the last block of u is xy. For example, the set
Φ contains ysxy2txy ≈ ysyxytxy. For more examples of identities in Φ we refer the
reader to look at the cluster of seven identities used in the proof of Proposition 6.5
below.

Given a monoid M we use Φ(M) to denote the set of those identities from Φ
that hold in M .

Proof of Proposition 3.1. If xy is not an isoterm for M , then M is either commu-
tative or idempotent by Lemma 2.7. Then M is FB because each commutative
monoid [6] and each idempotent monoid [25] are FB. So, we may assume that xy
is an isoterm for M . According to Lemma 3.4, every identity of M can be derived
from a compact well-balanced identity of M together with Σ∪Γ(M). By the result
of Volkov [23, Corollary 2], every set of almost-linear identities gives a FB variety.
Thus, var Γ(M) is FB. It is easy to see that every subset of Φ gives a FB subvari-
ety within var Σ. So, it suffices to prove that every compact well-balanced identity
u ≈ v of M follows from Σ ∪ Φ(M).

Let {ix, jy} be a critical pair in u ≈ v and w denote the result of replacing

iux juy by juy iux in u. We consider four cases and show that in every case the
identity u ≈ v together with Σ imply some identity in Φ(M) which (together with
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Σ) can be used to “remove the critical pair {ix, jy}”, that is, to derive the identity
u ≈ w.

Since u ≈ v is well-balanced, we have u(sim(u)) = v(sim(v)) and both x and
y are multiple letters. Let a denote the block of u, which contains the critical pair
{ix, jy} and a′ denote the corresponding block of v to a. Then a = a1 iux juy a2,
u = u′au′′ and v = v′a′v′′ for some a1, a2,u

′,u′′,v′,v′′ ∈ A∗.
Case 1: block a contains neither the first occurrence of x nor the first occurrence

of y. In this case, a(x, y) = xy and a′(x, y) = yx because u ≈ v is compact and
well-balanced. Two subcases are possible.

Subcase 1.1: some block b of u′′ contains both an occurrence of x and an
occurrence of y. Let u′′ = u1bu2 for some u1,u2 ∈ A

∗. Let t be the simple letter
that is immediately to the right of the block a. Then u ≈ v implies

u′(x, y)xytu′′(x, y) ≈ v′(x, y)yxtv′′(x, y)

and so
u′(x, y)xytu′′(x, y)xy ≈ v′(x, y)yxtv′′(x, y)xy.

The last identity is equivalent modulo Σ to

pxytxy ≈ qyxtxy, (3.8)

where p,q ∈ {xy, yx} because we can remove all non-first occurrences of x and y
in u′(x, y) and v′(x, y) and the words u′′(x, y) and v′′(x, y) by Lemma 3.3. Clearly,
(3.8) ∈ Φ(M). Then M satisfies

u
Lemma 3.3
≈ u′a1pxya2u1xybu2

(3.8)
≈ u′a1qyxa2u1xybu2

Lemma 3.3
≈ w,

and we are done.
Subcase 1.2: no block of u′′ contains both an occurrence of x and an occurrence

of y. Let {t1, t2, . . . , tk} be the possibly empty set of simple letters of u in u′′. Then
u ≈ v implies

u′(x, y)xyu′′(x, y, t1, t2, . . . , tk) ≈ v′(x, y)yxv′′(x, y, t1, t2, . . . , tk). (3.9)

Since the identity u ≈ v is well-balanced and compact,

u′′(x, y, t1, t2, . . . , tk) = v′′(x, y, t1, t2, . . . , tk) =
k
∏

ℓ=1

(tℓeℓ), (3.10)

where e1, e2, . . . , ek ∈ {1, x, y}. The identity (3.9) is equivalent modulo Σ to

pxy

k
∏

ℓ=1

(tℓeℓ) ≈ qyx

k
∏

ℓ=1

(tℓeℓ), (3.11)

11



where p,q ∈ {xy, yx} because we can remove all non-first occurrences of x and y in
u′(x, y) and v′(x, y) by Lemma 3.3. Clearly, (3.11) ∈ Φ(M). Then M satisfies

u
Lemma 3.3
≈ u′a1pxya2u

′′
(3.11)
≈ u′a1qyxa2u

′′ Lemma 3.3
≈ w,

and we are done.
Case 2: block a contains the first occurrence of x and the first occurrence of y.

In this case, both x and y occur at least once and at most twice in a because u is
compact. Let a(x, y) = p iux juyq and a′(x, y) = p′

jvy q
′
ivxr

′. Two subcases are
possible.

Subcase 2.1: some block b of u′′ contains both an occurrence of x and an
occurrence of y. Let u′′ = u1bu2 for some u1,u2 ∈ A

∗. Let t be the simple letter
that is immediately to the right of the block a. Then u ≈ v implies

pxyqtu′′(x, y) ≈ p′yq′xr′tv′′(x, y)

and so
pxyqtu′′(x, y)xy ≈ p′yq′xr′tv′′(x, y)xy.

The last identity is equivalent modulo Σ to

pxyqtxy ≈ p′yq′xr′txy (3.12)

because we can remove the words u′′(x, y) and v′′(x, y) by Lemma 3.3. Clearly,
(3.12) ∈ Φ(M). Then M satisfies

u
Lemma 3.3
≈ u′a1pxyqa2u1xybu2

(3.12)
≈ u′a1p

′yq′xr′a2u1xybu2.

Evidently, if p′ = 1, then con(p′) ⊆ con(a1). Let now p′ 6= 1. If x ∈ con(p′), then
i = 2 and so x ∈ con(p). If y ∈ con(p′), then j = 2 and so y ∈ con(p). We see
that con(p′) ⊆ con(p) ⊆ con(a1) in either case. Analogously, con(r′) ⊆ con(a2).
Further, if x ∈ con(q′), then i = 2 and so x ∈ con(a1), and if y ∈ con(q′), then
j = 1 and so y ∈ con(a2) because u is compact. This implies that M satisfies
u′a1p

′yq′xr′a2u1xybu2 ≈ w by Lemma 3.3, and we are done.
Subcase 2.2: no block of u′′ contains both an occurrence of x and an occurrence

of y. Let {t1, t2, . . . , tk} be the possibly empty set of simple letters of u in u′′. Since
the identity u ≈ v is well-balanced and compact, the equality (3.10) holds, where
e1, e2, . . . , ek ∈ {1, x, y}. Then u ≈ v implies

pxyq

k
∏

ℓ=1

(tℓeℓ) ≈ p′yq′xr′
k
∏

ℓ=1

(tℓeℓ). (3.13)

Clearly, (3.13) ∈ Φ(M). Then M satisfies

u
Lemma 3.3
≈ u′a1pxyqa2u

′′
(3.13)
≈ u′a1p

′yq′xr′a2u
′′.

12



Evidently, if p′ = 1, then con(p′) ⊆ con(a1). Let now p′ 6= 1. If x ∈ con(p′), then
i = 2 and so x ∈ con(p). If y ∈ con(p′), then j = 2 and so y ∈ con(p). We see
that con(p′) ⊆ con(p) ⊆ con(a1) in either case. Analogously, con(r′) ⊆ con(a2).
Further, if x ∈ con(q′), then i = 2 and so x ∈ con(a1), and if y ∈ con(q′), then
j = 1 and so y ∈ con(a2) because u is compact. This implies that M satisfies
u′a1p

′yq′xr′a2u
′′ ≈ w by Lemma 3.3, and we are done.

Case 3: block a contains the first occurrence of x but does not contain the first
occurrence of y. In this case, letter x appears at most twice in a(x, y) but letter y only
once because u is compact. Let a(x, y) = p iux juyq and a′(x, y) = p′

jvy q
′
ivxr

′.
Let s be a simple letter that is next to the block a on the left of it. Two subcases
are possible.

Subcase 3.1: some block b of u′′ contains both an occurrence of x and an
occurrence of y. Let u′′ = u1bu2 for some u1,u2 ∈ A∗. Let t be the simple letter
that is immediately to the right of the block a. Then u ≈ v implies

ymspxyqtu′′(x, y) ≈ ymsp′yq′xr′tv′′(x, y)

and so
ymspxyqtu′′(x, y)xy ≈ ymsp′yq′xr′tv′′(x, y)xy,

where m is the number of occurrences of y in u′. The last identity is equivalent
modulo Σ to

ymspxyqtxy ≈ ymsp′yq′xr′txy (3.14)

because we can remove the words u′′(x, y) and v′′(x, y) by Lemma 3.3. If m > 1,
then M satisfies

yspxyqtxy
Lemma 3.3
≈ ysympxyqtxy

(3.14)
≈ ysymp′yq′xr′txy

Lemma 3.3
≈ ysp′yq′xr′txy.

So, in either case the identity

yspxyqtxy ≈ ysp′yq′xr′txy (3.15)

holds in M . Clearly, (3.15) ∈ Φ(M). Then M satisfies

u
Lemma 3.3
≈ u′a1pxyqa2u1xybu2

(3.15)
≈ u′a1p

′yq′xr′a2u1xybu2.

Since p′q′r′ ∈ {1, x}, if p′q′ 6= 1, then i = 2, whence con(p′q′) ⊆ con(p) and so
con(p′q′) ⊆ con(a1). Analogously, con(r

′) ⊆ con(a2). This implies that M satisfies
u′a1p

′yq′xr′a2u1xybu2 ≈ w by Lemma 3.3, and we are done.
Subcase 3.2: no block of u′′ contains both an occurrence of x and an occurrence

of y. Let {t1, t2, . . . , tk} be the possibly empty set of simple letters of u in u′′. Since
the identity u ≈ v is well-balanced and compact, the equality (3.10) holds, where
e1, e2, . . . , ek ∈ {1, x, y}. Then u ≈ v implies

ymspxyqc ≈ ymsp′yq′xr′c, (3.16)
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where m is the number of occurrences of y in u′ and c =
∏k

ℓ=1(tℓeℓ). If m > 1, then
M satisfies

yspxyqc
Lemma 3.3
≈ ysympxyqc

(3.16)
≈ ysymp′yq′xr′c

Lemma 3.3
≈ ysp′yq′xr′c.

So, in either case the identity

yspxyqc ≈ ysp′yq′xr′c (3.17)

holds in M . Clearly, (3.17) ∈ Φ(M). Then M satisfies

u
Lemma 3.3
≈ u′a1pxyqa2u

′′
(3.17)
≈ u′a1p

′yq′xr′a2u
′′.

Since p′q′r′ ∈ {1, x}, if p′q′ 6= 1, then i = 2, whence con(p′q′) ⊆ con(p) and so
con(p′q′) ⊆ con(a1). Analogously, con(r

′) ⊆ con(a2). This implies that M satisfies
u′a1p

′yq′xr′a2u
′′ ≈ w by Lemma 3.3, and we are done.

Case 4: block a contains the first occurrence of y but does not contain the first
occurrence of x. This case is similar to Case 3.

So, we have proved that the critical pair {ix, jy} is (Σ ∪ Φ(M))-removable in
u ≈ v. Now Lemma 3.5 applies, with the conclusion that every compact well-
balanced identity u ≈ v of M can be derived from Σ∪Φ(M), and we are done.

Corollary 3.6. Any monoid M that satisfies xtx ≈ xtx2 and

xy2tx ≈ xy2xtx (3.18)

is HFB.

Proof. The identities

xtyxsy
xtx≈xtx2

≈ xtyx2sy
(3.18)
≈ xtyx2ysy

xtx≈xtx2

≈ xtyxysy,

xysytx
xtx≈x2tx
≈ xy2sytx

(3.18)
≈ xy2xsytx

xtx≈x2tx
≈ xyxsytx

hold in M . Therefore, M is HFB by the dual to Proposition 3.1.

Put

E = 〈a, b, c | a2 = ab = 0, ba = ca = a, b2 = bc = b, c2 = cb = c〉 = {a, b, c, ac, 0}.

The monoid E1 was first investigated in Lee and Li [14, Section 14], where it was

shown to be finitely based by {xtx ≈ xtx2 ≈ x2tx, xy2x ≈ x2y2}. Let A
1
denote

the dual of the monoid A1 (see Section 1).

Example 3.7. The monoid A
1
×E1 is HFB.

Proof. It follows from [14, Section 14] that E1 |= {xtx ≈ xtx2, xy2tx ≈ xy2xtx}.

According to [27, p. 15], we also have A
1
|= {xtx ≈ xtx2, xy2tx ≈ xy2xtx}. There-

fore, A
1
× E1 is HFB by Corollary 3.6.

Example 3.7 generalizes the result from [8] that E1 is HFB and the result
from [27] that A1 is HFB.
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4 Classification of varieties of aperiodic monoids

Recall from Section 2 that L = M(xtxysy) and M = M(xytxsy, xsytxy) are limit
varieties of monoids [7]. The following lemma is a combination of [11, Theorem 3.2]
and [4, Lemma 2.1].

Sorting Lemma 1. Let V be a variety of aperiodic monoids. Then either V is

HFB or one of the following holds:

(i) V contains either L or M;

(ii) V satisfies either xtx ≈ xtx2 or xtx ≈ x2tx.

The goal of this section is to refine Sorting Lemma 1 (see Sorting Lemma 2
below).

We note that some varieties can be generated by monoids of the form Mτ (u) for
several congruences τ . For example, Mγ(a

+t) ∼= Mλ(a
+t) ∼= Mρ(a

+t) [22, Fact 6.2].
In such a case, we choose the coarsest congruence τ to identify the monoid variety.

Lemma 4.1. Let V be a monoid variety such that t is an isoterm for V and V

satisfies xtx ≈ xtx2. If Mγ(a
+t) * V, then V satisfies xtxs ≈ xtxsx.

Proof. Since V does not contain Mγ(a
+t), the γ-word a+t is not a γ-term for V

by Lemma 2.2. Since t is an isoterm for V, the variety V satisfies xnt ≈ xmtxk

for some n,m ≥ 2 and k ≥ 1. In view of xtx ≈ xtx2, the variety V satisfies
x2t ≈ x2tx. It is easy to check that the identity xtxs ≈ xtxsx is equivalent to
{xtx ≈ xtx2, x2t ≈ x2tx}.

The next lemma is a reformulation of Lemma 4.1 in [4] using Theorem 7.2 in [22].

Lemma 4.2. Let V be a monoid variety such that Mλ(ata
+, a+t) ⊆ V and V |=

xtx ≈ xtx2. Then V satisfies

xtyxsy ≈ xtxyxsy (4.1)

whenever J = Mλ(atba
+sb+) * V.

Lemma 4.3. Let V be a monoid variety that satisfies the identity xtx ≈ xtx2. If

V contains Mλ(ata
+) but does not contain K = Mλ(bta

+b+), then V satisfies the

identity

xty2x ≈ xty2xyx. (4.2)

Proof. Since Mλ(bta
+b+) * V, Lemma 2.4 implies that bta+b+ is not a λ-term for

V. Since ata+ is a λ-term for V, we get that V satisfies xtypxq ≈ xta for some
p ≥ 2, q ≥ 1 and some word a ∈ {x, y}+ such that xy is a subword of a. Then the
identities

xty2x
xtx≈xtx2

≈ xty2ypxqx ≈ xty2ax
xtx≈xtx2

≈ xty2xyx

hold in V, and we are done.
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Lemma 4.4. Let V be a monoid variety that satisfies xtx ≈ xtx2. If Mλ(ata
+) * V,

then V satisfies xtx ≈ x2tx.

Proof. If xy is not an isoterm for V, then V is commutative or idempotent by

Lemma 2.7. In either case, V satisfies xtx ≈ x2tx because xtx
xtx≈xtx2

≈ xtx2 comm.
≈

x2tx and xtx
idemp.
≈ x2tx. So, we may assume that xy is an isoterm for V.

Since Mλ(ata
+) * V, Lemma 2.4 implies that ata+ is not a λ-term for V. Then

in view of Lemma 2.6, the variety V satisfies an identity of the form xtxk ≈ xptxq,
where k, q ≥ 1 and p ≥ 2. This identity is equivalent modulo xtx ≈ xtx2 to
xtx ≈ x2tx, and we are done.

Lemma 4.5. Let V be a monoid variety that satisfies the identities xtx ≈ xtx2 ≈
x2tx. If A1 * V, then V |= xy2tx ≈ (xy)2tx.

Proof. If x is not an isoterm for V, then V satisfies x ≈ x2 and consequently,
xy2tx ≈ (xy)2tx. So, let us assume that x is an isoterm for V and consider two
cases.

Case 1: V does not contain Mγ(a
+t, ta+). According to Lemma 2.2, either a+t

or ta+ is not a γ-term for V. Then the variety V satisfies either xnt ≈ xmtxk or
txn ≈ xmtxk for some n ≥ 2 and m, k ≥ 1. In view of xtx ≈ xtx2 ≈ x2tx, the
variety V satisfies either x2t ≈ xtx or tx2 ≈ xtx. Each of these identities implies
xy2tx ≈ (xy)2tx.

Case 2: V contains Mγ(a
+t, ta+). According to Theorem 4.3(iii) in [22], we

have A1 = Mγ(a
+b+ta+). Then Lemma 2.2 implies that a+b+ta+ is not a γ-term

for V. Since a+t and ta+ are γ-terms for V, the variety V satisfies xy2tx ≈ atx for
some a ∈ {x, y}+ such that a contains yx as a subword. Then

V |= xy2tx
xtx≈x2tx
≈ x2y3tx ≈ xaytx

xtx≈xtx2≈x2tx
≈ (xy)2tx,

and we are done.

Sorting Lemma 2. Let V be a variety of aperiodic monoids. Then either V is

HFB or one of the following holds:

(i) V contains one of the varieties A1 ∨
←−
A1, J,

←−
J , K,

←−
K, L or M;

(ii) V satisfies either {xtx ≈ xtx2, xy2tx ≈ (xy)2tx} or dually,

{xtx ≈ x2tx, xty2x ≈ xt(yx)2};

(iii) V satisfies either xtxs ≈ xtxsx or dually, txsx ≈ xtxsx.

Proof. Suppose thatV is not HFB and does not contain any of the varietiesA1∨
←−
A1,

J,
←−
J , K,

←−
K, L or M. Sorting Lemma 1 implies that V satisfies xtx ≈ xtx2 or

xtx ≈ x2tx. By symmetry, we may assume that V satisfies xtx ≈ xtx2. If x is not
an isoterm for V, then V is idempotent and consequently, satisfies xy2tx ≈ (xy)2tx.

16



So, we may assume that x is an isoterm for V. If a+t is not a γ-term for V, then
V satisfies xtxs ≈ xtxsx by Lemma 4.1. So, we may assume that a+t is a γ-term
for V. Consider two cases.

Case 1: V contains Mλ(ata
+). Since V does not contain J, Lemma 4.2 implies

that V |= (4.1). Erasing s from (4.1) we obtain

xtyxy ≈ xt(xy)2. (4.3)

Since K * V, the variety V satisfies (4.2) by Lemma 4.3. Consequently, V satisfies

xsytyx
xtx≈xtx2

≈ xsyty2x
(4.2)
≈ xsyty2xyx

xtx≈xtx2

≈ xsyt(yx)2
(4.3)
≈ xsytxyx

Hence V is HFB by Proposition 3.1.

Case 2: V does not contain Mλ(ata
+). In this case, Lemma 4.4 implies that

V |= xtx ≈ x2tx. Since A1∨
←−
A1 * V, Lemma 4.5 and its dual imply that V satisfies

one of the following identities

xty2x ≈ xt(yx)2 or xy2tx ≈ (xy)2tx,

we are done.

Corollary 4.6. Let V be a variety of J -trivial monoids. Then either V is HFB

or V contains one of the varieties A1 ∨
←−
A1, J,

←−
J , K,

←−
K, L or M.

Proof. Suppose thatV is not HFB and does not contain any of the varietiesA1∨
←−
A1,

J,
←−
J , K,

←−
K, L or M. In view of Sorting Lemma 2, two cases are possible.

Case 1: V satisfies {xtx ≈ xtx2, xy2tx ≈ (xy)2tx} or {xtx ≈ x2tx, xty2x ≈
xt(yx)2}. By symmetry, we may assume that the first of these identity system holds
in V. Since V is J -trivial, V satisfies (xy)2 ≈ (yx)2 by Fact 2.1. Hence, V satisfies

xy2tx ≈ (xy)2tx
(xy)2≈(yx)2

≈ (yx)2tx
xtx≈xtx2

≈ (yx)2xtx
(xy)2≈(yx)2

≈ (xy)2xtx ≈ xy2xtx.

So, V satisfies xy2tx ≈ xy2xtx. Consequently, V is HFB by Corollary 3.6.

Case 2: V satisfies either xtxs ≈ xtxsx or txsx ≈ xtxsx. Since V is J -trivial,
V satisfies (xy)2 ≈ (yx)2 by Fact 2.1. By symmetry, we may assume that the first
of these identities holds in V. It is routine to verify that

var{xtxs ≈ xtxsx, (xy)2 ≈ (yx)2} = var{xtx ≈ xtx2, x2t ≈ x2tx, x2y2 ≈ y2x2}.

This variety is HFB by Proposition 6.1 in [5].
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5 The last two examples of limit varieties of

J -trivial monoids

A monoid M is said to be non-finitely based if varM is NFB. As in Section 3, we
use iux to refer to the ith from the left occurrence of x in a word u. We use ℓux to
refer to the last occurrence of x in u. If x is simple in u then we use ux to denote
the only occurrence of x in u. If the ith occurrence of x precedes the jth occurrence
of y in a word u, we write (iux) <u (juy). If u = ξ(s) for some endomorphism ξ of
A∗ and iux is an occurrence of a letter x in u then ξ−1

s
(iux) denotes an occurrence

juz of a letter z in s such that ξ(juz) regarded as a subword of u contains iux.

Sufficient Condition. Let M be a monoid such that M satisfies the identity

un = xy21y
2
2 · · · y

2
n−1y

2
nx ≈ xy21y

2
2 · · · y

2
n−1ynxyn = vn (5.1)

for any n ≥ 1. If the λ-word bta+b+ is a λ-term for M then M is NFB.

Proof. Let u be a word such that M |= un ≈ u and (ℓuyn) <u (2ux). Since the
last occurrence of yn succeeds the second occurrence of x in vn, in view of Fact 2.1
in [20], to show that M is NFB, it suffices to establish that if the identity u ≈ v is
directly deducible from some identity s ≈ t of M in less than n − 2 variables, i.e.
u = aξ(s)b and v = aξ(t)b for some words a,b ∈ A∗ and some endomorphism ξ of
A∗, then (ℓvyn) <v (2vx).

We note that if a, b /∈ con(st) then the identity s ≈ t is equivalent to asb ≈ atb.
Then there exists an endomorphism ζ of A∗ such that ζ(a) = a, ζ(b) = b, ζ(s) = ξ(s)
and ζ(t) = ξ(t). It follows that we may assume without any loss that a = b = 1
and so u = ξ(s) and v = ξ(t), and s ≈ t is an identity of M in less than n variables.

Since a+b+ is a λ-term for M by Fact 2.3, we have:

(1ux) <u (ℓuy1) <u (1uy2) <u (ℓuy2) <u · · · <u (1uyn) <u (ℓuyn) <u (2ux). (5.2)

Clearly, the word ab is an isoterm for M . Then sim(s) = sim(t), mul(s) = mul(t),
sim(u) = sim(v) and mul(u) = mul(v) by Lemma 2.6. We use these facts below
without any reference.

Working toward a contradiction, suppose that (2vx) <v (ℓvyn). Then
(ξ−1

t
(2vx)) ≤t (ξ−1

t
(ℓvyn)), where ξ−1

t
(2vx) is either the first or the second occur-

rence of some letter z in t and ξ−1
t
(ℓvyn) is the last occurrence of some letter y in v.

If y = z, then y = z ∈ sim(s) because ξ(y) = ξ(z) contains both x and yn and would
otherwise appear at least twice in u as a subword, contradicting (5.2). Then, in
view of (5.2), we have sy = sz = ξ−1

s
(1ux) and 1tz

′ = ξ−1
t
(1vx) is not an occurrence

of y = z in t. Clearly, (1tz
′) <t (tz) but (sz) <s (1sz

′). This is impossible, because
all the λ-words in {b+a+}≤λ are λ-terms for M by Fact 2.3. So, we may assume
that y 6= z.

Since all the λ-words in {b+a+}≤λ are λ-terms for M , s(z, y) 6= yizj for any
i, j ≥ 0. Hence (1sz) <s (ℓsy). Using (5.2) and that ξ(y) contains yn, we obtain:

(1sz) <s (ℓsy) ≤s (ξ
−1
s
(ℓuyn)) ≤s (ξ

−1
s
(2ux)).
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Since ξ(z) contains x and (ξ−1
s
(1ux)) ≤s (ξ

−1
s
(ℓuyn)) by (5.2), we conclude that

ξ−1
s
(1ux) = 1sz, x ∈ sim(ξ(z)). (5.3)

In view of (5.2) and the fact that s involves less than n letters, the word s has some
letter c such that ξ(c) contains yiyi+1 as a subword for some 1 ≤ i < n. The letter
c is simple in s because for each 1 ≤ i < n the word yiyi+1 appears only once in u.
Using (5.2), (5.3) and that ξ(y) contains yn, we obtain:

(1sz) ≤s (sc) ≤s (ξ
−1
s
(1uyn)) ≤s (1sy) ≤s (ℓsy) ≤s (ξ

−1
s
(ℓuyn)) ≤s (ξ

−1
s
(2ux)). (5.4)

Two cases are possible.

Case 1: ξ−1
t
(2vx) = 2tz.

In this case, z is multiple in t. Then (ξ−1
s
(2ux)) ≤s (2sz), because ξ(z) contains

x. Since c is simple in t, z 6= c. Using (5.4) and that z 6= y we obtain:

(1sz) <s (sc) ≤s (1sy) ≤s (ℓsy) <s (2sz).

Since bta+b+ is a λ-term for M , it is easily to see that btb+ and btab+ are λ-terms
for M too. Then we have:

(1tz) <t (tc) ≤t (1ty) ≤t (ℓty) <t (2tz).

Our assumption that (2vx) <v (ℓvyn) implies that

(2tz) = (ξ−1
t
(2vx)) ≤t (ξ

−1
t
(ℓvyn)) = (ℓty),

a contradiction.

Case 2: ξ−1
t
(2vx) = 1tz.

Then using (5.4) and the fact that all the λ-words in {a+b+}≤λ are λ-terms for
M , we obtain:

(1tz) ≤t (tc) ≤t (1ty). (5.5)

In view of Fact 2.6 in [20], ξ−1
t
(1vx) = 1td for some d ∈ con(t) = con(s). In this

case, (1td) = (ξ−1
t
(1vx))

(5.3)
<t (ξ−1

t
(2vx)) = (1tz)

(5.5)

≤t (tc) and therefore c 6= d.
Suppose that (1sd) <s (sc). Since (1sz) ≤s (sc)≤s(ξ

−1
s
(1uyn)) by (5.4), and both

ξ(z) and ξ(d) contain x, we obtain that (2ux) ≤u (ℓuyn), which contradicts to (5.2).
Suppose that (sc) <s (1sd). Then M satisfies s(c, d) = cdp ≈ dqcdℓ = t(c, d) for

some p, q ≥ 1 and ℓ ≥ 0, which contradicts the fact that a+b+ is a λ-term for M .

Therefore, (ℓvyn) <v (2vx). Then the monoid M is NFB by Fact 2.1 in [20].

Proposition 5.1. The varieties K and
←−
K are limit and different from the limit

varieties A1 ∨
←−
A1, J,

←−
J , L and M.
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Proof. It is a routine to verify that K satisfies the identity (5.1) for any n ≥ 1.
Then Sufficient Condition and Lemma 2.4 imply that K is NFB.

It is a routine to check that K satisfies the identities xtx ≈ xtx2 and xy2tx ≈

yxytx. Therefore, K contains none of the varieties
←−
J ,
←−
K, L and M because they

violate xtx ≈ xtx2. Further, K does not contain the varieties A1∨
←−
A1 and J because

these varieties do not satisfy xy2tx ≈ yxytx.

Since the variety K is NFB and does not contain any of the varieties A1 ∨
←−
A1,

L, M, J or
←−
J , Corollary 4.6 implies that each proper subvariety of K is FB. Thus,

K is a new limit variety.

Proof of Theorem 1.1. Corollary 4.6 and Proposition 5.1 imply that a variety of J -

trivial monoids is HFB if and only if it excludes the varieties A1 ∨
←−
A1, J,

←−
J , K,

←−
K, L and M. Consequently, there are precisely seven limit varieties of J -trivial
monoids.

6 The subvariety lattice of K

This section is devoted to a description of the subvariety lattice of the limit variety
K = Mλ(bta

+b+). The following statement collects some identities of K and can be
easily verified. We use it sometimes without any reference.

Lemma 6.1. The identities xytxsy ≈ yxtxsy, (3.5) and (4.3) hold in the variety

K.

Let A1
0 = varA1

0, where

A0 = 〈e, f | e
2 = e, f 2 = f, fe = 0〉 = {e, f, ef, 0}.

Lemma 6.2. The variety A1
0 ∨Mλ(ata

+) satisfies an identity u ≈ v if and only if

each of the following holds:

(a) sim(u) = sim(v) and mul(u) = mul(v);

(b) for each x, y ∈ con(u) we have (1ux) <u (ℓuy) iff (1vx) <v (ℓvy);

(c) for each t ∈ sim(u) and x ∈ mul(u) we have

(ut) <u (1ux) iff (vt) <v (1vx) and (ut) <u (2ux) iff (vt) <v (2vx).

Proof. Put F = var{xtx ≈ xtx2, x2t ≈ x2tx, x2y2 ≈ y2x2}. According to Theo-
rem 7.1(i) in [22], we have F = Mλ(ata

+). Proposition 6.9 in [5] implies that F

satisfies an identity u ≈ v if and only if (a) and (c) hold. Proposition 4.2 in [19] im-
plies thatA1

0 satisfies an identity u ≈ v if and only if (a) and (b) hold. Consequently,
A1

0 ∨Mλ(ata
+) |= u ≈ v if and only if (a), (b) and (c) hold.

Lemma 6.3.
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(i) A1
0 = Mτ1(a

+b+) = Mλ(a
+b+) = var{xtsx ≈ xtxsx, (xy)2 ≈ (yx)2};

(ii) A1
0 ∨Mλ(ata

+) = Mλ(ata
+b+) =

= var{xtx ≈ xtx2, xtysxy ≈ xtysyx, xytxsy ≈ yxtxsy, (3.5)}.

Proof. (i) It follows from [21, Section 7] that the monoid A1
0 is isomorphic to

Mτ1(a
+b+). According to Theorem 4.1(iv) and Fact 6.2 in [22], the monoidMλ(a

+b+)
also generates the variety A1

0. Proposition 3.2(a) in [1] says that A1
0 is finitely based

by {xtsx ≈ xtxsx, xtysxy ≈ xtysyx, xytxsy ≈ yxtxsy}. It is easy to see that this
set of identities is equivalent to {xtsx ≈ xtxsx, (xy)2 ≈ (yx)2}.

(ii) Since A1
0 = Mλ(a

+b+) by Part (i), we have

A1
0 ∨Mλ(ata

+)
[22,Corollary 2.5]

= Mλ(ata
+, a+b+).

The inclusion Mλ(ata
+, a+b+) ⊆ Mλ(ata

+b+) follows from Fact 2.3 and Lemma 2.4.
The inclusion Mλ(ata

+, a+b+) ⊇ Mλ(ata
+b+) holds by the fact that ata+b+ is a λ-

term for Mλ(ata
+, a+b+) and Lemma 2.4. Therefore, A1

0∨Mλ(ata
+) = Mλ(ata

+b+).
It is routine to check that Mλ(ata

+b+) satisfies xtx ≈ xtx2 and xtysxy ≈ xtysyx.
Since a+b+ is a λ-term for K = Mλ(bta

+b+) by Fact 2.3, Mλ(a
+b+) ⊆ K by

Lemma 2.4. Clearly, ata+ is a λ-term for K. It follows that Mλ(ata
+) ⊆ K by

Lemma 2.4. In view of the above, Mλ(ata
+b+) is a subvariety of K. Hence the va-

riety Mλ(ata
+b+) satisfies the identities xytxsy ≈ yxtxsy and (3.5) by Lemma 6.1.

An identity is called 3-limited if every letter occurs in each side of it at most 3
times. The identity (3.5) allows us to add and delete the occurrences of a letter
x between the second and the last occurrences of x, while the identity xtx ≈ xtx2

allows us to add and delete the occurrences of x next to the non-first occurrence of
x. Thus, every identity of Mλ(ata

+b+) can be derived from xtx ≈ xtx2, (3.5) and a
3-limited identity of Mλ(ata

+b+).
Let u ≈ v be a 3-limited identity of Mλ(ata

+b+). Since u ≈ v has Properties (a),
(b) and (c) in Lemma 6.2, it is well-balanced and is a consequence from {xtysxy ≈
xtysyx, xytxsy ≈ yxtxsy} by Lemma 4.1 in [19]. Therefore,

{xtx ≈ xtx2, xytxsy ≈ yxtxsy, xtysxy ≈ xtysyx, (3.5)}

is an identity basis for A1
0 ∨Mλ(ata

+) = Mλ(ata
+b+).

Fact 6.4. Let V be a variety of J -trivial monoids. Then V does not contain A1
0

if and only if V is a variety of aperiodic monoids with commuting idempotents.

Proof. Necessity. Suppose that A1
0 /∈ V. Then in view of Lemmas 2.2 and 6.3(i),

the variety V satisfies an identity xpyk ≈ w, where p, k ≥ 1 and w contains yx as
a subword. Without loss of generality, we may assume that con(w) = {x, y}.

IfM ∈ V and e, f are two idempotents ofM then ef = w(e, f), wherew contains
fe as a subword. If w(e, f) = fe then we are done. Otherwise, we multiply this
equality by e on the left and f on the right and obtain ef = (ef)m for some m ≥ 2.
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In view of Fact 2.1, V satisfies the identities (2.1) for some n ≥ 1. The equality
ef = (ef)m can be iterated to make m ≥ n. Since e and f are arbitrary idempotents
of M , we also have fe = (fe)m. Therefore,

ef = (ef)m
(2.1)
= (fe)m = fe.

Sufficiency follows from the fact that the idempotents e and f of A1
0 do not

commute.

For a monoid variety V, we denote its subvariety lattice by L(V).

Proposition 6.5. The lattice L(K) has the form shown in Fig. 1.
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s

s

s

ss

ss

s s

s

s

s
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❅
❅

�
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�

�
�
�

�
�
�
�
�
�

�
�
�
�
�
�

❅
❅

❅
❅

❅
❅

❅
❅

❅

M(∅)

M(1)

M(x)

M(xy)

Mγ(ta
+)

Mλ(ata
+) Mγ(a

+ta+)

Mλ(a
+ta+)

Mλ(ata
+b+)

N = Mλ(a
+btb+)

Mγ(a
+t)

A1
0 = Mτ1(a

+b+)

K = Mλ(bta
+b+)

Figure 1: the lattice L(K)

Proof. Let X be a proper subvariety of K. If Mλ(ata
+) * X, then X |= xtx ≈ x2tx

by Lemma 4.4. Then X satisfies

xtsx
xtx≈x2tx
≈ x2tsx

(3.5)
≈ x2txsx

xtx≈x2tx
≈ xtxsx.

Since {xtsx ≈ xtxsx, (xy)2 ≈ (yx)2} is a basis of identities for A1
0 by

Lemma 6.3(i), we have X ⊆ A1
0. The lattice L(A1

0) is as shown in Fig. 1 by [12,
Fig. 2]. According to Theorem 4.1 in [22], the monoids Mγ(a

+ta+), Mγ(ta
+) and

Mγ(a
+t), respectively, generate the same varieties as the monoids B1

0 , I
1 and J1 in

[12, Fig. 2]. So, we may assume that Mλ(ata
+) ⊆ X.
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IfA1
0 * X, thenX is a variety of aperiodic monoids with commuting idempotents

by Fact 6.4. Since, for any M ∈ X and x, y ∈ M , the elements x2 and y2 are
idempotents, we have X |= x2y2 ≈ y2x2. Hence, in view of Lemma 6.1, X is a
subvariety of

N = var{xtx ≈ xtx2, xytxsy ≈ yxtxsy, x2y2 ≈ y2x2, (3.5)}.

Put E = var{x2 ≈ x3, x2y ≈ xyx, x2y2 ≈ y2x2}. In view of [3, Lemma 3.2], the

lattice L(N) is the set-theoretical union of the lattice L(F ∨
←−
E ) and the interval

[F∨
←−
E ,N]. The lattice L(F∨

←−
E ) is as shown in Fig. 1 by [3, Fig. 1]. According to

Theorem 7.2(ii) in [22], the monoid Mλ(a
+ta+) generates the variety F∨

←−
E . Thus,

we may assume that X ∈ [Mλ(a
+ta+),N].

Clearly, N satisfies (4.1). Then Lemmas 3.4 and 3.5 in [4] imply that each variety
in [Mλ(a

+ta+),N] is defined within N by some (possibly empty) set of the following
identities: (3.5),

xytxy ≈ yxtxy,

yx2txy ≈ xyxtxy,

x2ytxy ≈ xyxtxy,

xy
n+1
∏

i=1

(tiei) ≈ yx
n+1
∏

i=1

(tiei),

yx2

n+1
∏

i=2

(tiei) ≈ xyx

n
∏

i=1

(tiei),

x2y

n+1
∏

i=1

(tiei) ≈ xyx

n+1
∏

i=1

(tiei),

x2y
n+1
∏

i=2

(tiei) ≈ xyx
n+1
∏

i=2

(tiei),

where n ≥ 1 and

ei =

{

x if i is odd,

y if i is even.

The identity (3.5) holds in N by the definition. The rest of these identities except
for x2yty ≈ xyxty follow from the identity xytxsy ≈ yxtxsy, which holds in N.

Therefore, each variety in [Mλ(a
+ta+),N] is defined within N by the trivial

identity (then this variety coincides with N) or the identity x2yty ≈ xyxty (then
this variety equals to Mλ(a

+ta+)). Therefore, X ∈ {Mλ(a
+ta+),N}.

We have Mλ(a
+ta+) = Mλ(ata

+, a+t) by Theorem 7.2(ii) in [22]. Since ata+ and
a+t are λ-terms for Mλ(a

+btb+), the variety Mλ(a
+btb+) contains Mλ(a

+ta+) by
Lemma 2.4. Since Mλ(a

+ta+) |= x2yty ≈ xyxty, the λ-word a+btb+ is not a λ-term
for Mλ(a

+ta+). Hence, the inclusion Mλ(a
+btb+) ⊃Mλ(a

+ta+) is proper in view of
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Lemma 2.4. It is routine to verify that Mλ(a
+btb+) ⊆ N. Then, since Mλ(a

+btb+)
properly contains Mλ(a

+ta+), we have N = Mλ(a
+btb+).

Thus, we may assume that A1
0 ∨ Mλ(ata

+) ⊆ X. Then X satisfies the iden-
tity (4.2) by Lemma 4.3. Hence, the variety X satisfies the identities

xtysyx
xtx≈xtx2

≈ xtysy2x
(4.2)
≈ xtys(yx)2

(xy)2≈(yx)2

≈ xtys(xy)2
(4.2)
≈ xtysx2y

xtx≈xtx2

≈ xtysxy

and so the identity xsytxy ≈ xsytyx. Since X is a subvariety of K, the variety X

satisfies the identities in {xtx ≈ xtx2, xytxsy ≈ yxtxsy, (3.5)}. Therefore, X =
Mλ(ata

+b+) by Lemma 6.3(ii).

Remark 6.6. The variety K is generated by the submonoid of Mλ(bta
+b+) generated

by {a+, b, ta+}, which is isomorphic to the 12-element monoid S1, where

S = 〈a, b, c | a2 = a, b2 = b3, abc = ac = ba = b2c = 0, bcb2 = bcb, ca = c〉

= {a, b, c, ab, ab2, b2, bc, bcb, cb, cb2, 0}.

Proof. It is routine to check that a submonoid of Mλ(bta
+b+) generated by the

set {a+, b, ta+} is isomorphic to S1. Evidently, S1 ∈ K. We note that S1 violates
xtysxy ≈ xtysyx because bca ·1 ·ab = bcb 6= 0 but bca ·1 ·ba = 0 in S1. This fact and
Lemmas 6.1 and 6.3(ii) imply that S1 /∈Mλ(ata

+b+). According to Proposition 6.5,
K is generated by S1.
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