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ABSTRACT Scene classification is a highly useful task in Remote Sensing (RS) applications. Many efforts

have been made to improve the accuracy of RS scene classification. Scene classification is a challenging

problem, especially for large datasets with tens of thousands of images with a large number of classes and

taken under different circumstances. One problem that is observed in scene classification is the fact that

for a given scene, only one part of it indicates which class it belongs to, whereas the other parts are either

irrelevant or they actually tend to belong to another class. To address this issue, this paper proposes a deep

attention Convolutional Neural Network (CNN) for scene classification in remote sensing. CNN models use

successive convolutional layers to learn feature maps from larger and larger regions (or receptive fields) of

the scene. The attention mechanism computes a new feature map as a weighted average of these original

feature maps. In particular, we propose a solution, named EfficientNet-B3-Attn-2, based on the pre-trained

EfficientNet-B3 CNN enhanced with an attention mechanism. A dedicated branch is added to layer 262 of

the network, to compute the required weights. These weights are learned automatically by training the whole

CNN model end-to-end using the backpropagation algorithm. In this way, the network learns to emphasize

important regions of the scene and suppress the regions that are irrelevant to the classification. We tested

the proposed EfficientNet-B3-Attn-2 on six popular remote sensing datasets, namely UC Merced, KSA,

OPTIMAL-31, RSSCN7, WHU-RS19, and AID datasets, showing its strong capabilities in classifying RS

scenes.

INDEX TERMS Remote sensing, scene classification, EfficientNet-B3, convolutional neural networks

(CNNs), attention mechanisms.

I. INTRODUCTION

Recent years have witnessed a rapid development in remote

sensing (RS) technologies [1]–[3]. The advancement in mon-

itoring capabilities and the growing number of remote sens-

ing platforms, has permitted to obtain a large number of

geographical images over the earth surface with differ-

ent spatial, spectral and temporal resolution [4]. Analyzing

these images plays an important social and economic role,

as they represent a valuable source of information for deci-

sion making in various applications, such as natural disaster

detection [5], agricultural survey, urban planning [6], nat-

ural resources monitoring, weather forecasting, land-cover/
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land-use classification and geographic space object detection/

retrieval [7], [8].

Scene classification in remote sensing can be described as

a method that focuses on classifying RS scenes into a set

of classes according to the contents of that scene. A large

amount of works that deals with this problem is published in

the RS literature [9]–[29]. Recent state-of-the-art works use

Convolutional Neural Networks (CNN) models to learn rich

feature representation of RS scenes and classify them. Most

of these works learn feature that represent the RS scene as

a whole. However, oftentimes only one part of that image

is important in telling which class it belongs to, and the

other parts are irrelevant or belong to another class. Thus the

parts of the scene that are irrelevant and/or belong to other

classes, may actually confuse the algorithm. This observation
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motivates the proposition of deep learning models that incor-

porate an attention mechanism. These mechanisms make the

model learn how to focus on the parts of the scene that matter

most in the classification process, which should improve the

classification accuracy.

A typical RS scene shown in Fig. 1 belonging to the

‘‘Storage tanks’’ class, we can see that the part of the scene in

the red rectangle is themost relevant, whereas the background

contains many clutter that may even belong to other classes

(for instance the class of ‘‘grass’’ or ‘‘trees’’ in the Fig. 1).

FIGURE 1. Sample RS scene from the ‘‘storage tanks’’ class. We can
observe that some parts are irrelevant and belong to other classes (such
as ‘‘grass’’).

The attention mechanism (the idea of focusing on spe-

cific parts of the input) has been applied in deep learning

for speech recognition [30], Natural Language process-

ing [31], multimodal reasoning and matching [32], object

detection [33], and image recognition [34]–[36]. In remote

sensing, some works that use attention are proposed for RS

object detection [37], RS image segmentation [38], [39], and

RS scene classification [40]–[49].

Wang et al. [40] presented the first work that incorporates

attention in RS scene classification, where they propose the

Attention Recurrent Convolutional Network (ARCNet) for

scene classification. ARCNet learns to adaptively select a

series of attention regions and then process then sequentially

to generate powerful predictions. They also design a novel

recurrent attention structure to squeeze high-level semantic

and spatial features into several simplex vectors for the reduc-

tion of learning parameters.

The authors in [41] introduces attention-based weighting

scheme into ensemble learning. Their method called convolu-

tional attention in ensemble (CAE), transfers the knowledge

contained in base classifiers into the final classifier using

convolutional attention models.

Another work in [43] propose a novel Saliency Dual

Attention Residual Network (SDAResNet) to extract both

cross-channel and spatial saliency information for scene

classification of RSI. More specifically, spatial attention is

embedded in low-level feature to emphasize saliency loca-

tion information and suppress background information, and

channel attention is integrated to high-level features to extract

saliency meaningful information.

Alswayed et al. [45] propose a deep attention model based

on the pre-trained SqueezeNet CNN for RS scene classi-

fication. They introduce a separate branch to the network

that implements an attention mechanism and learns learn the

best weights for features learned in the main branch. Feature

vectors that are assigned a higher weight indicate that the

network has given more attention to the receptive field in the

scene corresponding to that feature vector.

The authors in [46] propose an attention mechanism-based

convolutional neural network with multiaugmented schemes

to improve the RS scene classification problem. An augmen-

tation operation over attention mechanism feature maps are

used to force the model to capture class-specific features

and eliminate redundant information and push the model to

capture discriminative regions as much as possible, instead of

using all global information without favor.

The work in [47] presents another attention–base method

for RS scene classification that can discriminate the crucial

information from the complex scene content. The method is

based on the DenseNet CNN model as a back bone and is

called channel-attention-based DenseNet (CAD). DenseNet

CNN can extract spatial features at multiple scales and corre-

late with each other. Then a channel attention mechanism is

introduced to strengthen the weights of the important feature

channels adaptively and to suppress the secondary feature

channels.

More recently, the authors [48] propose a dual attention-

aware network for RS scene classification. Again, they use

two kinds of attention modules, channel and spatial atten-

tions. The outputs of two attention modules are finally

integrated as the attention-aware feature representation for

improving classification performance. The classification net-

work is composed of three subnetworks, which are trained by

certain scaled regions separately, then their feature outputs

are fused together before final classification.

Another work [49] presents amethod for utilizing the atten-

tion mechanism to localize multiscale discriminative regions

of the RS scene images and combining features learned from

the localized regions.

To understand why attention works in deep learning,

we have to think about what a neural network really is:

a function approximator. Its ability to approximate different

classes of functions depends on its architecture. A typical

neural net is implemented as a chain of matrix multiplications

and element-wise non-linearities, where elements of the input

or feature vectors interact with each other only by addition.

Attention mechanisms compute a mask which is used to

multiply features. This seemingly innocent extension has

profound implications: suddenly, the space of functions that

can be well approximated by a neural net is vastly expanded,

making entirely new use-cases possible

In this work, we propose a deep learning method for

RS scene classification based on the new EfficientNet CNN

model combined with an attention mechanism. Specially,

our proposed CNN model, named EfficientNet-B3-Attn, is a

modified version of the EfficientNet-B3 CNN, where a
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branch is added to learn a set of weights that are used to

combine convolutional features in intermediate layers of the

network. The suitable intermediate layer is determined from

experimental results. The main contributions of the paper

include the following points:

1) We propose a method to classify RS scenes based

on the EfficientNet-B3 CNN model and the attention

mechanism.

2) The attention mechanism is applied at the feature level

as a secondary branch attached at the end of layer 262 of

the original EfficientNet-B3 model. The suitable layer

number is determined experimentally. Then the outputs

of both branches are averages to produce the final

prediction probabilities. We call this novel proposed

model EfficientNet-B3-Attn-2.

3) We test the proposed EfficientNet-B3-Attn-2 model it

on six RS scene datasets to evaluate its performance.

The rest of the paper is organized as follows; Section II

describes the family of EfficientNet CNN models and the

proposed methodology in Section III. Then, in section IV,

we present the datasets used and experimental results. Finally,

conclusions and possible future research is presented in

section V.

II. THE FAMILY OF EFFICIENTNET MODELS

Recently, Tan and Le [50] studied the relationship between

width and depth of CNNmodels and came upwith an efficient

way to design CNN models that have less parameters, yet

they provide better classification accuracy. They called them

EfficientNet CNN models and in their original paper they

proposed seven such models which they named Efficient-

NetB0 to EfficientNetB7. Tan and Le [50] show that the

EfficientNet CNN models outperform all previous models

both in term of the number of parameters and Top-1 accuracy

when applied to the ImageNet dataset [51].

The EfficientNet family is based on a new method for

scaling up CNN models. It uses a simple greatly effective

compound coefficient. Differently from traditional methods

that scale dimensions of networks, such as width, depth,

and resolution, EfficientNet scales each dimension with a

fixed set of scaling coefficients uniformly. Practically, scaling

individual dimensions improves model performance, how-

ever balancing all dimensions of the network with respect

to the available resources effectively improves the whole

performance.

Compared to other models achieving similar ImageNet

accuracy, EfficientNet is much smaller. For example,

the ResNet50 model as you can see in Keras application

has 23,534,592 parameters in total, and yet, it still under-

performs the smallest EfficientNet (called EffecientNet-B0),

which only has 5,330,564 parameters in total. In this work,

we present an efficient method based on the EfficientNet-B3

CNNmodel. We select this particular variant of the Efficient-

Net family because it provides a good compromise between

computational resources and accuracy. The same ideas we

present here can be applied to the other more powerful

variants.

Mobile inverted bottleneck convolution (MBConv) is the

main building block of EfficientNet model family. MBConv

is based on concepts borrowed from the MobileNet mod-

els [52]. One main idea is using depthwise separable con-

volutions, which consist of a depth wise and a pointwise

convolution layers after one another. Then twomore ideas are

borrowed from MobileNet-V2 (which is a second improved

version ofMobileNet) including; 1) inverted residual connec-

tions, and 2) Linear bottlenecks.

Fig. 2 presents and illustration of inverted residual blocks.

In the original residual blocks defined ResidualNets [53],

the skip connections exist between layers with wide number

of channels (64 in Fig. 2a).

FIGURE 2. Inverted residual block example, (a) regular residual block
where channel size changes from 64 → 16 → 64, (b) inverted residual
block where channels change from 16 → 64 → 16.

Inside the residual block the number of channels are

reduced or squeezed to 16, so that the number of parameters

required by the 3 × 3 convolutions in the next layer is also

reduced. In the inverted residual block shown in Fig. 2b,

the sizes of the connected channels are inverted, so that now

the skip connections are taking place between narrower layers

with small number of channels. This explains the reason for

the name inverted residual blocks. In this latter type and even

though the number of channels in the layer inside the block

increases to 64, the number of parameters is actually lower
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FIGURE 3. The new Swish activation function [54]. Compared to ReU and
LeakyReLU, the swish has a similar shape but is smoother.

compared to the original residual block of ResNet, because

we use depthwise convolutions.

The second idea in MobileNetV2 is linear bottlenecks,

which means that we use linear activation function for the

layer highlighted in red color in Fig. 2b. This is called a bot-

tleneck layer because the number of channels is squeezed at

these locations of the network. The authors who proposed the

MobileNetV2 CNN argue that the ReLU activation function

that is commonly used in CNN architectures does not work

well with inverted residual blocks because it discards values

that are smaller than zero. Using linear activation function

for the layer with reduced channels (bottleneck channel)

produced better performance.

Additionally, this network uses a new activation func-

tion called Swish instead of the ReLU activation function.

As shown in Fig. 3, the Swish activation function is similar

in shape to the ReLU and LeakyReLU functions and hence

shares some of their good performance advantages. However,

unlike these two, it is a smoother activation function.

Formally, the Swish function is defined in Equation (1):

fSwish (x) =
x

1 + e−βx
(1)

where β ≥ 0 is a parameter that can be learned during training

of the CNN model. Note, if β = 0, fSwish becomes the linear

activation function and as β → ∞, fSwish looks more and

more like the ReLU function except it is smoother as shown

in Fig. 3.

The effectiveness of the model scaling idea that is men-

tioned earlier, depends strongly on the baseline network.

To this end, a new baseline network is created by using

the automatic machine learning (AutoML) MNAS frame-

work, which automatically searches for a CNN model that

optimizes both precision and efficiency (in FLOPS). This

baseline network is called EfficientNet-B0 and its main

architecture is shown in Fig. 4.

The first observation is that this bassline model is com-

posed of repeated MBConv1, MBConv3, and MBConv6

blocks. These are basically different types of MBConv block.

The second observation is that inside each block the number

of channels is increased or expanded (through a larger number

of filters). The third observation is the inverted residual con-

nections which are taking place between the narrow layers of

the model.

The authors in [50] also included the concept of squeeze-

and-excitation (SE) in theMBConv blocks, which contributes

to further performance improvements. The SE idea is illus-

trated by Fig. 5.

FIGURE 4. The EffecientNet-B0 general architecture.
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FIGURE 5. Illustration of the squeeze-and-excitation concept [55].

Recall that the output of a convolutional layer consists of

set of channels which are defined by the number of filters

parameter. Typically, these channels are given equal weight

in future operations. The SE block is a technique that gives a

different weightage to each channel instead of treating them

all equally. The upper branch in Fig. 5 learns a set of weights

(highlighted by colors) equal to the number of channels C,

and then the original feature channels are scaled by these

weights. The SE block gives the output of shape (1 x 1 x

channels) which specifies the weightage for each channel and

the great thing is that again these weightage values are learned

during training like other parameters.

Finally, we present in Fig. 6 an example MBConv block

which takes as input a feature map of size (56 x 56 x 24)

and includes all the concepts mentioned above, including

the 1) depthwise separable convolutions, 2) inverted resid-

ual blocks, 3) linear bottlenecks, 4) Swish activation func-

tions, and 5) the SE block. There are also several types

of MBConv blocks. The particular type shown in Fig. 6 is

called MBConv6. Another type, shown in Fig. 7, is called

MBConv1 which is used at the beginning of the Effeicnet-

Net models. In addition, each type can have several variants

depending on the filter size used in the convolutional layers

inside the block (which can be 3×3 or 5×5), and depending

on whether the block contains an inverted residual connection

or not.

The other EfficientNet CNN models are defined through

the model scaling idea and are, hence, deeper and wider.

For example, EffecientNet-B3 model is shown in Fig. 8,

where IRC means that the MBConv block uses an inverted

residual connection. Similar, to EffeicienNet-B0 it used

MBConv1 and MBConv6 modules. Not all modules use

inverted residual connection (IRC). The modules that use this

type of connection are indicated by the acronym IRC. The

other modules cannot have this connection because the input

size is not the same as its output size and thus cannot perform

an add operation

III. PROPOSED METHODOLOGY

Typically, a CNNmodel involves several convolutional layers

that operate on an image consecutively as shown in Fig. 9. The

convolutional layers are intertwined with other types of layers

such as pooling layers, normalization layers, and activation

FIGURE 6. Illustration of MBConv6 with Squeeze-and-Excitation block
and inverted residual connection 24 → 144 → 24.

function layers which help the model approximate non-linear

functions. However, for simplicity wewill ignore thesemodel

details because they are not relevant to the next discussion.

Notice that the neurons in the first convolutional layer

capture the features in a small area in the image. If the size

of the filters used is 3 × 3 than that will be the size of

this area. We call this area the receptive field of that neuron

in the image. In the next layer of the CNN each neuron is

convolved with the same 3 × 3 area in the previous layer but
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FIGURE 7. Illustration of the MBConv1 block type.

that translates to a large receptive field in the input image.

As we go deeper and deeper into the network each neuron

corresponds to a larger and larger receptive field.

The vector of neurons along the third dimension is a

learned feature vector representing the receptive filed in the

image. Thus, in Fig. 9, the yellow feature vector of the last

convolutional layer may represent the receptive field shown

in the dashed red square. The same goes for the other feature

vectors (blue, green, and red in the Fig. 9), they represent dif-

ferent receptive fields in the image. These different receptive

fields represent different regions in the image. Thus, we can

apply attention at this level by a weighted combination of the

feature vectors. We can make the model learn to pay attention

to important regions of the image, by learning the relative

weights we assign to their corresponding feature vectors.

At the end of the CNN model, the last features extracted

are converted into one vector through two options 1) a flatten

operation where the individual vectors are stacked on top of

each other (see Fig. 9a), or 2) a pooling operation where

the feature vectors are added, multiplied, averaged, or other

operations. For example, Global Average Pooling (GAP) is

used in Fig. 9b, which is found to be more robust in practice.

FIGURE 8. Illustration of the EffecientNet-B3 architecture.
(10,3646 million weights). IRC means there is inverted residual
connection.

However, GAP performs a simple average with equal

weights, which does not give any special attention to par-

ticular receptive fields or regions of the input image. Thus,

the GAP operation performs the operation shown in the equa-

tion below:

Lj = GAP
(

Lj−1

)

=
1

M ×M

∑M×M

i=0
Fi (2)

where Lj and Lj−1 are the input and output layers of the GAP

function. Fi is the feature vectors contained in layer Lj, and

MxM is the number of feature vectors (2×2 in Fig. 9). In order

to implement attention, we need to compute a weighted aver-

age as follows:

Lj = GAP_ATN (Lj−1) =
∑M×M

i=1
wiFi (3)

where wi are weights to be learned by the model automat-

ically. A dedicated branch of network layers is added to the

model to learn themost suitable weights from each image that

focus attention on its relevant regions.

Formally, the attentionmechanism equips a neural network

with the ability to focus on a subset of the feature vectors

by giving them different weights. Let x ∈ R
d be an input

vector, z ∈ R
k a feature map, a ∈ [0,1]k an attention vector,

g ∈ R
k an attention glimpse and f ∅(x) an attention network,

that can be a branch in the same network, with parameters ∅.
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FIGURE 9. Typical CNN architecture with two options after the last convolutional layer (a) The last feature vectors are flattened into one
large vector, (b) The last feature vectors are averaged together.

Typically, attention is implemented as:

a = f∅(x)

g = a⊙ z (4)

where ⊙ is element-wise multiplication. The attention

weights a take values between zero and one, i.e. a ∈ [0,1]k.

If a is either zero or one, then this is called hard attention as

opposed to the soft attention where the weights take values

between zero and one. In our work here, we consider the soft

attention approach.

A. ADDING THE ATTENTION MECHANISM

The attention layers are illustrated in Fig 10. This can be

applied to any feature map in the CNN model. Let us assume

the size of the input feature map to be N × N × C, where

N × N is the 2D map size and C is the number of channels.

The attention module starts by squeezing the feature map

using two consecutive convolutional layers so that the size is

N×N×16. Then it uses a locallyConneced2D layer followed

by a sigmoid activation function to learn N×Nweights. Then

another convolutional layer is used to replicate the weights

across the channel dimension C times. It is important to note

here that this layer is followed by a linear activation function,

which means the weights can take on a wide range of values.

However, after averaging the new feature map with atten-

tion into one feature vector of length C, we scale the result

through division by the average weight vector. This ensures

that the final operation behaves like a weighted averaging

where values are kept comparable inmagnitude to the original

feature vectors.

Since the large EfficientNet models achieve better accu-

racy compared to smaller models, we initially planned to

use the EffecientNet-B7model variant. However, constrained

by the computational resources available to us, we opted

for EffecientNet-B3 variant as a good compromise between

accuracy and parameter count.

We first add the attention layers at the top of the model,

i.e. we remove the last two layers in Fig. 8, and replace

them with the attention module illustrated by Fig. 10.

Consequently, we now have two versions one without atten-

tion (Fig. 8) and the other with attention. We call these two

FIGURE 10. Details of the proposed attention module.
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versions EffecientNet-B3-Basic and EfficientNet-B3-Attn-1,

respectively.

However, another idea is to incorporate the attention mod-

ule at lower convolutional layers because the higher layers’

features represent very large receptive fields with highly over-

lapping regions, which means the attention mechanism may

not be effective with these features. Thus we also propose

to investigate other options as shown in Fig. 11, where the

attention module is added as a second branch in the network

starting from different MBConv blocks.

As can be seen in Fig. 11, we investigate several posi-

tions for the attention branch includingMBConv blocks 9,14,

19, 25, and the last 27th block. In other words, the model

now has two separate branches. This also means that the

model has two outputs which must be optimized jointly.

The final proposed model called EfficientNet-B3-Attn-2,

is shown in Fig. 12, where the attention module is connected

to Block 19.

B. MODEL OPTIMIZATION

Typically, deep models are trained end-to-end using back-

propagation technique minimizing the so-called cross-

entropy loss:

E=−
1

n

n
∑

i=1

C
∑

k=1

1 (yik = k) ln









exp
(

(

wout
k

)T
houtk

)

∑C
j=1 exp

(

(

wout
j

)T
houtj

)









(5)

where n is the number of training samples, C is the number

of classes, yik is the prediction probability for sample i and

class k , houtk are the output of the last hidden layer and wout
k are

the weight matrix from that hidden layer to the output layer.

The formulation 1(·) is an indicator function that takes 1

if the statement is true, otherwise it takes 0

For our proposed EffecientNet-B3-Attn-2 where we have

two outputs, there will two cross-entropy errorsE1 andE2 and

they need to be minimized jointly. We do this by optimizing

a weighted sum of the two errors:

E = γ1E1 + γ2E2 (6)

where γ1and γ2are positive hyper-parameters that controls the

trade-off between the output of the two branches. We rewrite

Equation (12) as:

E = γ1(E1 +
γ2

γ1
E2) (7)

Thus only one parameter λ =
γ2
γ1

is needed for this equation

because scaling the loss E by a positive parameter γ1 does not

affect the minimization problem. In our work, we set λ = 1,

because there should be no preference to one output over the

other.

IV. EXPERIMENTAL RESULTS

In this section, we present extensive experimental work

to show the capabilities of the proposed solution. In total

FIGURE 11. EffecientNet-B3-Attn-2 (10,3646 million weights): attention
module incorporated at some intermediate layer of the model.

FIGURE 12. EffecientNet-B3-Attn-2: Attention mechanism is added to the
original EfficientNet-B3 model as second branch connected to Block 19.

we used six datasets to test our method. The datasets are

the University of California (UC) Merced dataset [56],

the Kingdom of Saud Arabia (KSA) dataset [57], [58],
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TABLE 1. Summary of dataset properties.

the RSSCN7 dataset [10], the OPTMIAL-31 dataset [40],

the WHU-RS19 dataset [15], and the last and largest one

is the Aerial Image Datasets (AID) dataset [59].

Table 1 gives a summary of the properties of these three

datasets.We have resized all these datasets to 256×256 pixels

and as a contribution to the RS community, we made all the

resized datasets available online [60].

A. EXPERIMENTAL SETUP

The image sizes vary across datasets, however image sizes

256 × 256 is more common. Thus, in this work, we resize

all datasets to 256 × 256 as is done by most other works to

reduce training times and also for consistency.

We use three train-test splits, where the dataset is randomly

divided into two subsets one used for training and the other

for testing. In particular, we have tested the following splits

20%-80%, 50%-50% and 80%-20%, where the first value is

the percentage of training data while the second one is the

percentage of the testing data. We perform these splits ran-

domly five times and then consider the average classification

results.

To evaluate the overall performance of the proposed

method, we use the overall accuracy (OA), which is the frac-

tion of correctly classified samples in relation to all samples

for testing:

OA =

∑C
i=0 nii

|T |
(8)

where C is the number of classes and |T| is the total number

of test samples.

All experiments were conducted on the Colab environment

of Google using the Tensorflow machine learning library

written in python. To find the optimumweights of the network

we use the backpropagation algorithm with a batch gradient

optimization method. In particular, we use the advanced opti-

mization algorithmAdamwith all of its parameters set to their

defaults values except for learning rate. We set the learning

rate parameter to 0.001 during the first 15 epochs, then for

the next 15 epochs it is reduced to 0.0001. Finally, due to

memory limitations of this platform, the model is trained in

batches of 32 images at a time.

B. RESULTS USING THE OPTIMAL-31 MODEL

In the first set of experiments we study the proposed method

using the OPTIMAL-31 dataset. OPTIMAL-31 dataset is

one of most challenging dataset because of the high data

variability in terms of different sensors, different scales, and

so on. In Table 2, we report the results of the EffecientNet-B3-

Basic (without attention) and EffecientNet-B3-Attn-1 (with

attention) as described in Section III A.

TABLE 2. Results of efficientnet-b3 basic model versus
efficientnet-b3-attn-1 using the optimal-31 dataset.

The results in Table 2, Indicate that the initial pro-

posed model EfficientNet-B3-Attn-1 is not suitable. Apply-

ing attention at the last layer reduced the accuracy of the

model. This can be explained by the fact that each neuron has

a large receptive field that may even cover the whole image.

Thus applying attention will not help focus on particular parts

of the image.

In the second set of experiments, we investigate the

EfficientNet-B3-Attn-2 with an attention branch added to

intermediate layers as illustrated in Fig. 12. First, we inves-

tigate the effect of adding the attention branch to different

intermediate layers and show the results in Table 3. In par-

ticular, we test layers located at the end of the last seven

MBConv blocks of the EfficientNet-B3 model. From Table 3,

we can see that incorporating the attention mechanism at

layer number 262, i.e., at the start of the 19th MBConv block,

provides the best classification accuracy.

TABLE 3. Results using the OPTIMAL-31 dataset of EfficientNet-B3-
Attn-2 model where the attention mechanism is added at different
locations.

For illustration of the effectiveness of the method, Fig. 13

shows the attention weights learned by the EffecientNet-

B3-Attn-2 model (Brighter colors indicate higher attention).
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FIGURE 13. Improved Images and their attention map for OPTIMAL-31 dataset with a 20%-80% train-test split using. Improvements
from incorrect class to correct class after attention are (a) from Airport to Airplane, (b) from Basketball court to Playground, and
(c) from Baseball field to Golf field.

Here we show samples of the images from the OPTIMAL-

31 dataset, that have their classification corrected using

the EffecientNet-B3-Attn-2 model as opposed to the

EffecientNet-B3-Basic model. It is clear that our proposed

model learns to pay attention to important information in

regions corresponding to true labels and aggregate features

from these important regions.

C. RESULTS USING ALL DATASETS

In this section we evaluate the performance the proposed

EffecientNet-B3-Attn-2 model using all of the six datasets.

We present the results in Table 4 for all dataset and for three

train-test splits. As can be seen, the proposedmethod presents

a significant improvement in terms of overall accuracy com-

pared to the model that does not use the attention.

D. COMPARISON TO STATE-OF-THE-ART

In this section, we summarize the results obtained for

the proposed EffecientNet-B3-Attn-2 model and compared

it with some state-of-the-art methods on six public RS

scene datasets. The experiments are repeated five times

to reduce the influence of the randomness for a reliable

result. The mean and standard deviation of overall accu-

racies on the testing sets from each run were reported.

In these experiments, we used the following different

train/test splits 20%-80%, 50%-50%, and 80%-20% for all

TABLE 4. Summary of the overall accuracy of the proposed
EffecientNet-B3-Attn-2 for all datasets.

datasets except the WHU-RS19 and AID datasets. For the

WHU-RS19 we used 40%-60%, 60%-40%, and 80%-20%,

because that is what is used in the literature. As for AID,
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TABLE 5. Comparison of EffecientNet-B3-Attn-2 model with the state-of-the-art performance on the UC Merced dataset.

TABLE 6. Comparison of EffecientNet-B3-Attn-2 model with the state-of-the-art performance on the KSA dataset.

it is a large dataset that contains 10,000 images, making it

very difficult to train using the 80%-20% split using hardware

available to us.

A comparative evaluation against several state-of-the-

art classification methods on the UC Merced land-use

dataset is shown in Table 5. We find that the proposed
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TABLE 7. Comparison of EffecientNet-B3-Attn-2 model with the state-of-the-art performance on the RSSCN7 dataset.

TABLE 8. Comparison of EffecientNet-B3-Attn-2 model with the state-of-the-art performance on the OPTIMAL-31 dataset.

EffecientNet-B3 CNN-Attn-2 achieves a 95.60±0.31 under

the 20% training ratio and 97.90±0.36 under the 50% train-

ing ratio is competitive with most of the state-of-the-art

methods. However, at an 80% training ratio, the accuracy

of 99.21±0.22% is outperforming all other state-of-the-art

methods.

Impressive results are also achieved for the KSA dataset.

As can be seen in Table 6, for 20% and compared

with Multi-input SqueezeNet-Attn [72] and SqueezeNet-

Attn [45], the new proposed EfficientNet-B3-Attn-2 method

outperformed them which prove that the attention mech-

anism is effective, and when it is combined with a
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TABLE 9. Comparison of EffecientNet-B3-Attn-2 model with the state-of-the-art performance on the WHU-RS19 dataset.

strong CNN network such as EffecientNet CNN yields

an impressive improvement. As for 50% and 80% splits,

the level of improvement is not as impressive, however,

it still outperforms the state-of-the-art methods: pretrained

CNN+SVM [57] and DAN with adaptation [57].

On the RSSCN7 dataset, as seen in Table 7, the proposed

method obtains 96.89±0.20% for an 80% training ratio,

which is better than the model without attention. As for the

20% training ratio, the achieved accuracy of 93.30±0.19% is

outperforming the latest state-of-the-art.

However, for the 50% training ratio, we get lower

performance than the Resnet+Hybrid-KCRC (Hellinger)

method [73]. This can be explained by the fact that this

method uses the images with their original resolution of

400 × 400, whereas we have resized the images to 256×256

(in fact we resized all datasets to 256×256 as is done by most

other works).

The process of downsampling the original image from

400 × 400 to 256 × 256 pixels for the RSSCN7 dataset

in our preprocessing step causes some loss of important

information and has a negative impact on the classification

result. Of course, it also minimizes the required training time.

Besides, the RSSCN7 dataset is considered a challenging

dataset mainly because it contains many classes such as

(industry), (parking), and (resident) that are visually very

similar. Thus, these classes usually share similar features, and

the scenes from the industrial area are easy to be tangled with

scenes from the residential area and the parking lots.

As for OPTIMAL-31 dataset, we can see from Table 8, that

the proposed method outperforms all existing state-of-the-art

methods and its achieves a 95.86±.22% accuracy under the

80% training ratio. OPTIMAL-31 dataset is one of most

challenging dataset because of the high data variability in

terms of different sensors, different scales, and so on. Thus

these results demonstrate the effectiveness and power of our

proposed model.

The results for the WHU-RS19 dataset are presented

in Table 9. The EffecientNet-B3-Attn-2 model obtains

TABLE 10. Comparison of EffecientNet-B3-Attn-2 model with the
state-of-the-art performance on the AID dataset.

98.60±0.40% and 98.68±0.93% accuracy under the 40%

and 60% training ratio, respectively, which is compet-

itive with most state-of-the-art. In fact, our proposed

EffecientNet-B3-Attn-2 misclassifies only one image under

the 80% training ratio obtaining 99.47±0.20% classifica-

tion accuracy, and only two images more than the ARCNet-

VGGNet16 method [71] under the 60% training ratio.
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For this dataset, we discovered that there are different ver-

sions of the dataset. The version we are using has 19 classes

with 50 images per class, i.e., a total of 950 images. Whereas

some of the methods like ARCNet-VGGNet16 and [71]

and GBNet + global feature [71] are using a version with

1005 images. The higher number of images partially explains

the higher performance, as we know that deep learning mod-

els perform better when trained on more data. Unfortunately,

the version with 1005 images is not available for download.

Thus, we could not use it for a fair comparison.

Finally, for the AID dataset, which is relatively the largest

RS scene dataset compared with other datasets, we use

only 20%-80, and 50%-50% for train-test splits, as shown

in Table 10. Our proposed method achieves 94.45+0.76 and

96.56+0.12 accuracy under these splits respectively, which

is also better than most previous methods. However, three

state-of-the-art methods have achieved better results than our

method. These methods have appeared very recently and our

method is not able to compete with them.

V. CONCLUSION

This paper proposes a novel deep learning model for the

classification of RS scenes based on the EfficientNet CNN

combined with an attention mechanism. We investigate two

versions EfficientNet-B3-Attn-1 and EfficientNet-B3-

Attn-2. In the EfficientNet-B3-Attn-1 model, the attention

mechanism is added to the last feature map, whereas in the

EfficientNet-B3-Attn-2, it is added at the end of layer 262.

Thus EfficientNet-B3-Attn-2 has two branches; the main

branch without attention and a secondary branch attached to

the end of layer 262 that uses attention.

The results achieved with the EfficientNet-B3-Attn-2

model on six popular remote sensing datasets, namely UC

Merced, KSA, OPTIMAL-31, and RSSCN7, have outper-

formed state-of-the-art. For the WHU-RS19 we have outper-

formed the methods that use the same dataset version that

contains 950 image in total, but not the methods that use

the dataset version containing 1005 images. Finally, for the

AID dataset, we have also achieved better results than all

previous methods, except three state-of-the-art methods that

have appeared very recently.

Future developments include combining the proposed

method with some of the novel techniques introduced in the

very recent work CAD+DenseNet [47]. A second direction is

adding data augmentation techniques as in MAA-CNN [46].

Finally, another possible improvement is inserting the

attention mechanism in every MBConv block of the

EfficientNet-B3 CNN model, similar to the inclusion of

the Squeeze-and-Excitation branch in every block.
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