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Classification of the Frequency of Carotid Artery
Stenosis With MLP and RBF Neural Networks
in Patients With Coroner Artery Disease

Hanefi Yýldýrým,1,4 Hasan Baki Altýnsoy,1 Necaattin Barýpçý,2 Uçman Ergün,2

Erkin Oğur,1 Fırat Hardalaç,3 and İnan Güler2

For the classification of left and right Internal Carotid Arteries (ICA) stenosis, Doppler
signals have been received from the patients with coroner arteries stenosis by using 6.2–
8.4 MHz linear transducer. To be able to classify the data obtained from LICA and
RICA in artificial intelligence, MLP and RBF neural networks were used. The number
of obstructed veins from the coroner angiography, intimal thickness, and plaque for-
mation from the power Doppler US and resistive index values were used as the input
data for the neural networks. Our findings demonstrated that 87.5% correct classifi-
cation rate was obtained from MLP neural network and 80% correct classification
rate was obtained from RBF neural network. MLP neural network has classified more
successfully when compared with RBF neural network.

KEY WORDS: carotid arteries stenosis; coroner arteries stenosis; Doppler ultrasonography; MLP neural
network; RBF neural network.

INTRODUCTION

Angiography is being used for extracranial vascular disease diagnosis as the
main method for years. However, for this method is invasive and it has high morbidity
and mortality rates, new methods such as Doppler Ultrasonography (US) and MR
angiography have formed.

For the time being, duplex Doppler US is accepted as the standard nonin-
vasive examination method for vascular system. Its common use has facilitated
the evaluation of morphologic and hemodynamic variations in the carotid
arteries.(1,2)
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Carotid lesions causing hemodynamic flow changes are important risk factors
in coroner artery patients recovering from by-pass operation. Degradation in many
levels in the central nerve system are proved to occur after coroner by-pass.(3)

Artificial neural network, more often simply called “neural networks,” are non-
parametric pattern recognition techniques that can recognize “hidden patterns” be-
tween independent and dependent variables.(4) Neural networks have been used in a
number of applications such as remote sensing,(5) dynamic modeling and medicine,(6)

and pattern classification.(7–9) In many cases, neural network results have been
achieved relative to standard statistical models.(10) Recently, neural networks have
been used for the classification of several diseases. Some researchers demonstrated
their predictive reliability of a neural networks model in medical diagnosis. In this
case, we utilize the ability of neural network to recognize complex and nonlinear
relationship in characterizing medical circumstances.(11,12)

Recently RBF neural networks have been found to be very attractive for many
engineering problems. An important property of the RBF neural networks is that they
form a unifying link among many different research fields such as function approxi-
mation, regularization, noisy interpolation, pattern recognition,(13) and medicine.(14)

The increasing popularity of the RBFNNs is partly due to their simple topologi-
cal structure, their locally tuned neurons, and their ability to have a fast learning
algorithm in comparison with other multilayer feed forward neural networks.(15,16)

In this study, 80 cases in which coroner artery disease is determined with coroner
angiography have been examined with Doppler US, and determination of the inci-
dence of carotid artery disease in these patients and classification of such with MLP
and RBF neural network. The determination of the incidence of carotid lesions and
levels of hemodynamic changes in these patients will lead the way to surgical proce-
dures and radiologic methods prior to bypass operation and also will contribute to
avoidance of possible cerebro vascular complications as a result of bypass operation.

MATERIALS AND METHOD

Between November 2002 and May 2003, 80 patients in which surgery has been
planned after coroner angiography, have been examined with power Doppler US
for carotid artery disease in Radiology clinics of the Medical Center of Fırat Uni-
versity for carotid artery disease. For these examinations, Toshiba SSA-770 Aplio
80 (Toshiba, Tokyo, Japan) power Doppler US apparatus with multifrequency 6.2–
8.4 MHz linear transducer has been used.

Patients were examined in supine position, head contralaterally turned. Exami-
nation of both sides started right above the claviculas, as the transducer was cranially
moved, Left Internal Carotid Artery (LICA) and Right Internal Carotid Artery
(RICA) were examined. Intimal thickening and plaque formation were determined
with saggital examination. With spectral examination, peak systolic and end diastolic
velocity measurements were performed and resistive index was obtained.

Further on, color Doppler was performed to record the narrowing percentage
of the carotid arteries—1–39% narrowing was low stenosis, 40–59% was moderate
stenosis, and 60–79% was severe stenosis.
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To be able to classify the data obtained from LICA and RICA in artificial in-
telligence, MLP and RBF neural networks were used. The number of obstructed
veins from the coroner angiography, intimal thickness and plaque formation from
the power Doppler US, and resistive index values were used as the input data for the
neural networks. Output data were given according to the percentage of narrowing in
the carotid arteries as—severe stenosis, moderate stenosis, low stenosis, and normal.

MLP Neural Network

Neural networks are complex systems, which are formed with the different con-
nection geometry of artificial networks produced like the neurons in the human brain
and with their interconnection. Feed forward neural networks have a wide applica-
tion field.(4,17) Some researchers demonstrated their predictive reliability of a neural
networks model in medical diagnosis. In this case, we utilize the ability of neural
network to recognize complex and nonlinear relationship in characterizing medical
circumstances.(18)

The tangent hyperbolic (tanh) function may be selected as the transfer function
that is used to determine the outputs according to the neuron inputs. One of the
most important topics that should be applied during the learning process of the
neural networks is to adjust learning rate and momentum term.(4) The momentum
coefficient and the size of the step were taken as 0.7 and 0.1, respectively.

The value of the neuron at the output of neural network (calculated diagnosis) is
compared with the real diagnosis information that is determined by expert radiologist
using magnetic resonance imaging and the difference between them is calculated as
the error. Mean Square Error (MSE) is used to decide if the expected and calculated
values of network output are approximate. Then normalized mean square error
(NMSE), mean square error (MSE), and mean average error (MAE) are computed.
The correlation coefficient rgives information about the training of network, having
a value between –1 and 1. If the correlation coefficient is close to (1), it shows how
much the learning is successful. MSE is used to determine how much the network has
reached to desired output values. The stopping criterion for the supervised learning
is set over the curve of MSE.(19)

In this work, feed forward multilayered perceptron neural network was used.
The back propagation feed forward neural network is shown in Fig. 1. The reason for
using this type of neural network is that it is a standard in the solution of problems
related with identifying figures by applying the supervised learning and the back
propagation of errors together.

RBF Neural Network

The RBF neural network(20–22) is a fully connected feed forward neural network
with one hidden layer and an output layer. The hidden layer of nodes uses a Gaussian
density function as its activation function.

RBF neural networks share features of the back propagation neural networks
(BPNNs) for pattern recognition. They are being extensively used for on- and
off-linear-adaptive modeling and control applications. RBF neural networks store
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Fig. 1. Feed forward back propagation neural network architecture.

information locally whereas the conventional BPNNs store the information
globally.

Like the more commonly used MLP neural network, RBF neural networks
comprise three layers of nodes but with the middle (hidden) layer being made up of
Gaussian or asymmetric kernels (Fig. 2). A number of kernels are positioned in the
input space using one of a number of possible placement algorithms. As in MLPs,
the inputs to the network are nodes that simply pass each of the input signals to the
middle layer kernels. The architecture consists of one hidden and one output layer.
This shallow architecture has great advantage in terms of computing speed compared
to multiple hidden layer nets.

Fig. 2. RBF neural network structure.
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The RBF architecture consists of a feed forward two layer network in which the
transfer function of each hidden node is radially symmetric in the input space. We
will focus our attention on Gaussian basis functions, which are the most commonly
used functions and have many useful analytical properties.

The input layer simply transfers the input vector to the hidden neurons. The only
hidden layer consists of j locally tuned units and each unit has a radial basis function
acting like a hidden node. The hidden node output ϕi (x) calculates the closeness of
the input and projects the distance to an activation function. The activation function
of the jth hidden node used in this study is the Gaussian function given by

ϕi (x) = exp
(

−‖x − ci‖2

σ 2
i

)
(i = 1, . . . , nh) (1)

where x is the n-dimensional input vector; ci is the center of the radial basis function
for hidden node j ; and ‖x − ci‖ denotes the Euclidean distance between the center
of the radial basis function and input; σi is a parameter for controlling the smoothness
properties of the radial basis functions; nh is the number of hidden neurons.

The jth output yj of the RBF neural network will be

yj =
nh∑

i=1

wi jϕi (x) ( j = 1, . . . , no) (2)

where wi j is the connection weight from the ith hidden neuron to the jth output
neuron and no is the total number of output neurons.

Sensitivity, Specificity, and Receiver Operating Characteristic Curve Analysis

The simplest classification problem is that of separating one-dimensional feature
vectors into two groups. In this situation the only choice that needs to be made is
where to locate the decision threshold. If there is no overlap between the magnitudes
of the vectors obtained from patients belonging to the two classes, the threshold can
simply be chosen to separate the classes completely. In general, the results from these
two classes do overlap. That is depending on where the threshold of some signals
from normal subjects will be adjudged abnormal and/or some signals from abnormal
will be adjudged normal. The best choice of threshold will then depend on a number
of factors. There are two important measures of the performance of a diagnostic test;
sensitivity (or true positive fraction) and specificity (or true negative fraction) that
are defined as

Sensitivity (TPF) = Number of true positive decisions/

Number of actually positive cases (3)

and

Sensitivity (TNF) = Number of true positive decisions/

Number of actually positive cases (4)
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These measures are dependent since they are both affected by the position of the
decision threshold and as the threshold is moved to increase sensitivity, so specificity
decreases. The best method of assessing the value of a test and defining an appropriate
decision threshold is to plot a receiver operating characteristic (ROC) curve for the
test.(23)

RESULTS AND DISCUSSION

In this study, to solve the pattern classification problem MLP and RBF neural
network were used. Selection of network input parameters and performance of sys-
tems are important for the prediction of stenosis degrees of carotid arteries by MLP
and RBF neural network.

During training, the input and desired data will be repeatedly presented to the
network. When using MLP and RBF neural network, decision must be taken for
how to divide data into a training set and a test set. In this study, 40 of 80 subjects
were used for training and the rest of them were used for testing. The outputs are
represented by unit basis vectors as

[1 0 0 0] = Severe stenosis of carotid arteries
[0 1 0 0] = Moderate stenosis of carotid arteries
[0 0 1 0] = Low stenosis of carotid arteries
[0 0 0 1] = Normal

Selection of network input parameters plays an important role in classifying
systems. During this study, the number of obstructed veins from the coroner an-
giography, intimal thickness and plaque formation from the power Doppler US, and
resistive index values were used as the input data for the neural networks.

Before applying the data to MLP and RBF neural network, all the data used in
this work were diagnosed by the expert radiologist using magnetic resonance imaging
method as 20 samples of data were severe stenosis of carotid artery, 20 samples of
data were moderate stenosis of carotid artery, 20 samples of data were low stenosis
of carotid artery, and 20 samples of data were normal.

Fig. 3. Training MSE curves of MLP neural network.
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Table I. Test Results of MLP Neural Network

Severe stenosis Moderate stenosis Low stenosis Normal

LICA RICA LICA RICA LICA RICA LICA RICA

Severe stenosis 9 8 1 1
Moderate stenosis 1 2 8 8 1
Low stenosis 1 1 9 8 1 1
Normal 1 1 9 9

In patients evaluated for their coroner artery pathologies, 18 had single vein
coroner artery, 27 had double vein coroner artery, 28 had triple vein coroner artery,
and 7 had four vein coroner artery disease. A significant relation was found between
the degree of the coroner artery disease and carotid artery stenosis (p < 0.05).

Results of MLP Neural Network

One of the simplest methods is to observe how the square difference between
the network’s output and the desired response changes over training iterations. The
curve of the MSE versus iteration is called as the training curve. Training MSE curve
of MLP neural network in 1000 epochs is shown in Fig. 3. As the network learns, the
error is converging to zero.

After the learning, test vectors were applied to neural network, and the ob-
tained results are shown on Tables I and II. As it is seen in Table I, 35 of the to-
tal 40 LICA testing data and 33 of the total 40 RICA testing data were classified
correctly.

In this study, MSE, NMSE, MAE, and correlation coefficient (r) were used
for measuring performance of the neural network. Performance evaluation param-
eters and their values in this neural network are given for subjects having stenosis
(severe, moderate, and low), and normal subjects in Table II. From the results of per-
formance evaluation and statistical measures, the neural network was found to be
successful.

To measure the classification performance, these results should be evaluated
statistically. Sensitivity, specificity, area under ROC curve, and correct classification
values reached after the application of test vectors to the MLP have been given in
Table III. As it is seen in Table III, correct classification size of LICA is 87.5% and
correct classification size of RICA is 82.5%. As a result of the studies made by MLP,
the receiver operating characteristic (ROC) curve has been obtained. To find out the
prediction capacity of MLP, the output data of test results are analyzed and ROC

Table II. Test Performances of MLP and RBF Neural Networks

MLP RBF

Performance LICA RICA LICA RICA

MSE 0.0601 0.1623 0.0647 0.1346
NMSE 0.1566 0.3243 0.1748 0.3024
MAE 0.0471 0.0826 0.0562 0.0718
r 0.8934 0.8163 0.8627 0.8131
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Table III. Statistics of MLP and RBF Neural Networks

MLP RBF

Statistic type LICA RICA LICA RICA

Specificity 90% 90% 90% 80%
Sensitivity 86.7% 80% 83.3% 80%
Area under ROC curve 0.863 0.817 0.846 0.805
Correct classification rate 87.5% 82.5% 85% 80%

curve is obtained. By examining data related with correct and false classification, the
relation between the specificity and sensitivity is shown in Fig. 4.

ROC curve is one of the best method of evaluating the performance of a test
and defining an appropriate decision threshold. The best choice of threshold will
then depend on a number of factors including the consequences of making both
types of false classification (false positive and false negative) and the prevalence of
disease in the target population. For a given result obtained by a classifier system,
four possible alternatives exist that describe the nature of the result: (a) true positive
(TP), (b) false positive (FP), (c) true negative (TN), and (d) false negative (FN). In
this study, a TP decision occurred when the positive diagnosis of the system coincided
with a positive diagnosis according to the physician. A FP decision occurred when
the system made a positive diagnosis that did not agree with the physician. A TN
decision occurred when both the system and the physician suggested the absence
of a positive diagnosis. A FN decision occurred when the system made a negative
diagnosis that did not agree with the physician. Also the best choice of threshold
for any test depends on the shape of the ROC curve. A good test is one for which
sensitivity rises rapidly and one-specificity hardly increases at all until sensitivity
becomes high. Hence, the closer the curve is to the upper left corner, the higher the

Fig. 4. ROC curves of MLP neural network.
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Fig. 5. Training MSE curves of RBF neural network.

overall accuracy of the test. ROC curve that is seen in Fig. 4 represents the network
performance on the test file of 80 subject records.

Furthermore, the performance of the neural network can be measured by com-
puting the area under the ROC curve. The area under the ROC curve is 0.863 and
0.825 for LICA and RICA, respectively. This shows that MLP neural network is
successful.

Results of RBF Neural Network

Training MSE curve of RBF neural network in 1000 epochs is shown in Fig. 5.
As the network learns, the error is converging to zero.

After the learning, test vectors were applied to neural network, and the obtained
results are shown on Tables II and IV. Performance evaluation parameters and their
values in this neural network are given for subjects having stenosis (severe, moder-
ate, and low), and normal subjects in Table II. As it is seen in Table IV, 34 of the
total 40 LICA testing data and 32 of the total 40 RICA testing data were classified
correctly.

To measure the classification performance, these results should be evaluated
statistically. Sensitivity, specificity, area under ROC curve, and correct classification
values reached after the application of test vectors to the RBF have been given in
Table III. As it is seen in Table III, correct classification size of LICA is 85% and
correct classification size of RICA is 80%. As a result of the studies made by RBF,
the receiver operating characteristic (ROC) curve has been obtained. To find out the

Table IV. Test Results of RBF Neural Network

Severe stenosis Moderate stenosis Low stenosis Normal

LICA RICA LICA RICA LICA RICA LICA RICA

Severe stenosis 9 8 1
Moderate stenosis 1 2 8 8 1 1
Low stenosis 1 2 8 8 1 2
Normal 1 1 9 8
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Fig. 6. ROC curves of RBF neural network.

prediction capacity of RBF, the output data of test results are analyzed and ROC
curve is obtained. By examining data related with correct and false classification, the
relation between the specificity and sensitivity is shown in Fig. 6.

In this study, the diagnosis performance of carotid arteries stenosis with coroner
artery diseases shows the advantages of MLP and RBF neural network: it is rapid,
easy to operate, noninvasive, and not expensive.

CONCLUSION

In this work, the classification systems were developed with the application of
degrees of carotid arteries stenosis with coroner artery diseases in MLP and RBF
neural network. Our findings demonstrated that 87.5% correct classification rate was
obtained from MLP neural network and 80% correct classification rate was obtained
from RBF neural network.

These results demonstrate that the classification performance of carotid arteries
stenosis with RBF is lower than that of MLP neural network.
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