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## SUMMARY

This thesis contains the classification of two-parameter bifurcations up to codimension three, using a two-parameter version of parametrised contact equivalence.

Par one contains the classification up to codimension one. The result consists of the following components:

1. A list of normal forms for the germs having codimension less or equal to one.
2. Recognition conditions for each normal form in the list, i. e. conditions that characterise the equivalence class of the normal form. These conditions are equations and inequalities for the Taylor coefficients of the germs.
3. Universal unfoldings for each normal form.

The result is obtained by investigating the structure of the orbits, which are induced by the action of the group of equivalences on the space of all bifurcation problems. Techniques from algebra, algebraic geometry and singularity theory are applied.

In part two the classification is extended to codimension three. The second chapter of part two contains a generalisation of the singularity approach to equivariant bifurcation theory. The case of an action of a compact Lie group on state and parameter space is considered. The main example is the case of bifurcations with a certain $D_{4}$-symmery.
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## CHAPTER 1

## Introduction

Golubitsky and Schaeffer [6] used methods from singularity theory to study bifurcations. This involves defining an appropriate equivalence relation on the set of alt bifurcation problems and classifying these up to some codimension. In [7], for example, the same authors elassify one-parameter bifurcations up to codimension four using the notion of parametrised contact equivalence. This result was extended, for problems in one state variable, up to codimension seven by Keyfitz [9]. There is a multitude of other classifications - many for equivariant bifurcations.

The problem treated in this thesis is the classification of two-parameter bifurcations in one state variable up to codimension one, using a two-parameser version of parametrised contact equivalence. The result consists of the following components:

1. A list of normal forms for the germs having codimension less or equal to one.
2. Recognition conditions for each normal form in the list, i. e. conditions that characterise the equivalence class of the normal form. These conditions are equations and inequalities for the Taylor coefficients of the germs.
3. Universal unfoldings for each normal form.

In this context there is a result due to lzumiya [8], who considered germs of the formi

$$
\begin{equation*}
x^{2}+\varphi\left(\lambda_{1}, \lambda_{2}\right) . \tag{1.1}
\end{equation*}
$$

where x is the state variable, $\lambda_{1}$ and $\lambda_{2}$ being the parameters. She classified these up
to codimension five. As we shall show even at codimension zero there are germs which are not of the form (1.1), e. g.

$$
x^{3}+\pi \lambda_{1}+\lambda_{2}
$$

Izumiya does not give any recognition conditions.

The following is an outline of the contents of this thesis.

In chapter II we set up the theoretical basis for the methods used to obtain the classification: First we gencralise the definition of parametrised contact equivalence to two-parameter bifurcations. The set of all such equivalences forms a group which acts on the space of all bifurcation problems. The equivalence classes are the orbits under this group action. For the classification it is necessary to characterise these orbits.

The first step is to show that for many germs this problern can be reduced to studying the action of an algebraic group on a finite dimensional vector space. In order to achieve this the concept of finite determinacy is used. A germ is called finitely determined if its equivalence class depends only on a finite number of its Taylor coefficients. Proving finite determinacy for a germ is more complicated than in the one-parameter case - the Malgrange-Mather Preparation Theorem has to be used.

The next step is to calculate the higher-order terms for certain normal forms, i. e. those terms which do not affect the equivalence class. Subsequently it is possible to determine the orbits under the group action modulo higher-order terms. To achieve this we use a theorem of Bruce, du Plessis and Wall [3], which guarantees that the orbits are algebraic varieties for uniporenr equivalences. In order to apply this result we decompose the group of equivalences into a product, one of the factors being a subgroup of unipotent equivalences. Here we use the Bruhat decomposition for GL(2, N). The decomposition can be generaliged for equivalences of n-parameter bifurcations, since the Bruhat decomposition is valid for GL( $\mathrm{n}, \boldsymbol{P}$ )

To calculate the higher-order terms with respect to the unipotent equivalences, we use results developed for the one-parameter case by Melboume [11]. According to one of his theorems, determining the higher-order terms is straightforward provided the equations defining the orbit are linear. Germs which satisfy this condition are called linearly determined. In the one-parameter case most germs of low codimension are linearly determined. This, however, is no longer true in the two-parameter case. Consequently, the calculations to determine the orbit become rather complicated. In this way the orbits of the normal forms are calculated with respect to the group of unipotent equivalences.

According to the decomposition of the group of equivalences the next step is to take scaling transformations into account. This is straightforward. Then the resulting recognition conditions have to be transformed into conditions with respect to the full group of equivalences. For several nornal forms this turns out to be a non-trivial procedure. It involves finding centain polynomials which are invariant under the transformation. This is carried out in chapter III, section 4.

Knowing the list of recognition conditons immediately yields the classification. This is stated as theorem MI. 6. 1 .

Calculating the higher-order terms as described above involves selecting a paricular normal form to start with. This leads to the question of how to reduce the amount of calculations by choosing the normal form in an appropriate way. We address this problem in chapter IV.

Chapter V contains a list of diagrams giving a geometrical description of the normal forms in the classification and their universal unfoldings.
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## CHAPTER II

## 1. Notation

We denote coordinates in $\boldsymbol{M}=\boldsymbol{m}^{2}$ by $x_{1} \lambda_{1}, \lambda_{2}$. Putting $\lambda:=\left(\lambda_{1}, \lambda_{2}\right)$ we define $\boldsymbol{\varepsilon}_{x \lambda}$ to be the ring of all $C^{\infty}$ - function germs $\boldsymbol{A} \times \mathbb{R}^{2} \rightarrow \boldsymbol{A}$ at $(0,0) \in \mathbb{A}=\boldsymbol{R}^{2}$. $\mathcal{M}_{x, \lambda}$ denotes the maximal ideal in $\mathcal{E}_{x \lambda}$.

Analogously defined are the rings $\mathcal{E}_{x}$ and $\mathcal{E}_{\lambda}$ and their maximal ideals $M_{x}$ and $M_{\lambda}$. Sometimes we abbreviate $M_{x_{\lambda}}$ to $M$.

Let $V$ be a vector space over the field of real numbers and let $v_{1} \ldots, v_{k} \in \mathcal{V}$. Then R $\left[v_{1}, \ldots, v_{k}\right.$ ) denotes the linear span of $v_{1}, \ldots, \mathbf{v}_{\mathbf{k}}$.

Let G be a Lie group. We denote its Lie algebra by $L G$.
$4 \neq 0$ denotes the multiplicative group of posinive real numbers.

The function $s \boldsymbol{s}: \mathbb{R} \rightarrow \boldsymbol{R}$ is defined by

$$
\operatorname{sg}(x)=\left\{\begin{array}{r}
+1, \text { if } x>0 \\
0, \text { if } x=0 \\
-1, \text { if } x<0
\end{array}\right.
$$

Let $h$ be a germ in $\varepsilon_{x, \lambda}$. We denote its Taylor coefficients as follows:

$$
h_{\alpha^{\alpha} \lambda_{1}^{\beta} \lambda_{2}^{\gamma}}:=\frac{\partial^{\alpha+\beta+\gamma_{h}}}{\partial x^{\alpha} \partial \lambda_{1}^{\beta} \partial \lambda_{2}^{\gamma}}(0,0,0) .
$$

For small values of $\alpha, \beta$ and $\gamma$ we write $h_{x}, h_{x x}, h_{\lambda_{1} \lambda_{1}}, h_{x \lambda_{1} \lambda_{1}}$ etc., instead. In will always be clear from the context, whether $h=0$ means $h(0)=0$.

The following typographical scheme has been adopied throughout the text: All theorems and definitions are italicised and symbols and terms which are defined are printed in bold face, when they appear for the first time.

## 2. Parametrised contact equivalence

In this section we define parametrised contact equivalence for two-parameter bifurcations. This definition is analogous to the one introduced by Golubitsky and Schaeffer in the one-parameter case (See [6] and [7].). For later use two slightly modified versions of this equivalence relation are introduced. Each equivalence relation corresponds to a group and we state some results dealing with relations between these.

To avoid repetition the following definition incorporates all the three different equivalence relations. For notational convenience we use the term E-equivalence for parametrised contact equivalence. Compare [1], [4], [5] and [10] for the concept of ordinary contact equivalence.
2.1 Definition. Two germs $f, g \in \mathcal{M}_{x \lambda}$ are called E-equivalent, if there exist smooth germs $S, X: \mathbb{P}^{3}, O \rightarrow \mathbb{R}_{1}$ and $\Lambda_{f}, \Lambda_{2}: \mathbb{P}^{2}, O \rightarrow \mathbb{R}$ such that

$$
g\left(x, \lambda_{1}, \lambda_{2}\right)=S\left(x, \lambda_{1}, \lambda_{2}\right) f\left(X\left(x, \lambda_{1}, \lambda_{2}\right), A_{1}\left(\lambda_{1}, \lambda_{2}\right), A_{2}\left(\lambda_{1}, \lambda_{2}\right)\right)
$$

and the following conditions are sarisfied:

$$
\begin{align*}
X(0,0,0) & =0 \\
A_{1}(0,0) & =0 \\
\Lambda_{2}(0,0) & =0  \tag{2.1}\\
S(0,0,0) & >0 \\
X_{x}(0,0,0) & >0
\end{align*}
$$

$$
\left|\begin{array}{ll}
\left(\Lambda_{1}\right)_{\lambda_{1}} & \left(\Lambda_{1}\right)_{\lambda_{2}}  \tag{2.2}\\
\left(\Lambda_{2}\right)_{\lambda_{1}} & \left(\Lambda_{2}\right)_{\lambda_{2}}
\end{array}\right| \leqslant 0
$$

Furthermore, if the germs $X, A_{1}, A_{2}$ and $S$ satisfy the conditions (2.1) and additionally

$$
\begin{gather*}
S(0)=1 \\
X_{x}(0)=1 \\
\left(\Lambda_{1}\right)_{\lambda_{1}}=1 \\
\left(\Lambda_{2}\right)_{1}=0  \tag{2.3}\\
\left(\Lambda_{2}\right) \lambda_{2}=1
\end{gather*}
$$

fand $g$ are called U-equivalent .
Should $X, \Lambda_{1}, A_{2}$ and $S$ sanisfy (2.1), (2.3) and

$$
\begin{equation*}
\left(\Lambda_{1}\right)_{\lambda_{2}}=0 \tag{2.4}
\end{equation*}
$$

fand $g$ are colled O-equivalent.

Let $E$ be the set of all quadruples ( $\mathbf{S}, \mathrm{X}, \mathrm{\Lambda}_{1}, \boldsymbol{\Lambda}_{\mathbf{2}}$ ) satisfying the conditions (2.1) and (2.2). E acts on $M_{x \lambda}$ in the following way: Let $f \in M_{x \lambda}$ and $e=(S, R) \in E$, where $R=\left(X, \Lambda_{1}, \Lambda_{2}\right)$. The conditions in the previous definition imply that $R$ is a diffeamorphism germ $\mathbb{R}^{\mathbf{3}}, 0 \rightarrow \mathbb{R}^{3}, 0$. Then the action is defined by

$$
\begin{equation*}
\text { e. } f:=S(f \bullet R) \tag{2.5}
\end{equation*}
$$

Ecan be given a group structure by the following definition of a multiplication: Let $\boldsymbol{e}_{1}=\left(\mathbf{S}_{1}, \mathbf{R}_{1}\right), e_{2}=\left(\mathbf{S}_{2}, R_{2}\right) \in E$. Then

$$
e_{2} \cdot e_{1}:=\left(S_{2} \cdot S_{1} \in \mathbf{R}_{2}, R_{1}=R_{2}\right)
$$

With this definition of multiplication formula (2.5) defines a group action of $E$ on $M_{x, \lambda}$. The orbits generated by this action are precisely the equivalence classes corresponding to E-equivalence.

Let $U$ (respectively $U$ ) be the set of all quadruples $\left(\mathbf{S}, \mathrm{X}, \boldsymbol{\Lambda}_{1}, \boldsymbol{\Lambda}_{2}\right)$ satisfying conditions (2.1) and (2.3) (respectively (2.1), (2.3) and (2.4)). Then the multiplication on $\mathbf{E}$ induces one on U and U each. In this way U and U become subgroups of E. Again, the orbits generated by the actions of $U$ and $\hat{U}$ on $M_{k, \lambda}$ correspond to the $U$ - and $\hat{U}$. equivalence classes, respectively.

To illustrate the difference between these various equivalence relations, we consider the linear part of an element $\mathrm{e}=\left(\mathbf{S}, \mathbf{X}, \mathrm{A}_{1}, \Lambda_{2}\right) \in \mathbf{E}$, where

$$
\begin{aligned}
& x\left(x, \lambda_{1}, \lambda_{2}\right)=p x+q \lambda_{1}+r \lambda_{2}+\ldots \\
& \Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)=\quad s \lambda_{1}+1 \lambda_{2}+\ldots \\
& \Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)=\quad u \lambda_{1}+v \lambda_{2}+\ldots \\
& S\left(x_{1} \lambda_{1}, \lambda_{2}\right)=A+B x+C \lambda_{1}+D \lambda_{2}+\ldots
\end{aligned}
$$

and $\mathrm{p}, \mathrm{A}>0$.

If e is in U , the linear part reduces accordingly:

$$
\begin{aligned}
& X\left(x, \lambda_{1}, \lambda_{2}\right)=x+q \lambda_{1}+r \lambda_{2}+ \\
& \Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)=\quad \lambda_{1}+1 \lambda_{2}+ \\
& \lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)=\quad \lambda_{2}+\ldots \text {; } \\
& S\left(x_{1} \lambda_{1}, \lambda_{2}\right)=1+B x+C \lambda_{1}+D \lambda_{2}+\cdots
\end{aligned}
$$

If e is in U , we have

$$
\begin{array}{cc}
X\left(x, \lambda_{1}, \lambda_{2}\right)=x+q \lambda_{1}+r \lambda_{2} & +\cdots \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \\
& \\
& \\
& \lambda_{2}+\ldots
\end{array}
$$

In the two latter cases the linear parts of $S$ (i. e. $S(0)$ ) and $R=\left(X, \Lambda_{1}, \Lambda_{2}\right)$ are unipotent matrices. The groups of diffeomorphisms induced by $U$ and $U$ on $M_{k \lambda}$ are also unipotent. Therefore the theary for unipotent groups (see [7a]) of diffeomorphisms developed by Bruce. du Plessis and Wall (See [3]. ) applies to U and U. One of their results will be stated in section 5 .

In the remainder of this section we describe some properies of the groups of equivalences defined above. The first property is a decomposition of $\mathbf{E}$. We incroduce some notation: Let $T$, the group of scaling transformations, denote the subgroup of $E$ consisting of all equivalences of the form

$$
\begin{array}{lll}
X\left(x, \lambda_{1}, \lambda_{2}\right)=v x & & \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & m \lambda_{1} & \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & & n \lambda_{2}:
\end{array}
$$

$$
S\left(x, \lambda_{1}, \lambda_{2}\right)=\mu,
$$

where $\mu, \nu>0$ and $m, n \neq 0$. Let $W$ denate the subgroup consisting of the identity and the equivalence given by

$$
\begin{array}{ll}
X\left(x, \lambda_{1}, \lambda_{2}\right)=x & \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{2} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1} ;
\end{array}
$$

$$
S\left(x, \lambda_{1}, \lambda_{2}\right)=1
$$

which interchanges $\lambda_{1}$ and $\lambda_{2}$. Let $N$ denote the subgroup consisting of all equivalences of the form

$$
\begin{array}{lr}
X\left(x, \lambda_{1}, \lambda_{2}\right)=x & \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1}+\alpha \lambda_{2} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{2} ; \\
S\left(x, \lambda_{1}, \lambda_{2}\right)=1 &
\end{array}
$$

where $\alpha \in \mathrm{A}$. Furthermore, let $\mathrm{B}=\mathrm{T} \mathbf{U}$.
2.2 Proposition. The group E can be decomposed as

$$
E=N W B=N W T U
$$

In order to show this, we need the Bruhat decomposition for GL( 2, A). Using the notation

$$
\begin{aligned}
& \mathrm{B}^{*}:=\left\{\left.\left(\begin{array}{ll}
\mathrm{a} & \mathrm{~b} \\
0 & \mathrm{~d}
\end{array}\right) \right\rvert\, \mathrm{ad} \neq 0\right\} . \\
& \mathrm{N}^{*}:=\left\{\left.\left(\begin{array}{ll}
1 & \mathrm{~b} \\
0 & 1
\end{array}\right) \right\rvert\, \mathrm{b} \in \mathbb{R}\right\}, \\
& \mathrm{T}^{*}:=\left\{\left.\left(\begin{array}{ll}
\mathrm{a} & 0 \\
0 & \mathrm{~d}
\end{array}\right) \right\rvert\, \mathrm{ad} \neq 0\right.
\end{aligned}, .
$$

this result is the following:
2.3 Proposition. GL2, R) can be decomposed as

$$
G L(2, P)=B^{*} W^{*} N^{*}
$$

More precisely. $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in G L(2, R) \backslash B^{*}$ can be written as

$$
\left(\begin{array}{ll}
a & b  \tag{2.6}\\
c & d
\end{array}\right)=\left(\begin{array}{cc}
\frac{b c-a d}{c} & a \\
0 & c
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & \frac{d}{c} \\
0 & 1
\end{array}\right)
$$

A proof can be found in [2], for example. Note that the order of the factors in the decomposition is not the standard one but has been reversed.

Proof of proposition 2.2: Let $\mathrm{e}=\left(\mathrm{S}, \mathrm{X}, \Lambda_{1}, \Lambda_{2}\right)$, where

$$
\begin{array}{lr}
x\left(x, \lambda_{1}, \lambda_{2}\right)=p x+q \lambda_{1}+r \lambda_{2}+Q_{1}\left(x, \lambda_{1}, \lambda_{2}\right) \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & s \lambda_{1}+\left(\lambda_{2}+Q_{2}\left(\lambda_{1}, \lambda_{2}\right)\right. \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & u \lambda_{1}+v \lambda_{2}+Q_{3}\left(\lambda_{1}, \lambda_{2}\right)
\end{array}
$$

$Q_{1} \in M_{A, \lambda}^{2}$ and $Q_{2}, Q_{3} \in M_{\lambda}^{2}$.

If $u=0$ there is nothing to prove. Now suppose $u \neq 0$. Then $e=n w b$, where $n$ is given by

$$
\begin{array}{lr}
X\left(x, \lambda_{1}, \lambda_{2}\right)=x & \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1}+\frac{v}{u} \lambda_{2} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{2}:
\end{array}
$$

$S\left(x, \lambda_{1}, \lambda_{2}\right)=1$.
w by

$$
\begin{array}{lll}
X\left(x, \lambda_{1}, \lambda_{2}\right)=x & & \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & & \lambda_{2} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1} ; \\
S\left(x, \lambda_{1}, \lambda_{2}\right)=1 & &
\end{array}
$$

and $\mathrm{b}=\left(\mathbf{S}, \mathbf{X}, \boldsymbol{\Delta}_{\mathbf{1}}, \Delta_{2}\right)$, where

$$
\begin{aligned}
& \begin{array}{l}
x\left(x_{1} \lambda_{1}, \lambda_{2}\right)=p x+\left(v-\frac{v}{u} q\right) \lambda_{1}+q \lambda_{2}+Q_{( }\left(x,-\frac{v}{u} \lambda_{1}+\lambda_{2}, \lambda_{1}\right) \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)=\quad \frac{t u-s v}{u} \lambda_{1}+s \lambda_{2}+Q_{1}\left(-\frac{v}{u} \lambda_{1}+\lambda_{2}, \lambda_{1}\right) \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)=\quad u \lambda_{2}+Q_{1}\left(-\frac{v}{u} \lambda_{1}+\lambda_{2}, \lambda_{1}\right) \\
\underline{S}\left(x_{1}, \lambda_{1}, \lambda_{2}\right)=S\left(x-\frac{v}{u} \lambda_{1}+\lambda_{2}, \lambda_{1}\right)
\end{array}
\end{aligned}
$$

This follows from proposition 2.3. Obviously $n \in N, w \in W$ and $b \in B . a$
2.4 Remark. E is the disjoint union of B and the set

$$
\left\{\left(S, X, \Lambda_{1}, \Lambda_{2}\right) \in E \mid\left(\Lambda_{2}\right)_{\lambda_{1}} \notin 0\right\}
$$

and the elements of the latter set can be decomposed as described in the preceding proof.

The next statement is a decomposition of $U$.
2.5 Proposition. The group $U$ can be decomposed as

$$
U=N O
$$

Proof: Write $u=\left(S, X, \Lambda_{1}, \Lambda_{2}\right)$, where

$$
\begin{array}{rrr}
X\left(x, \lambda_{1}, \lambda_{2}\right) & =x+q \lambda_{1}+r \lambda_{2}+Q_{1}\left(x, \lambda_{1}, \lambda_{2}\right) \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1}+t \lambda_{2}+Q_{2}\left(\lambda_{1}, \lambda_{2}\right) \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{2}+Q_{3}\left(\lambda_{1}, \lambda_{2}\right)
\end{array}
$$

$Q_{1} \in M_{x \lambda}^{2}$ and $Q_{2}, Q_{3} \in M_{\lambda}^{2}$. Then $u=n u$, where $n$ is given by

$$
\begin{array}{lr}
X\left(x_{1} \lambda_{1}, \lambda_{2}\right)=x & \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1}+t \lambda_{2} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{2}
\end{array}
$$

$$
S\left(x, \lambda_{1}, \lambda_{2}\right)=1
$$

and $\mathrm{u}=\left(\mathbf{S} . \mathbf{X} . \underline{\boldsymbol{\Lambda}}_{1}, \underline{\Lambda}_{\mathbf{2}}\right)$, where

$$
\begin{aligned}
& X\left(x, \lambda_{1}, \lambda_{2}\right)=x+q \lambda_{1}+(r-q t) \lambda_{2}+Q_{1}\left(x, \lambda_{1}-t \lambda_{2}, \lambda_{2}\right) \\
& \Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)=\lambda_{1}+Q_{2}\left(\lambda_{1}-i \lambda_{2}, \lambda_{2}\right) \\
& \Delta_{2}\left(\lambda_{1}, \lambda_{2}\right)= \\
& \lambda_{2}+Q_{3}\left(\lambda_{1}-1 \lambda_{2}, \lambda_{2}\right) ; \\
& S\left(x, \lambda_{1}, \lambda_{2}\right)=S\left(x, \lambda_{1}-1 \lambda_{2}, \lambda_{2}\right) \quad \square
\end{aligned}
$$

2.6 Proposition. $O$ is a normal subgroup of $E$.

Proof: The reasoning is analogous to the one given by Melbourne in [11] for the oneparameter case. Mapping ( $\mathrm{S}, \mathrm{X}, \mathbf{\Lambda}_{\mathbf{1}}, \boldsymbol{\Lambda}_{\mathbf{2}}$ ) to

$$
\left(S(0), X_{x}(0) \cdot\left[\begin{array}{ll}
\left(\Lambda_{1}\right)_{1} & \left(\Lambda_{1}\right) \lambda_{2} \\
\left(\Lambda_{2}\right)_{\lambda_{1}} & \left(\Lambda_{2}\right)_{\lambda_{2}}
\end{array}\right]\right)
$$

defines a group homomorphism from $E$ onto $\mathbb{P} \times{ }^{0} \times \mathbb{R}>0 \times G L(2, \mathbb{A})$. U is the kernei of this homomorphism and hence a normal subgroup of $E$.

An aliernative proof is to check $e \mathrm{Ue}^{-1} \subset \hat{\mathrm{U}}$ for alle $\in \mathbb{E}$. a

## 3. Tangent spaces

It is a well known feature of singularity theory that questions of equivalence can be treated on an infinitesimal level. The crucial construction involved is the tangent space to an orbit generated by the group of equivalences. The different group actions defined in section 2 give rise to different tangent spaces to the group orbits. First we give a geornetrical definition of these tangent spaces. (See [4], for example. ):
3.1 Definition. Let $G$ be a subgroup of $E, L G$ its Lie algebra and exp: $L G \rightarrow G$ the exponential map. Then

$$
T(f, G)=\left\{\frac{d}{d t}(\exp (t A) \cdot f)_{t=0} / A \in L G\right\}
$$

is called the $G$-tangent space of $f$.

To calculate the U- and U-tangent spaces of a given germ we use the following algebraic formulae:

### 3.2 Proposition.

$$
\begin{aligned}
T(f, 0)= & \varepsilon_{x, \lambda} \\
& \left\{x f, \lambda_{1} f, \lambda_{2} f, \lambda_{1} f_{x}, \lambda_{2} f_{x}, x^{2} f_{x}\right\}+ \\
& \varepsilon_{\lambda}\left\{\lambda_{1}^{2} f_{\lambda_{1}}, \lambda_{1} \lambda_{2} f_{\lambda_{1}}, \lambda_{2}^{2} f_{\lambda_{1}}, \lambda_{1}^{2} f_{\lambda_{2}}, \lambda_{1} \lambda_{2} f_{\lambda_{2}}, \lambda_{2}^{2} f_{\lambda_{2}}\right\}
\end{aligned}
$$

$$
\begin{aligned}
T(f, U)= & \ell_{\pi, ~}
\end{aligned} \begin{aligned}
& \left\{x, \lambda_{1} f_{1} \lambda_{2} f_{1} \lambda_{1} f_{\pi}, \lambda_{2} f_{x}, x^{2} f_{\lambda}\right\}+ \\
& \varepsilon_{\lambda}\left\{\lambda_{2} f_{\lambda_{1}}, \lambda_{1}^{2} f_{\lambda_{1}}, \lambda_{1}^{2} f_{\lambda_{2}}, \lambda_{1} \lambda_{2} f_{\lambda_{2}}, \lambda_{2}^{2} f_{\lambda_{2}}\right\}
\end{aligned}
$$

Proof: The results follow from definition 3.1 and the definitions of the groups $\bar{U}$ and U. $\square$
3.3 Example. Consider $f=A x^{3}+B \times \lambda_{2}^{2}+C \lambda_{1}$, where $A, B, C \notin$. Then $T(f, O)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+\mathbb{N}\left\{x^{2} \lambda_{1}, \pi^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{1}^{2}, x \lambda_{1}, \lambda_{1}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\}$ and

$$
\begin{aligned}
T(f, U)=M^{4}+ & <\lambda_{1}, \lambda_{2}>^{3}+ \\
& \boldsymbol{A}\left\{x^{2} \lambda_{1}, x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{1}^{2}, x \lambda_{1}, \lambda_{1}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}, \lambda_{2}\right\}
\end{aligned}
$$

In order to define the concept of codimension, we need another kind of tangent space.
3.4 Definition. Let $f$ be a germ in $M_{r}$. Then

$$
T_{i}(f, E)=\varepsilon_{\pi, \lambda}\left(f_{1} f_{x}\right)+\varepsilon_{\lambda}\left\{f_{\lambda_{1}}, f_{\lambda_{2}}\right\}
$$

is called the extended E-fangent space of $f$.
$T_{e}(f, E)$ is the infinitesimal construction associated to unfoldings of the germ $f$. We omit the details, since they are analogous to the one-parameter case (See [7]. ${ }^{\text {I }}$ ).

Note that all these tangent spaces are $\mathbb{E}_{\lambda}$-modules, but - in general - not $\mathbb{E}_{x} \lambda^{-}$ modules.
3.5 Deflnition. Les $f$ be a germ in $M_{x, \lambda}$. The codimension of $f$ denoted by cod $f$ is the codimension of $T_{f}(f, E)$ as a vector subspace of $E_{x, \lambda}$.

Note that the codimension of $f$ is finite if and only if either $T(f, U)$ or $T(f, U)$ has finite codimension. This follows from

$$
T_{f}(f, E)=T(f, U)+R\left\{f, f_{x}, x f_{x}, f_{\lambda_{1}}, \lambda_{1} f_{\lambda_{1}}, \lambda_{2} f_{\lambda_{1}}, f_{\lambda_{2}}, \lambda_{1} f_{\lambda_{2}}, \lambda_{2} f_{\lambda_{2}}\right\}
$$

and

$$
T(\mathbb{U}, \mathrm{U})=\mathrm{T}(\mathbb{O}, \hat{U})+\mathbb{R} \cdot\left\{\lambda_{2} f_{\lambda_{1}}\right\} .
$$

The first step to determine the codimension of a germ is to show that this codimension is finite. We deal with this matter in the next section, For both germs appearing in the next example, we already assume that they have finite codimension. Consequently, we can do all calculations modulo $M^{k}$ for some $k \in \mathbb{N}$ and this is to be assumed in this example.

[^0]3.6 Example. 1. Consider $f=x^{3}+x \lambda_{1}{ }^{2}+\lambda_{2}$. After some calculations it tums out that
$$
T_{e}(f, E)=m^{2}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle+R\{1\}
$$
and hence
$$
\frac{E_{s, \lambda}}{T_{e}(f, E)}=P\{x\}
$$

Therefore $\operatorname{cod} \mathrm{f}=1$.
2. Consider $f=x^{4}+x \lambda_{1}+\lambda_{2}$. Then

$$
\begin{aligned}
T_{e}(f, E) & =\varepsilon_{x, \lambda}\left\{x^{4}+x \lambda_{1}+\lambda_{2}, 4 x^{3}+\lambda_{1}\right\}+\varepsilon_{\lambda}\{x, 1\} \\
& =\varepsilon_{\pi, \lambda}\left\{-3 x^{4}+\lambda_{2}, 4 x^{3}+\lambda_{1}\right\}+\varepsilon_{\lambda}\{x, 1\rangle
\end{aligned}
$$

Define a homomorphism $\varphi: \sum_{x, \lambda} \rightarrow \sum_{x}$ by

$$
\begin{aligned}
& \varphi(x)=x \\
& \varphi\left(a_{1}\right)=-4 x^{3} \\
& \left.\varphi a_{2}\right)=3 x^{4}
\end{aligned}
$$

Then the following formula holds:

$$
\operatorname{cod} \mathrm{f}=\operatorname{dim}_{R} \frac{\varepsilon_{x}}{\varphi\left(T_{e}(f, E)\right)}
$$

This follows from the fact that

$$
\operatorname{ker} \varphi=\varepsilon_{x, \lambda}\left\{-3 x^{4}+\lambda_{2}, 4 x^{3}+\lambda_{1}\right\} .
$$

which ensures that $\varphi$ induces an isomorphism between $\mathcal{E}_{x}, 2 / T_{e}(f, E)$ and

$$
\frac{E_{x}}{\left.W_{( }\left(T_{e}, E\right)\right)}
$$

The following equality holds:

$$
\begin{aligned}
\varphi\left(T_{e}(f, E)\right) & =\varphi\left(E_{\lambda}\{x, 1\rangle\right) \\
& =\varepsilon_{-4 x^{3}, 3 x^{4}}\{x, 1\}
\end{aligned}
$$

Hence

$$
\frac{E_{x}}{\Phi\left(T_{e}\left(I_{E}\right)\right)}=E\left\{x^{2}\right\}
$$

which implies $\operatorname{cod} f=1$. I am grateful to Jim Damon for the reasoning in this example.

The next example shows that the germ $f=x^{4}+x^{2} \lambda_{1}+x \lambda_{2}$, has infinite codimension. We treat a more general case.
3.7 Example Consider $\left.f=x^{4}+x^{2} \varphi \lambda_{1}, \lambda_{2}\right)+x \psi\left(\lambda_{1}, \lambda_{2}\right)$, wher $\psi \in M_{\lambda}$.

Then f has infinite codimension. We show this in the following way:

$$
\begin{aligned}
\mathrm{T}_{\mathrm{e}}(f, E)= & \varepsilon_{x, \lambda}\left\{\mathrm{x}^{4}+\mathrm{x}^{2} \varphi(\lambda)+\mathrm{x} \psi(\lambda), 4 \mathrm{x}^{3}+2 \mathrm{x} \varphi(\lambda)+\psi(\lambda)\right\} \\
& +\varepsilon_{\lambda}\left\{\mathrm{x}^{2} \frac{\partial \varphi(\lambda)}{\partial \lambda_{1}}+\mathrm{x} \frac{\partial \psi(\lambda)}{\partial \lambda_{1}}, \mathrm{x}^{2} \frac{\partial \varphi(\lambda)}{\partial \lambda_{2}}+\mathrm{x} \frac{\partial \psi(\lambda)}{\partial \lambda_{2}}\right\}
\end{aligned}
$$

This expression can be estimated algebraically:

$$
\begin{aligned}
T_{e}(f, E) \subset & \varepsilon_{x, \lambda}\left\{x^{4}, x^{2} \circ(\lambda), x \psi(\lambda), x^{3}, x \varphi(\lambda), \psi(\lambda)\right\} \\
& +e_{\lambda}\left\{x^{2} \frac{\partial \varphi(\lambda)}{\partial \lambda_{1}}, x \frac{\partial \psi(\lambda)}{\partial \lambda_{1}}, x^{2} \frac{\partial \varphi(\lambda)}{\partial \lambda_{2}}, x \frac{\partial \psi(\lambda)}{\partial \lambda_{2}}\right\} \\
\subset & \varepsilon_{x, \lambda}\{x, \psi(\lambda)\}
\end{aligned}
$$

Let I denote the ideal $E_{\mathrm{x}, \lambda}\{\mathrm{x}, \Psi(\lambda)\}$. Suppose now that f has finite codimension. Then

$$
M^{k} \subset T_{e}(\mathcal{L} E) \subset I
$$

holds for some number $k \in \mathbb{N}$. Considering the varieties $V\left(\mathcal{M}^{k}\right)$ and $V(1)$ in $\mathbb{C}^{3}$ corresponding to the ideals $M^{k}$ and 1 , we obtain

$$
V(I) \subset V\left(M^{k}\right)=\{(0,0,0)\}
$$

This, however, is impossible, since the dimension of $V(\mathrm{I})$ is 1 . Hence f has infinite codimension.

For use in the next section we introduce a name for a subspace of $\mathrm{T}_{\mathrm{e}}(\mathrm{f}, \mathrm{E})$ which is an $\mathbb{E}_{\text {x, }} \lambda_{\text {-module }}$.
3.8 Definition. Let $f$ be a germ in $M_{x, \lambda}$. Then

$$
R T_{\Omega}(f, E)=\mathcal{E}_{x, \lambda}\left\{f, f_{\pi}\right\}
$$

is called the restricted extended E-fangent space of $f$.

The following result will be needed later:
3.9 Proposition. Let $f$ be a germ in $M_{x} \lambda$ and $g \in E$. Then

$$
T(g, f, 0)=g \cdot T(f, 0)
$$

Proof: Using definition 3.1 we obtain

$$
T(g, f, \hat{U})=\left\{\left.\frac{d}{d t}(\exp (t A) \cdot(g, f))_{t=0} \right\rvert\, A \in L \hat{U}\right\}
$$

$$
\begin{align*}
& =\left\{\left.\frac{d}{d t}\left(g \cdot\left(g^{-1} \exp (t A) g\right) \cdot f\right)_{t=0} \right\rvert\, A \in L U \hat{U}\right\} \\
& =g \cdot\left\{\left.\frac{d}{d t}\left(\left(g^{1} \exp (t A) g\right) \cdot f\right)_{t=0} \right\rvert\, A \in L U \cup\right\} \tag{31}
\end{align*}
$$

Since U is normal in E (Sce proposition II. 2. 6.), $\mathrm{g}^{\prime} \mathrm{U} \mathrm{g}=\hat{\mathrm{U}}$ holds for all $\mathrm{g} \in \mathrm{E}$. Therefore the curves $\mathrm{g}^{-1} \exp (\mathrm{t} A) \mathrm{g}$ in U range over all curves in $\hat{\mathrm{U}}$ through the identity element in $\hat{\mathbf{U}}$. This implies that the expression in (3.1) is equal to

$$
\begin{aligned}
& g \cdot\left\{\left.\frac{d}{d t}(\exp (t A) \cdot f)_{t=0} \right\rvert\, A \in L \hat{O}\right\} \\
= & g \cdot T(f, U)
\end{aligned}
$$

which proves the resule -

## 4. Finite determinacy

Due to the mixed module structure of $T_{e}(f, E)$, proving finite-determinacy for twoparameter bifurcations is rather complicated. In the one-parameter case this problem can be circumvented: There it is sufficient to consider $\mathbf{R T}_{\mathrm{e}}(\mathrm{f}, \mathrm{E}$ ), since this space has finite codimension if and only if $T_{e}(f, E)$ has. (This result, which is due to Damon, is stated in [7] ). This is no longer true in the two-parameter case.

It is a theorem of Damon (theorem 10.2 in [3a]) that a germ $f$ is finitely determined, if and only if it has finite codimension.

In the remainder of this section we abbreviate $T_{e}(f, E)$ and $R T_{e}(f, E)$ to $T_{e}(f)$ and $R T_{e}(f)$ respectively.

The following method will be used: For some appropriate pairs ( $k, \ell$ ) of non-negative integers the property

$$
\begin{equation*}
M_{\lambda}^{k}\left(M_{x}^{t} \varepsilon_{x, \lambda}\right) \subset T_{e}(f) \tag{4.1}
\end{equation*}
$$

is verified. Here $T_{e}(f)$ and $M_{\lambda}{ }^{\ell} \mathcal{E}_{\lambda, \lambda}$ are regarded as $\mathcal{E}_{\lambda}$-modules. Instead of checking (4.1), we shall use the statement in proposition 4.2 below. First, though, it is necessary to introduce some more standard terminology from singularity theory, see [1]. [4]. [5] and [10].
4.1 Definition. A germ fo $\in \mathcal{E}_{\mathrm{x}}$ has fintite K-codimension, if

$$
T_{0} K\left(f_{0}\right):=\varepsilon_{\Lambda}\left\{f_{0},\left(f_{0}\right)\right\}
$$

is of finite codimension as a subspace of $\mathcal{E}_{\mathbf{x}}$.
4.2 Proposition. Ler $f \in E_{x, \lambda}$ and $f_{0}:=f(x, 0,0)$. If $f_{0}$ is of finite $K$-codimension then the condifion

$$
M_{\lambda}^{k}\left(M_{x}^{t} \frac{\varepsilon_{x, \lambda}}{R T_{e}(f)}\right) \subset \frac{T_{e}(f)}{R T_{e}(f)}+M_{\lambda}^{k+1}\left(M_{x}^{t} \frac{\varepsilon_{x, \lambda}}{R T_{e}(f)}\right)
$$

implies that

$$
M_{\lambda}^{k}\left(M_{z}^{\ell} E_{x, \lambda}\right) \subset T_{e}(f)
$$

Proof: The statement is an immediate consequence of Nakayama's lemma, once it has been shown that $\mathcal{Q}_{x, \lambda} / R T_{e}(f)$ is a finitely-generated $\mathcal{Q}_{\lambda}$-module. We show this in the following way: Since $f_{0}$ has finite $\mathbf{K}$-codimension, there exist germs $m_{1}, \ldots, m_{k}$ E $\mathbb{E}_{\text {r }}$ such that

$$
\frac{\varepsilon_{x}}{T_{e} K\left(f_{0}\right)}=\mathbb{R}\left\{m_{1}, \ldots m_{k}\right\}
$$

Using the following isomorphism

$$
\frac{E_{x}}{T_{e} K\left(f_{0}\right)}=\frac{\varepsilon_{x \lambda}}{R T_{e}(f)+\left\langle\lambda_{1}, \lambda_{2}\right\rangle E_{s, \lambda}}
$$

we obtain

$$
\frac{E_{x, \lambda}}{R T_{e}(\cap)+\left\langle\lambda_{1}, \lambda_{2}\right\rangle E_{x_{i} \lambda}} \leadsto \mathbb{R}\left\{m_{i}, \ldots, m_{k}\right\},
$$

or equivalently

$$
\begin{equation*}
\frac{E_{n, \lambda}}{R T_{e}(f)}=R\left\{m_{1}, \ldots, m_{k}\right\rangle+\left\langle\lambda_{1}, \lambda_{2}\right\rangle \varepsilon_{r, \lambda} \tag{4.2}
\end{equation*}
$$

Since $\varepsilon_{\lambda} \lambda /$ RT $_{e}(f)$ is a finitely-generated $\varepsilon_{x_{2}} \lambda$-module the following version of the Malgrange-Mather Preparation Theorem can be applied (See [10].p. 134):
4.3 Theorem. Let $M$ be a finitely-generated $\mathcal{E}_{n_{i} \lambda \text {-module, }} m_{1}, \ldots, m_{k} \in \mathcal{E}_{R_{1} \lambda} . N$ an $\mathcal{E}_{\bar{x}, \lambda-s u b m o d u l e}$ of $M$ and $\pi(\pi, \lambda):=\lambda$. Then the following condivions are equivalen:
A) $N+E_{\lambda}\left(m_{1}, \ldots, m_{k}\right)=M$
B) $\quad N+A\left(m_{1}, \ldots, m_{k}\right)+\left(\pi^{*} M_{\lambda}\right) M=M$

Here $\pi^{*} M_{\lambda}$ denotes the ideal generated by the components of $\pi$.

Putting $M=E_{\lambda \lambda}$ and $N=R_{e}(f)$ it follows that condition (4.2) is equivalent to

$$
\left.\frac{\bar{v}_{x \lambda}}{R T_{e}(f)}=E_{\lambda} i m_{1}, \ldots, m_{k}\right]
$$

i. e. $e_{x, \lambda} / R T_{e}(f)$ is a finitely-generated $E_{\lambda}$-module. a
4.4 Example. Consider $f=x^{4}+x \lambda_{1}+\lambda_{2}$. Then $f$ in 4 -determined. This can be shown by the method described here or similarly as in the proof of lemma 3.5 .3 in part two of this thesis.

## 5. Orbits of unipotent Subgroups of Equivalences

The following theorem of Bruce, du Plessis and Wall shows why it is useful to consider the unipotent subgroups of equivalences defined in section 2.
5.1 Theorem. Let $U$ be an unipotent affine algebraic group over A acting algebraically on a real affine algebraic variety $V$. Then the orbiss of $U$ are closed in the Zariski ropology of $V$, i. e. they are real algebraic subvarieties of $V$.

Proof: See [3]
5.2 Remark. If $G$ is an algebraic group acting algebraically on a smooth algebraic variety, then the orbits are smooth semi-algebraic sets. See [4] for a proof of this fact. Under the assumptions of the preceding theorem and if $\mathbf{V}$ is smooth — in paricular, if $V$ is a finite-dimensional vector space - the orbits are smooth real algebraic subvarieties of $V$.

For one-parameter bifurcations the orbits of the groups of unipotent equivalences are in fact affine linear subspaces in many cases. This is shown by Melboume in [11]. It will turn out that the situation is entirely different for two-parameter bifurcations.

## CHAPTER III

1. Higher - order terms

We give the definition of higher-order terms and some results due to Melboume (see [11]), who proved them for one-parameter bifurcations.
1.1 Definition. Let $f$ be a germ in $M_{x}$. Then

$$
\begin{aligned}
& M(f, U): \\
&=\left\{p \in M_{n, \lambda} / f+p \in U . f\right) \\
&=(u \cdot f-f \mid u \in U)
\end{aligned}
$$

Note that M(f, U) consists exactly of those germs that do not change the equivalence class of $f$ when added to it. Hence determining $M(f, U)$ solves the recognition problem. However, to do this in practice, we need a slightly different concept of higher-order terms. In order to define this we introduce some terminology first.
1.2 Deflnition. Let $G$ be a subgroup of $E$. A subspace $V$ of $M_{x \lambda}$ is called $G$-intrinsic, if it is invariant under the action of G, i. e. $G . V \subset V$. If a subset $M$ of $M_{x, \lambda}$ conrains a unique maximal G-intrinsic subspace, then this is called the $G$-intrinsic part of $M$ and is denoted by $I_{G} M$.
1.3 Deflnition. Let $U$ be a unipotent subgroup of $E$. We call

$$
P(, U)=\left(p \in M_{\mathrm{I}, \lambda} / g+p \in U . f \text { for all } g \in U . f\right)
$$

the module of U-higher-order terms.
1.4 Theorem. Let $f$ be a germ in $M_{x \lambda}$ of finite codimension and $U$ a unipotent subgroup of $E$. Then
A) $P(f, U)=/ \operatorname{tr} r_{U} M(f, U)$,
B) $P(f, U)=\operatorname{lor} U T(U)$

Proof: See [11]. The facts that $U$ is unipotent and its action on $M_{x, \lambda}$ is linear are crucial. The proof works for the two-parameter case as well.

Part B) of the preceding theorem is useful for calculations. The first step to determine $\mathbf{P}(f, U)$ is to calculate $\mathbf{T}(f, U)$, the second is to find its $\mathbf{U}$-intrinsic part. To do this we use the following criterion:
1.5 Propositlon. Lef $M \subset M_{\lambda}$ a be a subspace of finite codimension. Then $M$ is $U$-intrinsic if and only if $L U . M \subset M$.

Proof: See [11].
1.6 Remark. To find intrinsic pars of subspaces it is useful to note that spaces of the form

$$
M^{k}\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{t}
$$

where $k, \ell \in \mathbb{N}_{0}$ are obviously $E$-intrinsic and hence $G$-intrinsic for any subgroup $G$ of E.
1.7 Example. Let $\mathrm{f}=\mathrm{A} \mathrm{x}^{3}+\mathrm{B} \times \lambda_{1}^{2}+\mathrm{C} \lambda_{2}$, where $\mathrm{A}, \mathrm{B}, \mathrm{C} \not 0$. Then

$$
T(f, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+\mathbb{R}\left\{x^{2} \lambda_{1}, x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{2}^{2} \times \lambda_{2}, \lambda_{1}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\}
$$

By remark 1.6

$$
M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}
$$

is U-intrinsic and hence

$$
M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3} \subset P(f, U)
$$

holds. By applying the criterion in proposition 1.5 it follows that

$$
P(f, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+R\left\{x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, \pi \lambda_{2}^{2} \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\}
$$

For later use we define another concept related to intrinsic subspaces.
1.8 Definition. Let $V$ be a vector subspace of $M_{x_{\lambda} \lambda}$ and $G$ a subgroup of $E$. Then

$$
v^{G}=\sum_{v \in V} G . v .
$$

1.9 Proposition. $W$ is the smallest $G$-intrinsic subspace containing $V$, i. e. it satisfies the following two condirions:
A) $V \subset V^{G}$ and $V^{G}$ is $G$-intrinsic.
B) If $W \subset M_{R \lambda}$ is a G-intrinsic subspace containing $V$, then $V G \subset W$

The proof is straightforward.

## 2. Determining the U-orbits

Once $\mathrm{P}(\mathrm{f}, \mathrm{U})$ is known, it is possible to determine the U -orbit of f , more precisely we determine

$$
\frac{\mathbf{U . f}}{\mathbf{P}(\mathbf{f} . \bar{U})}
$$

This is done by explicitly performing the coordinate changes giving U-equivalent germs to $f$.
2.1 Example. Let $f=A x^{3}+B \times \lambda_{1}^{2}+C \lambda_{2}$, where $A, B, C \neq 0 . P(f, U)$ was
determined in the preceding section, example 1.7. Working modulo $P(f, U)$ we obtain the U -orbit of f by first truncating equivalences ( $\mathrm{S}, \mathrm{X}, \mathrm{A}_{1}, \mathrm{~A}_{\mathbf{2}}$ ) in the following way:

$$
\begin{aligned}
X\left(x, \lambda_{1}, \lambda_{2}\right)= & x+p \lambda_{1}+q \lambda_{2} \\
\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{1}+r \lambda_{2} \\
\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)= & \lambda_{2}+s \lambda_{1}^{2}+i \lambda_{1} \lambda_{2}+u \lambda_{2}^{2} ; \\
& \begin{array}{ll}
S\left(x, \lambda_{1}, \lambda_{2}\right)=1+\mathrm{ax} .
\end{array}
\end{aligned}
$$

Now define

$$
h\left(x, \lambda_{1}, \lambda_{2}\right):=S\left(x, \lambda_{1}, \lambda_{2}\right) f\left(X\left(x, \lambda_{1}, \lambda_{2}\right), \Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right), \Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)\right)
$$

Then

$$
\begin{gathered}
(1+a x)\left(A\left(x+p \lambda_{1}+q \lambda_{2}\right)^{3}+B\left(x+p \lambda_{1}+q \lambda_{2}\right)\left(\lambda_{1}+r \lambda_{2}\right)^{2}+\right. \\
\left.C\left(\lambda_{2}+s \lambda_{1}^{2}+t \lambda_{1} \lambda_{2}+u \lambda_{2}^{2}\right)\right)
\end{gathered}
$$

Modulo $\mathbf{P}(\mathrm{f}, \mathrm{U})$ this reduces to

$$
(1+a x)\left(A\left(x+p \lambda_{1}+q \lambda_{2}\right)^{3}+B x \lambda_{1}^{2}+C\left(\lambda_{2}+s \lambda_{1}^{2}\right)\right)
$$

Expanding this yields

$$
C s \lambda_{1}^{2}+3 A p x^{2} \lambda_{1}+A x^{3}+C \lambda_{2}+C a x \lambda_{2}+\left(B+C a s+3 A p^{2}\right) \times \lambda_{1}^{2}
$$

+ terms in $P(f, U)$

Using this result, we obtain a parametrisation of $\mathrm{U} . \mathrm{f} / \mathrm{P}(\mathrm{f}, \mathrm{U})$. The coordinates in this space are the Taylor coefficients of $h$. The parametrisation is

$$
\begin{aligned}
& h=0 \\
& h_{x}=0 \\
& h_{x x}=0 \\
& h_{x_{1}}=0 \\
& h_{x \lambda_{1}}=0 \\
& h_{\lambda_{1} \lambda_{1}}=2 \mathrm{Cs} \\
& h_{x \times \lambda_{1}}=6 \mathrm{Ap} \\
& h_{x \times x}=6 \mathrm{~A} \\
& h_{\lambda_{2}}=C
\end{aligned}
$$

$$
\begin{gathered}
h_{\mathrm{x} \lambda_{2}}=\mathrm{Ca} \\
\mathrm{~h}_{\mathrm{x} \lambda_{1} \lambda_{1}}=2 \mathrm{~B}+2 \mathrm{Cas}+6 \mathrm{Ap}^{2} .
\end{gathered}
$$

According to theorem 1I. 5. $1 \mathrm{U} . \mathrm{f} / \mathrm{P}(\mathrm{f}, \mathrm{U})$ is an algebraic variety. Eliminating the parameters $p$. $s$ and a yields the equations defining it:

$$
\begin{aligned}
& h=0 \\
& h_{x}=0 \\
& h_{x x}=0 \\
& h_{\lambda_{1}}=0 \\
& h_{\lambda_{1}}=0 \\
& h_{\lambda_{2}}=C \\
& h_{x \times x}=6 A \\
& 6 A C h_{2 \lambda_{1} \lambda_{1}}-6 A h_{\lambda_{1} \lambda_{1}} h_{\lambda_{2}}-C h_{x \times \lambda_{1}}^{2}=12 A B C
\end{aligned}
$$

These are the U-recognition conditions for the germ f, i. e. each germ h whese Taylor coefficients satisfy these equations is U-equivalent to $f$. We rewrite the equations in the following way:

$$
\begin{aligned}
h & =0 \\
h_{x} & =0 \\
h_{\mathrm{xx}} & =0 \\
h_{\lambda_{1}} & =0 \\
h_{\lambda_{1}} & =0 \\
h_{\lambda_{2}} & =C \\
h_{\mathrm{xxx}} & =6 \mathrm{~A}
\end{aligned}
$$

$$
\left.\begin{array}{lll}
h_{x x x} & h_{x x \lambda_{1}} & 0 \\
h_{x \times \lambda_{1}} & h_{x \lambda_{1} \lambda_{1}} & h_{x \lambda_{2}} \\
0 & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{2}}
\end{array} \right\rvert\,=12 A B C .
$$

## 3. Solving the $B$-recognition problem

In this section we show how to obtain the B-recognition conditions of a germ, when the U -recognition conditions are already known. The following example illustrates the procedure.
3.1 Example. Let $f=\varepsilon x^{3}+\delta x \lambda_{1}^{2}+\lambda_{2}$, where $\varepsilon, \delta \in\{-1,+1)$. Since

$$
\mathrm{B}=\mathrm{T} \mathbf{U}=\mathrm{UT}
$$

$h \in B . f$ holds if and only if $h \in U . k$ for some $k \in T . f$. The $T$-orbit of $f$ is

$$
T . f=\left\{\varepsilon \mu v^{3} x^{3}+\delta \mu v m^{2} \times \lambda_{1}^{2}+\mu n \lambda_{2} \mid \mu, v>0 ; m, n \neq 0\right\}
$$

This expression shows that $k \in T$. $f$ holds, if and only if $k$ is of the form

$$
A x^{3}+B \times \lambda_{1}^{2}+C \lambda_{2}
$$

where $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ satisfy the following conditions:

$$
\begin{gather*}
\operatorname{sg} A=E \\
\operatorname{sg} B=\delta  \tag{3.1}\\
C \neq 0 .
\end{gather*}
$$

The conditions for $h \in \mathbf{U}, \mathbf{k}$ were derived in example 2.1 in the previous section. Combining these with (3.1), it follows that the B-recognition conditions for f are

$$
\begin{aligned}
& 36 \\
& h=0 \\
& h_{x}=0 \\
& h_{x X}=0 \\
& \text { sg } h_{\text {xxx }}=\varepsilon \\
& h_{\lambda_{1}}=0 \\
& h_{\lambda_{2}} \neq 0 \\
& h_{X_{1}}=0 \\
& h_{x \times x} h_{x \times \lambda_{1}} 0 \\
& h_{x \pi \lambda_{1}} h_{x \lambda_{1} \lambda_{1}} h_{x \lambda_{2}} \neq 0 \\
& 0 \quad h_{\lambda_{1} \lambda_{1}} \quad h_{\lambda_{2}}
\end{aligned}
$$

We now give a list of certain germs and the corresponding B-recognition conditions. The germs have been chosen according to the following consideration: A K-versal unfolding of the germ $x^{m}(m \geq 2)$ is given by

$$
x^{m}+\alpha_{1} x^{m-2}+\ldots+\alpha_{m-2} x+\alpha_{m-1}
$$

where $\alpha_{1}, \ldots, \alpha_{m-1} \in R$ (See [1], [4]. [5] and [10].). Hence every two-parameter germ $f\left(x_{1} \lambda_{2}, \lambda_{1}\right)$ is $E$-equivalent to some germ of the form

$$
x^{m}+\varphi_{1}\left(\lambda_{1}, \lambda_{2}\right) x^{m-2}+\ldots+\varphi_{m-2}\left(\lambda_{1}, \lambda_{2}\right) x+\varphi_{m-1}\left(\lambda_{1}, \lambda_{2}\right)
$$

where $\varphi_{1}, \ldots, \varphi_{m-1} \in \mathcal{E}_{\lambda}$. To obtain germs of low codimension we consider $m=2,3,4$ and choose the germs $\varphi_{i}$ to be linear or quadratic in $\lambda_{1}$ and $\lambda_{2}$.

$$
e x^{2}+\lambda_{1}
$$

where $\varepsilon \in\{-1,+1\}$.

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
s g h_{x x}=\varepsilon \\
h_{\lambda_{1}} \neq 0
\end{gathered}
$$

Table 3.1

$$
e x^{2}+\lambda_{2}
$$

where $\varepsilon \in(-1,+1)$

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
s g h_{x x}=e \\
h_{\lambda_{1}}=0 \\
h_{\lambda_{2}} \neq 0
\end{gathered}
$$

Table 3.2

$$
\begin{gathered}
\varepsilon x^{3}+x \lambda_{1}+\lambda_{2} \\
\text { where } \varepsilon \in\{-1,+1\} \\
h=0 \\
h_{x}=0 \\
h_{x x}=0 \\
s g h_{x x y}=E \\
h_{\lambda_{1}}=0 \\
\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{2}} \\
h_{x \lambda_{1}} & h_{x \lambda_{2}}
\end{array}\right| \notin 0
\end{gathered}
$$

Table 3.3
$\varepsilon \mathrm{x}^{3}+\mathrm{x} \lambda_{2}+\lambda_{1}$
where $\varepsilon \in(-1,+1)$
$h=0$
$\mathrm{h}_{\mathrm{x}}=0$
$h_{x X}=0$
sg $\mathrm{h}_{\mathrm{xxx}}=\varepsilon$
$h_{\lambda_{1}} \neq 0$
$\left|\begin{array}{ll}h_{\lambda_{1}} & h_{\lambda_{2}} \\ h_{\lambda \lambda_{1}} & h_{k \lambda_{2}}\end{array}\right| \nless 0$

Table 3.4

$$
\varepsilon x^{2}+\delta\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)
$$

where e, $\delta \in(-1,+1)$

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
h_{\lambda_{1}}=0 \\
h_{\lambda_{2}}=0 \\
s g h_{x x}=\varepsilon \\
\operatorname{sg} D_{1}=\varepsilon \delta \\
\operatorname{sgh}=\varepsilon .
\end{gathered}
$$

where

$$
D_{1}=\left|\begin{array}{ll}
h_{x x} & h_{x \lambda_{1}} \\
h_{x \lambda_{1}} & h_{A_{1} \lambda_{1}}
\end{array}\right|
$$

and

$$
H=\left|\begin{array}{lll}
h_{\lambda x} & h_{x \lambda_{1}} & h_{\lambda \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{\lambda \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{\lambda} \lambda_{2}}
\end{array}\right| .
$$

Table 3.5

$$
\varepsilon \mathrm{x}^{2}+\delta\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)
$$

where $\varepsilon, \delta \in\{-1,+1\}$

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
\mathrm{H}_{h_{1}}=0 \\
h_{\lambda_{2}}=0 \\
\operatorname{sg} h_{x_{x}}=\varepsilon \\
\operatorname{sg} D_{1}=\varepsilon \delta \\
\operatorname{sg} H=-\varepsilon,
\end{gathered}
$$

where

$$
L_{1}=\left|\begin{array}{ll}
h_{\mathrm{II}} & h_{\mathrm{I} \lambda_{1}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}}
\end{array}\right|
$$

and

$$
H=\left|\begin{array}{lll}
h_{x x} & h_{\lambda_{\lambda_{1}}} & h_{x \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{\Sigma \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2} \lambda_{2}}
\end{array}\right|
$$

$$
\varepsilon \mathrm{x}^{3}+\delta \mathrm{x} \lambda_{1}^{2}+\lambda_{2}
$$

where $e, \delta \in(-1,+1)$

$$
\begin{gathered}
h^{\prime}=0 \\
h_{x}=0 \\
h_{x x}=0 \\
s g h_{x x x}=\varepsilon \\
h_{\lambda_{1}}=0 \\
h_{\lambda_{2}} \neq 0 \\
h_{x \lambda_{1}}=0 \\
\left|\begin{array}{lll}
h_{x \times x} & h_{x \times \lambda_{1}} & 0 \\
h_{x \times \lambda_{1}} & h_{x \lambda_{1} \lambda_{1}} & h_{x \lambda_{2}} \\
0 & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{2}}
\end{array}\right| \nless 0
\end{gathered}
$$

Table 3.7
$e x^{4}+x \lambda_{1}+\lambda_{2}$
where $\varepsilon \in(-1,+1)$

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
h_{x x}=0 \\
h_{x x x}=0 \\
5 g h_{x x x x}=\varepsilon \\
h_{\lambda_{1}}=0 \\
\Delta \neq 0
\end{gathered}
$$

where

$$
\Delta=\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{2}} \\
h_{x \lambda_{1}} & h_{x \lambda_{2}}
\end{array}\right|
$$

Table 3.8

## 4. Solving the E-recognition problem

Once the B-recognition problem has been solved, there is one additional step to solve the E-recognition problem. This procedure is based on proposition II. 2. 2 and is therefore a consequence of the Bruhat decomposition for $\mathrm{GL}(2, \mathbb{A})$. Since this decomposition is valid for GL( $\mathrm{n}, \boldsymbol{R}$ ), the method described below can be applied to bifurcations having more than two parameters.
4.1 Proposition. Let $f$ and $h$ be germs in $\mathcal{M}_{x}$. Then the following statements are equivalent:
A) $h \in E \cdot f$
B) Either $h \in B . f$ or there exists $\boldsymbol{c} \boldsymbol{\in} \boldsymbol{R}$ such that $h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right) \in B . f$

Proof: We use the decomposition of E given in proposition II. 2. 2.
$\mathrm{A}) \Rightarrow \mathrm{B}$ ): Let $\mathrm{h}=\mathrm{e} . \mathrm{f}$, where $\mathrm{e} \in \mathrm{E}$. According to remark II. 2.4 and proposition II. 2. 2 either $e \in B$ or $e=n w b$, where $n \in N, w \in W$ and $b \in B$. In the lanter case it follows that

$$
\left(w^{-4} n^{-1}\right) \cdot h=b \cdot f
$$

By the definition of the groups $N$ and $W$ there exists a $\sigma \in \mathbb{R}$ such that

$$
\left(\left(w^{-1} n^{-1}\right) \cdot h\right)\left(x, \lambda_{1}, \lambda_{2}\right)=h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right)
$$

holds. Hence $h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right) \in B . f$.

The implication $B$ ) $\rightarrow$ A) is proved similarly. $\square$

In order to apply part B) of the proposition it is necessary 10 know how the Taylor coefficients of $h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right)$ relate to those of $h$. This relationship is as follows:
4.2 Proposition. Let $h$ be $a$ germ in $E_{x, \lambda}$ and

$$
h^{*}\left(x, \lambda_{1}, \lambda_{2}\right):=h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right)
$$

for some $\sigma \in R$. Then

$$
h_{x^{*} \lambda_{1}^{\beta} \lambda_{2}^{\gamma}}=\sum_{k=0}^{\beta}\binom{\beta}{k} \sigma^{k} h_{x_{1} \lambda_{1}^{\gamma+k_{2}} \lambda_{2}^{\beta-k}}
$$

Proof: Fix $\left(\alpha^{\prime}, \beta^{\prime}, \gamma^{\prime}\right) \in \mathbb{N}_{0}{ }^{3}$, choose an integer $m$ such that $m \geq \alpha^{\prime}+\beta^{\prime}+\gamma^{\prime}$ and consider the m-jet of $h$ :

$$
j^{m} h\left(x, \lambda_{1}, \lambda_{2}\right)=\sum_{\substack{(\alpha, \beta, \gamma) \in N_{0}^{3} \\ \alpha+\beta+\gamma \leq m}} \frac{1}{\alpha!\beta!\gamma!} h_{x} \alpha_{2} \lambda_{1}^{\beta} \lambda_{2}^{\gamma} x^{\alpha} \lambda_{1}^{\beta} \lambda_{2}^{\gamma}
$$

This implies

$$
j^{m} h^{*}\left(x, \lambda_{1}, \lambda_{2}\right)=\sum_{\substack{(\alpha, \beta, \gamma) \in \mathbb{N}_{0}^{3} \\ \alpha+\beta+\gamma \leq m}} \frac{1}{\alpha!\beta!\gamma!} h_{x} \alpha_{2} \lambda_{1} \lambda_{2}^{\gamma} \sum_{k=0}^{\beta}\binom{\beta}{k} \sigma^{k} x^{\alpha^{\alpha} \lambda_{1}^{\gamma+k} \lambda_{2}^{\beta-k}}
$$

The coefficient of $x^{\alpha^{\prime}} \lambda_{1}^{\beta^{\prime}} \lambda_{2}^{\gamma_{2}^{\prime}}$ in this expression is

$$
\sum_{k=0}^{\beta} \frac{1}{\alpha^{\prime}!\left(\beta^{\prime}-k\right)!k!\gamma^{\prime}} \alpha^{k}{ }_{x} x^{\prime} \lambda_{1}^{\gamma+j} \lambda_{2}^{z-k}
$$

To obtain ${ }_{x}^{*} \alpha_{\lambda_{1}^{\prime}} \beta_{1}^{\prime} \lambda_{2}^{\gamma}$ we multiply by $\alpha^{\prime}!\beta^{\prime \prime}!\gamma^{\prime}!$ :

$$
{ }_{\mathrm{h}^{*} \alpha^{*}}^{\lambda_{1}^{\prime} \lambda_{2}^{\gamma} \gamma_{2}}=\sum_{\mathrm{k}=0}^{\beta^{\prime}}\binom{\beta^{\prime}}{k} \sigma^{k^{\mathrm{h}}{ }_{\alpha^{\prime}} \lambda_{1}^{\gamma+k} \lambda_{2}^{\beta^{\prime}-k}, \square}
$$

We now solve the E-recognition problem for three particular germs. These results are stated in theorems $4.3,4.4$ and 4.6 .
4.3 Theorem Lef $f=\varepsilon x^{2}+\delta\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)$, where $\varepsilon, \delta \in(-1,+I)$ and let h be a germ in $M_{x \lambda}$. Then $h$ is E-equivalent to $f$ if and only if $h$ sasisfies the following condisions:

$$
\begin{align*}
h & =0  \tag{4.1}\\
h_{x} & =0  \tag{4.2}\\
s g h_{x} & =\varepsilon  \tag{43}\\
h_{\lambda_{1}} & =0  \tag{4.4}\\
h_{\lambda_{2}} & =0  \tag{4.5}\\
s g D_{1} & =\varepsilon \delta  \tag{4.6}\\
s g H & =\varepsilon .
\end{align*}
$$

where

$$
D_{1}=\left|\begin{array}{ll}
h_{x x} & h_{k \lambda_{1}} \\
h_{\Delta \lambda_{1}} & h_{\lambda_{1} \lambda_{y}}
\end{array}\right|
$$

and

$$
H=\left|\begin{array}{lll}
h_{x x} & h_{x \lambda_{1}} & h_{x \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{x \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2 \lambda_{2}}}
\end{array}\right|
$$

Proofs both of this and the next theorem will be given following remark 4.5 .
4.4 Theorem. Let $f=\varepsilon x^{2}+\lambda_{t}^{2}-\lambda_{2}^{2}$, where $\varepsilon \in(-1,+1)$ and let $h$ be a gemm in $M_{x, x}$. Then $h$ is E-equivalens to $f$ if and only if $h$ satisfies the following conditions:

$$
\begin{align*}
h & =0  \tag{4.8}\\
h_{x} & =0 \\
s g h_{2 x} & =\varepsilon \\
h_{\lambda_{1}} & =0  \tag{4.10}\\
h_{\lambda_{2}} & =0 \\
s g H & =-\varepsilon .
\end{align*}
$$

where

$$
H=\left|\begin{array}{lll}
h_{x x} & h_{x \lambda_{1}} & h_{x \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{x \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2} \lambda_{2}}
\end{array}\right|
$$

4.5 Remark. The determinant $H$ appearing in theorems 4.3 and 4.4 is the determinant of the Hessian of the function $h$. The results show that no third-order-terms appear in the recognition conditions. That is, f is 2 -determined. Therefore the classification corresponds here to the classification of quadratic forms allowing linear coordinate changes which preserve the sign of $h_{x x}$. For example, taking $\varepsilon=\delta=1$ in theorem 4.3 the recognition conditions

$$
\begin{aligned}
& \mathbf{h}_{\mathrm{XI}}>0 \\
& \mathrm{D}_{1}>0 \\
& \mathrm{H}>0
\end{aligned}
$$

are exactly the conditions for the quadratic form defined by the symmetric marrix

$$
\left(\left.\begin{array}{lll}
h_{x x} & h_{x \lambda_{1}} & h_{x \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{x \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2} \lambda_{2}}
\end{array} \right\rvert\,\right.
$$

to be positive definite.

Proof of theorem 4.3: We apply proposition 4.1. Conditions (4.1) - (4.7) are identical with the conditions that $\mathrm{h} \in \mathrm{B} . \mathrm{f}$ (Compare table 3.5.). Hence the aim is to show that (4.1) - (4.7) are invariant under the transformation of Taylor coefficients given in proposition 4.2. For $\sigma \in \mathbb{A}$ let $h^{*}\left(x, \lambda_{1}, \lambda_{2}\right):=h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right)$. The relevant Taylor coefficients of $h^{*}$ are given by

$$
\begin{aligned}
& h^{*}=h \\
& h_{x}^{*}=h_{x} \\
& h_{x x}=h_{x x} \\
& h_{\lambda_{1}}=h_{\lambda_{2}}+\sigma h_{\lambda_{1}} \\
& h_{\lambda_{2}}=h_{\lambda_{1}} \\
& h_{x \lambda_{1}}=h_{\lambda_{2}}+\sigma h_{\lambda_{\lambda_{1}}} \\
& h_{\Delta \lambda_{2}}=h_{k \lambda_{1}} \\
& h_{\lambda_{1} \lambda_{1}}=h_{\lambda_{2} \lambda_{2}}+2 \sigma h_{\lambda_{1} \lambda_{2}}+\sigma^{2} h_{\lambda_{1} \lambda_{1}} \\
& \stackrel{h_{\lambda_{1} \lambda_{2}}}{*}=h_{\lambda_{1} \lambda_{2}}+\sigma h_{\lambda_{1} \lambda_{1}} \\
& h_{\lambda_{2} \lambda_{2}}^{*}=h_{\lambda_{1} \lambda_{1}}
\end{aligned}
$$

Applying the B -recognition conditions to $\mathrm{h}^{*}$ and substituting these expressions yields the following: (4.1). (4.2) and (4.3) are obviously preserved. (4.4) and (4.5) are transformed into

$$
\begin{aligned}
h_{\lambda_{2}}+\sigma h_{\lambda_{1}} & =0 \\
h_{\lambda_{1}} & =0 .
\end{aligned}
$$

and these equations are equivalent to

$$
\begin{aligned}
& h_{\lambda_{1}}=0 \\
& h_{\lambda_{2}}=0
\end{aligned}
$$

Hence (4.4) and (4.5) are preserved.

Now consider conditions (4.6) and (4.7). Let $\Psi:=h_{k x} H$. By (4.3) condition (4.7) is equivalent to

$$
\begin{equation*}
\Psi>0 . \tag{4.14}
\end{equation*}
$$

The following identity holds:

$$
\Psi=\left|\begin{array}{ll}
D_{1} & D^{*}  \tag{4.15}\\
D^{*} & D_{2}
\end{array}\right|
$$

where

$$
D^{*}=\left|\begin{array}{ll}
h_{x x} & h_{x \lambda_{1}} \\
h_{x \lambda_{2}} & h_{\lambda_{1} \lambda_{2}}
\end{array}\right|
$$

and

$$
D_{2}=\left|\begin{array}{ll}
h_{x x} & h_{x \lambda_{2}} \\
h_{x \lambda_{2}} & h_{\lambda_{2} \lambda_{2}}
\end{array}\right|
$$

Now we determine the transforms of the three determinants $D_{1}, D^{*}$ and $D_{2}$. After some calculations it turns out that $D_{1}$ transforms into $D_{2}+2 \sigma D^{*} * \sigma^{2} D_{1}, D^{*}$ into $D^{*}+\sigma D_{1}$ and $D_{2}$ into $D_{1}$. Now consider conditions (4.6) and (4.14). (4.14) implies

$$
\operatorname{sg} D_{1}=s g D_{2}
$$

$$
D_{1} D_{2}>\left(D^{0}\right)^{2} \geq 0
$$

Hence (4.6) is equivalent to $s g D_{2}=\varepsilon \delta$. This transforms into $s g D_{1}=\varepsilon \delta$. Hence condition (4.6) is preserved. The transform of the determinant in (4.15) is

$$
\begin{aligned}
& \left|\begin{array}{cc}
D_{2}+2 \sigma D^{*}+\sigma^{2} D_{1} & D^{*}+\sigma D_{1} \\
D^{*}+\sigma D_{1} & D_{1}
\end{array}\right| \\
& =D_{1} D_{2}+2 \sigma D_{1} D^{*}+\sigma^{2} D_{1}^{2}-\left(D^{*}\right)^{2}-2 \sigma D_{1} D^{*} \cdot \sigma^{2} D_{1}^{2} \\
& =\left|\begin{array}{cc}
D_{1} & D^{*} \\
D^{*} & D_{2}
\end{array}\right|
\end{aligned}
$$

Hence $\Psi$ is invariant under the transformation and condition (4.14) is preserved as well. Since $h_{\mathbf{x x}}$ is invariant under the transformation, it follows that $H$ is invariant. This proves the result.

Proof of theorem 4.4: According to table (3.6) the B-recognition canditions for $f$ are (4.8) - (4.13) plus

$$
\begin{equation*}
\operatorname{sg} D_{1}=\varepsilon \tag{4.16}
\end{equation*}
$$

The invariance of (4.13) under the transformation of the Taylor coefficients follows in the same way as in the preceding proof. Using the same definition for $\Psi$ as above (4.13) is equivalent to

$$
\begin{equation*}
\Psi<0 . \tag{4.17}
\end{equation*}
$$

Now consider condition (4.16), which transforms into

$$
\begin{equation*}
s g\left(D_{2}+2 \sigma D^{*}+\sigma^{2} D_{1}\right)=\varepsilon \tag{4.18}
\end{equation*}
$$

Suppose that $D_{1} \neq 0$. Then the quadratic polynomial in (4.18) has $-4 \Psi$ as its discriminant. By (4.17) this discriminant is positive. Hence the polynomial assumes negative and positive values, since it has two distinct real roots. Suppose now that $D_{1}=0$. By (4.17) $D^{*}$ does not vanish and hence the expression in (4.18) assumes positive and negative values.

We have shown that in both cases there exist values of $\sigma$ such that (4.18) holds without further restrictions on $D_{1}, D^{*}$ and $D_{2}$. By proposition 4.1 the result follows. $\square$
4.6 Theorem, Let $f=\varepsilon x^{3}+\delta x \lambda_{1}{ }^{2}+\lambda_{2}$, where $\varepsilon, \delta \in\left(-I_{1}+1\right)$ and lei $h$ be $a$ germ in $M_{x l}$. Then $h$ is E-equivalent to $f$ if and only if $h$ satisfies she following conditions:

$$
\begin{align*}
h & =0  \tag{4.19}\\
h_{\mathrm{x}} & =0  \tag{4.20}\\
h_{\mathrm{xx}} & =0  \tag{4.21}\\
5 g h_{\mathrm{xx}} & =\mathrm{E}  \tag{4.22}\\
\Delta & =0  \tag{4.23}\\
\Gamma & \neq 0
\end{align*}
$$

where

$$
\Delta=\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{2}} \\
h_{x \lambda_{1}} & h_{x \lambda_{2}}
\end{array}\right|
$$

$$
r=\left|\begin{array}{cc}
K_{1} & 2 K^{\prime \prime}-K_{2} \\
h_{\lambda_{1}} & h_{\lambda_{2}}
\end{array}\right|
$$

and where

$$
\begin{aligned}
& K_{1}=\left|\begin{array}{ccc}
h_{x \times x} & h_{\pi x \lambda_{1}} & 0 \\
h_{x \times \lambda_{1}} & h_{x \lambda_{1} \lambda_{1}} & h_{x \lambda_{2}} \\
0 & h_{\lambda_{r} \lambda_{1}} & h_{\lambda_{2}}
\end{array}\right|, \\
& K^{*}=\left|\begin{array}{ccc}
h_{x \times x} & h_{x \times \lambda_{2}} & 0 \\
h_{x \times \lambda_{1}} & h_{x \lambda_{1} \lambda_{2}} & h_{\pi \lambda_{2}} \\
0 & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2}}
\end{array}\right|
\end{aligned}
$$

and

$$
K_{2}=\left|\begin{array}{ccc}
h_{\Sigma \pi x} & h_{\pi \Sigma \lambda_{2}} & 0 \\
h_{\Sigma x \lambda_{2}} & h_{\pi \lambda_{2} \lambda_{2}} & h_{\lambda \lambda_{1}} \\
0 & h_{\lambda_{2} \lambda_{2}} & h_{\lambda_{1}}
\end{array}\right|
$$

Proof: The proof is divided into two steps.

Step 1: We show that the B-recognition conditions for $\mathbf{f}$ given in table 3.7 are equivalent to (4.19) - (4.24) plus the condition $h_{\lambda_{1}}=0$. It is sufficient to show that

$$
h_{\lambda_{1}}=0
$$

$$
\begin{aligned}
& h_{\lambda_{2}} \neq 0 \\
& h_{x_{\lambda}}=0 \\
& K_{1} \neq 0
\end{aligned}
$$

are equivalent to

$$
\begin{gather*}
h_{\lambda_{1}}=0  \tag{4.25}\\
\Delta=0 \\
\Gamma \neq 0
\end{gather*}
$$

Assume the conditions stated first hold. Since $h_{\lambda_{1}}=0 . \Gamma=h_{\lambda_{2}} K_{1}$. Since $h_{\lambda_{2}} \neq 0$. it follows that $\Gamma \neq 0 . h_{\lambda_{1}}=h_{\lambda_{1}}=0$ implies $\Delta=0$.
To show the converse, note that again $\Gamma=h_{\lambda_{2}} K_{1}$. Hence $h_{\lambda_{2}} \neq 0$ and $K_{1} \neq 0$. Since $0=\Delta=-h_{\lambda_{2}} h_{\lambda_{\lambda_{1}}}$, it follows that $h_{\lambda_{1}}=0$.

Step 2: We apply conditions (4.19) - (4.24) and (4.25) to the function

$$
h^{\prime \prime}\left(x, \lambda_{1}, \lambda_{2}\right):=h\left(x, \sigma \lambda_{1}+\lambda_{2}, \lambda_{1}\right)
$$

We express the Taylor coefficients of $h^{*}$ according to proposition 4.2. Apart from the formulae stated in the proof of theorem 4.3 we need

$$
\begin{aligned}
& h_{x \times \lambda_{1}}^{*}=h_{x \times \lambda_{2}}+\sigma h_{x x \lambda_{1}} \\
& h_{x \times \lambda_{2}}^{*}=h_{x x \lambda_{1}} \\
& h_{x \lambda_{1} \lambda_{1}}^{*}=h_{x \lambda_{2} \lambda_{2}}+2 \sigma h_{\pi \lambda_{1} \lambda_{2}}+\sigma^{2} h_{x \lambda_{1} \lambda_{1}} \\
& h_{x \lambda_{1} \lambda_{2}}^{*}=h_{\pi \lambda_{1} \lambda_{2}}+\sigma h_{x \lambda_{1} \lambda_{1}} \\
& h_{x \lambda_{2} \lambda_{2}}^{*}=h_{x \lambda_{1} \lambda_{1}} .
\end{aligned}
$$

Condition (4.25) transforms into

$$
\begin{equation*}
h_{\lambda_{2}}+\sigma h_{\lambda_{1}}=0 \tag{4.26}
\end{equation*}
$$

The transform of $\Delta$ is

$$
\begin{aligned}
& \quad\left|\begin{array}{cc}
h_{\lambda_{2}}+\sigma h_{\lambda_{1}} & h_{\lambda_{1}} \\
h_{\Sigma \lambda_{2}}+\sigma h_{x \lambda_{1}} & h_{x \lambda_{1}}
\end{array}\right| \\
& =\left|\begin{array}{ll}
h_{\lambda_{2}} & h_{\lambda_{1}} \\
h_{x \lambda_{2}} & h_{1 \lambda_{1}}
\end{array}\right|+\sigma\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{1}} \\
h_{\Sigma \lambda_{1}} & h_{\lambda_{\lambda_{1}}}
\end{array}\right| \\
& =-\Delta .
\end{aligned}
$$

Hence (4.23) is preserved. Now consider the mansform of $\Gamma$. After some calculation it turns out that $\mathrm{K}_{1}$ ransforms into $\mathrm{K}_{2}-\mathbf{2} \mathrm{K}^{\bullet}-\sigma \mathrm{K}_{1}$. Let Q dencte the transform of $\mathbf{2 K} \mathbf{K}^{*}-\mathrm{K}_{\mathbf{2}}$. Then $\Gamma$ transforms into

$$
\left.\begin{array}{cc}
K_{2}-2 K^{*}-\sigma K_{1} & Q \\
h_{\lambda_{2}}+\sigma h_{\lambda_{1}} & h_{\lambda_{1}}
\end{array} \right\rvert\,
$$

Condition (4.26) implies that this is equal to

$$
\begin{aligned}
& h_{\lambda_{1}}\left(K_{2}-2 K^{*}-\sigma K_{1}\right) \\
= & h_{\lambda_{1}}\left(K_{2}-2 K^{*}\right)-\sigma h_{\lambda_{1}} K_{1}
\end{aligned}
$$

By (4.26) this is equal to

$$
h_{\lambda_{1}}\left(K_{2}-2 K^{*}\right)+h_{\lambda_{2}} K_{1}
$$

$$
\begin{gathered}
\text { \$6 } \\
=\left|\begin{array}{cc}
K_{1} & 2 K *-K_{2} \\
h_{\lambda_{1}} & h_{\lambda_{2}}
\end{array}\right| \\
=\Gamma .
\end{gathered}
$$

This calculation shows that $\Gamma$ is invariant under the transformation and hence condition (4.24) is preserved. By (4.24) $h_{\lambda_{1}}$ and $h_{\lambda_{2}}$ cannot both vanish. Therefore there exisis a $\sigma \in R$ satisfying (4.26) if and only if $h_{\lambda_{1}} \neq 0$. It is trivial to show that (4.19) - (4.22) are preserved.

We have shown that $h^{*} \in B . f$ holds if and only if (4.19) - (4.22) hold and

$$
\begin{gathered}
h_{\lambda_{1}} \neq 0 \\
\Delta=0 \\
\Gamma \neq 0
\end{gathered}
$$

By proposition 4.1 the result in the theorem follows. $\square$

## 5. Data for E-equivalence

We now give lists of the E-recognition conditions for a collection of normal forms. These germs correspond to those in section 3, except that some of them are Eequivalent to each other like

$$
x^{2}+\lambda_{1} \text { and } x^{2}+\lambda_{2}
$$

The reasons for choosing the germs are discussed in section 3.

Proofs for the recognition conditions in tables 5.3, 5.4 and 5.5 are given in section 4. The proofs for the other results are considerably easier. In fact, the relevant steps appear in the proofs in section 4 as well - as the rather trivial parts. For this reason these proofs are omitted here.

As additional information we include the codimension and - provided this is positive - the unfolding terms are given. Details concerning how to calculate $\mathbb{E}_{x, 2} / T_{e}(f, E)$ can be found in example II. $\mathbf{3 . 6}$ for two cases. The calculations for the other cases are straightforward and similar to example II. 3. 6. 1 .
$e x^{2}+\lambda_{1}$
where $\boldsymbol{\varepsilon} \in\{-1,+1\}$.
codimension 0

$$
\begin{gathered}
h=0 \\
h_{\mathrm{x}}=0 \\
s \mathrm{~g} \mathrm{~h}_{\mathrm{xx}}=\varepsilon \\
\mathrm{h}_{\left.\lambda_{\lambda_{1}}, h_{\lambda_{2}}\right) \neq(0,0)}
\end{gathered}
$$

Table 5.1

$$
e x^{3}+x \lambda_{1}+\lambda_{2}
$$

where $\varepsilon \in(-1,+1)$
codimension 0
$h=0$
$h_{\mathrm{x}}=0$
$h_{x X}=0$
$s g h_{x x x}=\varepsilon$
$\Delta \neq 0$
where

$$
\Delta=\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{2}} \\
h_{\lambda_{1}} & h_{x_{2}}
\end{array}\right|
$$

Table 5.2

$$
\varepsilon x^{2}+\delta\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)
$$

where $\varepsilon, \delta \in\{-1,+1\}$
codimension 1
unfolding term: I

$$
\begin{gathered}
h=0 \\
h_{1}=0 \\
\operatorname{sg} h_{x x}=\varepsilon \\
h_{h_{1}}=0 \\
h_{h_{2}}=0 \\
s g D_{1}=\varepsilon \delta \\
s g H=\varepsilon
\end{gathered}
$$

where

$$
D_{1}=\left|\begin{array}{ll}
h_{n \pi} & h_{\pi \lambda_{1}} \\
h_{\pi \lambda_{1}} & h_{\lambda_{1} \lambda_{1}}
\end{array}\right|
$$

and

$$
H=\left|\begin{array}{lll}
h_{\lambda x} & h_{1 \lambda_{1}} & h_{\lambda \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{x \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2} \lambda_{2}}
\end{array}\right|
$$

$E x^{\frac{2}{2}}+\lambda_{1}^{2}-\lambda_{2}^{2}$
where $\mathcal{E} \in\{-1,+1\}$
codimension 1
unfolding term: 1

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
\operatorname{sg} h_{x x}=\varepsilon \\
h_{\lambda_{1}}=0 \\
h_{\lambda_{2}}=0 \\
\operatorname{sg} H=-\varepsilon
\end{gathered}
$$

where

$$
H=\left|\begin{array}{lll}
h_{\pi x} & h_{x \lambda_{1}} & h_{\Delta \lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{1} \lambda_{2}} \\
h_{x \lambda_{2}} & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2} \lambda_{2}}
\end{array}\right|
$$

Table 5.4

$$
E x^{3}+\delta x \lambda_{1}^{2}+\lambda_{2}
$$

where $\varepsilon, \delta \in\{-1,+1\}$
codimension 1
unfolding term: $x$

$$
\begin{aligned}
h & =0 \\
h_{2} & =0 \\
h_{x x} & =0 \\
\text { sg } h_{x x x} & =\mathbf{e} \\
\Delta & =0 \\
\Gamma & \neq 0
\end{aligned}
$$

where

$$
\begin{gathered}
\Delta=\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{2}} \\
h_{x \lambda_{1}} & h_{\lambda_{2}}
\end{array}\right|, \\
\Gamma=\left|\begin{array}{ll}
K_{1} & 2 K^{*}-K_{2} \\
h_{\lambda_{1}} & h_{\lambda_{2}}
\end{array}\right|
\end{gathered}
$$

and where

$$
K_{1}=\left|\begin{array}{lll}
h_{x \times x} & h_{x \times \lambda_{1}} & 0 \\
h_{x \times \lambda_{1}} & h_{\Sigma \lambda_{1} \lambda_{1}} & h_{\Sigma \lambda_{2}} \\
0 & h_{\lambda_{1} \lambda_{1}} & h_{\lambda_{2}}
\end{array}\right|
$$

$$
\kappa^{*}=\left|\begin{array}{ccc}
h_{x \times x} & h_{x \times \lambda_{2}} & 0 \\
h_{x \times \lambda_{1}} & h_{x \lambda_{1} \lambda_{2}} & h_{x \lambda_{2}} \\
0 & h_{\lambda_{1} \lambda_{2}} & h_{\lambda_{2}}
\end{array}\right|
$$

and

$$
K_{2}=\left|\begin{array}{ccc}
h_{x \times x} & h_{x \times \lambda_{2}} & 0 \\
h_{x \times \lambda_{2}} & h_{x \lambda_{2} \lambda_{2}} & h_{x \lambda_{1}} \\
0 & h_{\lambda_{2} \lambda_{2}} & h_{\lambda_{1}}
\end{array}\right|
$$

Table 5.5

$$
e x^{4}+x \lambda_{1}+\lambda_{2}
$$

where $\boldsymbol{\varepsilon} \in(-1,+1\}$
codimension 1
unfolding term: $x^{2}$

$$
\begin{gathered}
h=0 \\
h_{x}=0 \\
h_{x x}=0 \\
h_{x x x}=0 \\
s g h_{x x x x}=\varepsilon \\
\Delta \neq 0
\end{gathered}
$$

where

$$
\Delta=\left|\begin{array}{ll}
h_{\lambda_{1}} & h_{\lambda_{2}} \\
h_{x \lambda_{1}} & h_{x \lambda_{2}}
\end{array}\right|
$$

Table 5.6

## 6. The classification theorem

In this section we give the classification of two-parameter bifurcations up to codimension one.
6.1 Theorem. Let h be a germ in $\mathcal{E}_{I \lambda}$ satisfying $h=h_{x}=0$. Ler the codimension of $h$ be less than or equal to one. Then $h$ is $E$-equivalent to one of the following germs:

$$
\begin{gathered}
\varepsilon x^{2}+\lambda_{1} \\
\varepsilon x^{2}+\lambda_{1}^{2}-\lambda_{2}^{2} \\
\varepsilon x^{2}+\delta\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right) \\
\varepsilon x^{3}+x \lambda_{1}+\lambda_{2} \\
\varepsilon x^{3}+\delta x \lambda_{1}^{2}+\lambda_{2} \\
\varepsilon x^{4}+x \lambda_{1}+\lambda_{2}
\end{gathered}
$$

where $\varepsilon, \delta \in\{-1,+1\}$.

Proof: The essential part of the proof consists of inspecting the E-recognition conditions for the normal forms given in section 5 . The following diagram makes the procedure more transparent.


Fig. 6.1

Suppose $h \in \mathcal{E}_{x \lambda}$ satisfies $h=h_{x}=0$. Starting with $h_{x x}$ and following the arrows in the flow chart, the diagram shows how the Taylor coefficients determine the equivalence class of $h$.

There are five paths in the flow chart which terminate with the statement $\operatorname{cod} \mathbf{h} \mathbf{2} 2$. This follows from the fact that for each of these $h$ satisfies five defining conditions (including $h=h_{\mathbf{x}}=0$ ) - these are denoted by arrows marked by " $=0$ ". The codimension of a germ equals the number of independent defining conditions minus three - provided this is a non-negative number. The proof of this slatement is analogous to the corresponding one for one-parameter bifurcations (See [7], corollary III. 2. 6., p. 126. ). ㅁ

## CHAPTER IV

1. Efficient calculation of the higher-order terms

In this section we describe a result, which is relevant for choosing the normal forms which were used in section III. 2 to calculate the $\mathbf{U}$-orbits. The following example illustrates the importance of choosing the normal form appropriately.
1.1 Example. Consider the germ $f=\varepsilon x^{3}+\delta x \lambda_{1}^{2}+\lambda_{2}$, where $\varepsilon, \delta \in\{-1,+1\} . f$ is E-equivalent to $g=e x^{3}+\delta \times \lambda_{2}^{2}+\lambda_{1}$. It is possible to solve the E-recognition problem for $g$ instead of $f$. However, the calculations are a great deal more complicated for the following reason: The higher-order terms for fare given by

$$
P(f, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+\mathbb{R}\left\{x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{2}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\}
$$

(Compare example III. 2. 1.), whereas

$$
P(g, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}
$$

Hence $U . g / P(g, U)$ has five extra dimensiona compared to $U$. $f / P(f, U)$. As a consequence the parametrisation of $\mathrm{U} . \mathrm{g} / \mathrm{P}(\mathrm{g}, \mathrm{U})$ tums out to be very complicated. However, it is possible to check that it eventually results in the same E-recognition conditions as for $f$. I Clearly, is is advantagecus to choose $f$ and not $g$ as the normal form.

[^1]The example shows that it would be useful to have a criterion which allows to distinguish between $f$ and $g$. The result which will be given below is such a criterion, which works in many cases. It is based on the relationship between the groups $\hat{U}$ and U.

Let $f$ be a germ in $M_{k} \lambda$ and $g\left(x, \lambda_{1}, \lambda_{2}\right):=f\left(x_{1} \lambda_{2}, \lambda_{1}\right)$. We consider the tangent space $T(f, U)$. Its relationship with $T(f, U)$ is given by

$$
T(f, U)=T(f, \hat{O})+\mathbb{R} \cdot\left\{\lambda_{2} f_{\lambda_{1}}\right\}
$$

Hence it is trivial to compute $T(f, U)$ once $T(f, U)$ is known. It is obvious that the expression

$$
\begin{aligned}
T(f, U ̂)= & \varepsilon_{x, \lambda} \\
& \left\{x f, \lambda_{1} f, \lambda_{2} f, \lambda_{1} f_{x}, \lambda_{2} f_{x}, x^{2} f_{x}\right\}+ \\
\varepsilon_{\lambda} & \left\{\lambda_{1}^{2} f_{\lambda_{1}}, \lambda_{1} \lambda_{2} f_{\lambda_{1}}, \lambda_{2}^{2} f_{\lambda_{1}}, \lambda_{1}^{2} f_{\lambda_{2}}, \lambda_{1} \lambda_{2} f_{\lambda_{2}}, \lambda_{2}^{2} f_{\lambda_{2}}\right\}
\end{aligned}
$$

is symmetric in the differential operators appearing with respect to exchanging $\lambda_{1}$ with $\lambda_{2}$ and $\partial / \partial \lambda_{1}$ and $\partial / \partial \lambda_{2}$. Let $w \in W$ be the equivalence interchanging $\lambda_{1}$ and $\lambda_{2}$ (See section II. 2.). Then $g\left(x, \lambda_{1}, \lambda_{2}\right)=f\left(x, \lambda_{2}, \lambda_{1}\right)=w$. f. From proposition II. 3. 9 we obtain

$$
\begin{equation*}
T(g, \hat{O})=T(w, f, \hat{O})=w . T(f, \hat{U}) \tag{1.1}
\end{equation*}
$$

This means that when $T(f, U)$ is slready known, $T(g, U)$ is obtained by exchanging $\lambda_{1}$ with $\lambda_{2}$ in $T(f, U)$. Again it is then trivial to determine $T(g, U)$ by adding the onedimensional space $\boldsymbol{P} \cdot\left\{\lambda_{2} \delta_{\lambda_{1}}\right\}$.

We now state the criterion.
1.2 Theorem. Let $f$ be a germ in $\mu_{x . x}$ of finite codimension. Then the following statements are equivalent:
A) $P(f, O) \subset P(f, U)$
B) For all $p \in P(f, U)$

$$
\lambda_{2}^{k} \frac{\partial^{k} p}{\partial \lambda_{1}^{k}} \in T(f, U)
$$

for all $k \in \mathbb{N}_{0}$
1.3 Remark. Note that stetement $B$ ) does not involve $P(f, U)$. Hence it can be checked once $P(f, \hat{O})$ and $T(f, U)$ are known. For this $\lambda_{2}^{k} \partial^{k} p / \partial \lambda_{1}{ }^{k} \in T(f, U)$ has to be checked only for a finite number of integers $k$ and for a finite number of germs $p$, since $f$ is finitely-detemined.

Theorem 1.2 can be used in the following way: Let $f$ and $g$ be defined as above. The first step is to calculate $T(f, \hat{U})$ and to determine $P(f, \tilde{U})=\operatorname{lr} \mathbf{U} T(f, U)$ by theorem III. 1. 4. This immediately yields $P(g, U)$ by exchanging $\lambda_{1}$ with $\lambda_{2}$ in $P(f, U)$, since $\mathrm{P}(\mathrm{g}, \mathrm{U})=\mathrm{Itro} \mathrm{T}(\mathrm{g}, \mathrm{U})$ and by equality (1.1). Applying the theorem it is possible to check, whether

$$
\begin{equation*}
P(f, \hat{O}) \subset P(f, U) \text { or } P(g, \hat{U}) \subset P(g, U) \tag{1.2}
\end{equation*}
$$

holds. The germ which the corresponding inclusion is satisfied for will then be chosen for calculating its U-higher-order terms. For many of the germs appearing in the classification theorem in section MI. 6 one of the inclusions in (1.2) is satisfied.
where A. B, $C \neq 0$. Then

$$
\begin{gathered}
T(f, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+\mathbb{R}\left\{x^{2} \lambda_{1} x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{2}^{2} \times \lambda_{2}, \lambda_{1}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\} \\
P(f, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+R\left\{x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{2}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\},
\end{gathered}
$$

In this case $T(f, U)=T(f, U)$ and it tums out that condition $B$ ) of theorem 1.2 is satisfied. To see this it is only necessary to check

$$
\lambda_{2}^{k} \frac{\partial^{t} p}{\partial \lambda_{1}^{k}} \in T(f, U)
$$

where $p$ is one of the monomials

$$
x^{2} \lambda_{2}, \times \lambda_{1} \lambda_{2}, \times \lambda_{2}^{2} \lambda_{1} \lambda_{2}, \lambda_{2}^{2}
$$

As a consequence $P(f, U) \subset P(f, U)$. In fact, in this case $P(f, U)=P(f, U)$.

For g we have
$T(g . U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+E\left\{x^{2} \lambda_{1}, x^{2} \lambda_{2}, x \lambda_{1} \lambda_{2}, x \lambda_{1}^{2}, x \lambda_{1}, \lambda_{1}^{2}, \lambda_{1} \lambda_{2}, \lambda_{2}^{2}\right\}$.

$$
P(g, 0)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}+p\left\{x^{2} \lambda_{1}, \times \lambda_{1} \lambda_{2}, \times \lambda_{1}^{2}, \lambda_{1} \lambda_{2}, \lambda_{1}^{2}\right\}
$$

and it turns out that condition B) is not satisfied. Hence $P(g, 0) \notin P(g, U)-$ in fact,

$$
P(g, U)=M^{4}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{3}
$$

2. Consider $\mathrm{f}=\mathrm{x}^{3}+\mathrm{x} \lambda_{1}^{3}+\lambda_{2}$ and $\mathrm{g}=\mathrm{x}^{3}+\mathrm{x} \lambda_{2}^{3}+\lambda_{1}$. For these germs neither $\mathrm{P}(\mathrm{f}, \hat{\mathrm{U}}) \subset \mathrm{P}(\mathrm{f}, \mathrm{U})$ nor $\mathrm{P}(\mathrm{g}, \mathrm{U}) \subset \mathrm{P}(\mathrm{g}, \mathrm{U})$ holds. The codimension of $f$ is two.

We now give the proof of theorem 1.2. First we state a lemma.
1.5 Lemma. Let $f$ be a germ in $M_{x \lambda \lambda}$ of finite codimension. Then the following statements are equivalent:
A) $P(f, O) \subset P(f, U)$.
B) There exists a $U$-intrinsic subspace $V$ of $T(f, U)$ such that $P(f, \hat{O}) \subset V$.
C) For all $p \in P(f, \hat{U}) \quad U . p \subset T(f, U)$

Proof: $A) \neq B$ ): This is trivial, since $P(f, U)$ is $U$-intrinsic.
B) $\rightarrow C$ ): Suppose $P(f, O) \subset V \subset T(f, U)$ for a $U$-intrinsic vector space $V$. Then

$$
\mathbf{U} . \mathrm{V} \subset \mathrm{~V} \subset \mathrm{~T}(\mathrm{f}, \mathrm{U}),
$$

which implies C ).
C) $\Rightarrow$ A): Condition C) implies

$$
P(f, \hat{U})^{U}=\sum_{p \in \mathbb{P}(f, \hat{U})} U \cdot p \subset T(f, U)
$$

By proposition III. 1. $9 \mathrm{P}(\mathrm{f}, \hat{\mathrm{O}}) \mathrm{U}$ is U-intrinsic. Hence it follows that

$$
\mathrm{P}(\mathrm{f}, \hat{\mathrm{U}})^{\mathrm{U}} \subset \operatorname{Itr} \mathrm{U}(\mathrm{f}, \mathrm{U})=\mathrm{P}(\mathrm{f}, \mathrm{U})
$$

Hence

$$
P(f, \hat{U}) \subset P(f, \hat{U})^{U} \subset P(f, U), \square
$$

Pronf of theorem 1.2: Assume $P(f, U \dot{U}) \subset P(f, U)$ holds and iet $p \in P(f, U)$. It is sufficient to prove condition $B$ ) for the case, when $p$ is a polynomial. To see this note that since $f$ is finitely-determined $T(f, U)$ can be written as

$$
T(f, 0)=M^{k}+V
$$

where $V$ is a finite-dimensional vector space. $\mathcal{M}^{\mathbf{k}}$ is obviously U-intrinsic, hence

$$
M^{k} \subset P(f, \hat{U})
$$

Therefore we can write

$$
\mathrm{p}=\overline{\mathrm{p}}+\mathbf{r},
$$

where $r \in \mathcal{M}^{k}$ and $\bar{p}$ is a polynomial. It is trivial to show that $\lambda_{2} \frac{\partial^{k} r}{\partial \lambda_{1}^{k}}$ is in $\mathcal{M}^{k}$ and hence

$$
\lambda_{2}^{k} \frac{\partial^{k} r}{\partial \lambda_{2}^{k}} \in M^{k} \in T(f, U)
$$

for all $\mathbf{k} \in \mathbb{N}_{\mathbf{0}}$.

Now consider a polynomial $p \in P(f, \hat{O})$. By lemma 1.5 U. $p \in T(f, U)$. In particular $p\left(x_{1} \lambda_{1}+1 \lambda_{2}, \lambda_{2}\right) \in T(f, U)$ for all $t \in \mathbb{A}$. Using the Taylor-expansion which Ierminates - with respect to $t$ at $t=0$ we obtain

$$
\begin{equation*}
p\left(x, \lambda_{1}+t \lambda_{2}, \lambda_{2}\right)=p\left(x, \lambda_{1}, \lambda_{2}\right)+\sum_{j=1}^{k} \frac{1}{j!} \lambda_{2}^{j} \frac{\partial^{i}}{\partial \lambda_{1}^{j}} p\left(x, \lambda_{1}, \lambda_{2}\right) r^{j} \tag{1.3}
\end{equation*}
$$

for some number $k \in \mathbb{N}_{0}$. Applying this formula for $\mathbf{k}$ pairwise distinct values $\boldsymbol{t}_{1} \ldots \ldots$ ${ }_{4}$ and using the abbreviations

$$
w_{i}:=p\left(x, \lambda_{1}+t_{1} \lambda_{2}, \lambda_{2}\right)-p\left(x, \lambda_{1}, \lambda_{2}\right)
$$

and

$$
p_{j}=\frac{1}{j!} \lambda_{2}^{j} \frac{\partial^{j}}{\partial \lambda_{1}^{j}} p\left(x, \lambda_{1}, \lambda_{2}\right)
$$

for $i, j=1, \ldots, k$, we obtain the following linear system of equations:

$$
\left|\begin{array}{cccc}
i_{1} & i_{1}^{2} & \cdots & i_{1} \\
i_{2} & i_{2}^{2} & \cdots & t_{2} \\
\vdots & \vdots & & \vdots \\
i & \vdots & & \vdots \\
i_{k} & i_{1}^{2} & \cdots & k
\end{array}\right|\left|\begin{array}{l}
p_{1} \\
p_{2} \\
\vdots \\
p_{k}
\end{array}\right|=\left|\begin{array}{l}
w_{1} \\
w_{2} \\
\vdots \\
\vdots \\
w_{k}
\end{array}\right|
$$

Since $w_{i} \in T(f, U)$ for $i=1, \ldots, k$ and the matrix in the system is invertible, it follows that

$$
\lambda_{2} \frac{\partial j_{p}}{\partial \lambda_{1}^{j}}
$$

is in $T(f, U)$ for $j=1, \ldots k$, which implies $B)$.

To show the converse first note that it is again sufficient only to consider polynomials $\mathrm{P} \in \mathrm{P}(\mathrm{f}, \mathrm{U})$ and an equivalence $\mathrm{u} \in \mathrm{U}$. According to proposition II. 2. 5 we can write $u=n u$, where $n \in N$ and in $\in U$. We have

$$
\begin{aligned}
u \cdot p & =(n 0) \cdot p \\
& =n \cdot(\hat{u} \cdot p)
\end{aligned}
$$

Since $P(f, \hat{O})$ is $U$-intrinsic, $u$. $p$ is in $P(f, U)$. Define $\tilde{p}:=0 . p$. Then
u. $p\left(x, \lambda_{1}, \lambda_{2}\right)=n \cdot j\left(x, \lambda_{1}, \lambda_{2}\right)$
$=p\left(x, \lambda_{1}+1 \lambda_{2}, \lambda_{2}\right)$
for some $t \in \mathbb{P} B y(1.2)$ it follows that $\tilde{p}\left(x, \lambda_{1}+1 \lambda_{2}, \lambda_{2}\right) \in T(f, U)$ and hence $\boldsymbol{u} . \mathrm{p} \in \mathrm{T}(\mathrm{f}, \mathrm{U}) . \square$

## CHAPTER V

1. Geometrical description of two-parameter bifurcations

This section contains diagrams depicting the zero-sets and discriminants of the norrnal forms in the classification and their universal unfoldings. The discriminant associated to a given germ $f \in \mathcal{M}_{x, A}$ is the following set

$$
\left\{\left(\lambda_{1}, \lambda_{2}\right) \in \mathbb{R}^{2} \mid \text { There exists } x \in \mathbb{R} \text { such that } f\left(x, \lambda_{1}, \lambda_{2}\right)=\frac{\partial f}{\partial x}\left(x, \lambda_{1}, \lambda_{2}\right)=0 .\right\}
$$

The coordinates in the diagrams are oriented as follows:


Coordinates for the zero-sets

Fig. 1.1


Coordinates for the discriminants

Fig. 1.2



$$
x^{3}+x \lambda_{1}+\lambda_{2}
$$


1

$4 x_{0}^{3}+27 x_{2}^{2}=0$

Fig. 1.5

$$
-x^{3}+x \lambda_{1}+\lambda_{2}
$$



$$
x^{2}+\lambda_{1}^{2}+\lambda_{2}^{2}+\alpha
$$



$$
\alpha<0
$$

$$
1
$$

$$
\lambda^{2}+\lambda_{2}^{2}+\alpha=0
$$

$$
\alpha=0
$$

$$
\alpha>0
$$

Fig. 1.7

$$
82
$$

$$
x^{2}-\lambda_{1}^{2}-\lambda_{2}^{2}+\alpha
$$


$a>0$

$$
\lambda_{1}^{2}+\lambda_{2}^{2}-\alpha=0
$$


$\alpha=0$


Fig. 1.8

$$
-x^{2}+\lambda_{1}^{2}+\lambda_{2}^{2}+\alpha
$$



$$
\alpha>0
$$


$\alpha<0$

1
$h^{2}+d_{2}^{2}+\alpha=0$

Fig. 1.9

$$
-x^{2}-\lambda_{1}^{2}-\lambda_{2}^{2}+\alpha
$$

$\alpha<0$
$\alpha=0$


Fig. 1.10

$$
x^{3}+x \lambda_{1}^{2}+\lambda_{2}+\alpha x
$$

$\alpha>0$


I

Fig. 1.11 a

$$
\begin{gathered}
\mathrm{x}^{3}+\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha \mathrm{x} \\
\alpha=0
\end{gathered}
$$



I

।

Fig. 1.11 b

$$
x^{3}+x \lambda_{1}^{2}+\lambda_{2}+\alpha x
$$

$\alpha<0$


1


1

Fig. 1.11 c

$$
\begin{gathered}
\mathrm{x}^{3}-\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha \mathrm{x} \\
\alpha<0
\end{gathered}
$$



I


Fig. 1.12 a

$$
\begin{gathered}
\mathrm{x}^{3}-\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha \mathrm{x} \\
\alpha=0
\end{gathered}
$$




Fig. 1.12b

$$
\begin{gathered}
\mathrm{x}^{3}-\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha x \\
\alpha>0
\end{gathered}
$$



Fig. 1.12 c

$$
\begin{gathered}
-\mathrm{x}^{3}+\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha \mathrm{x} \\
\alpha<0
\end{gathered}
$$



I


Fig. 1.13 a

$$
\begin{gathered}
-\mathrm{x}^{3}+\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha \mathrm{x} \\
\alpha=0
\end{gathered}
$$



Fig. 1.13b

$$
\begin{gathered}
-\mathrm{x}^{3}+\mathrm{x} \lambda_{1}^{2}+\lambda_{2}+\alpha \mathrm{x} \\
\alpha>0
\end{gathered}
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$-x^{3}-x \lambda_{1}^{2}+\lambda_{2}+\alpha x$
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-x^{3}-x \lambda_{1}^{2}+\lambda_{2}+\alpha x
$$

$$
\alpha=0
$$
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Fig. 1.14b

$$
\begin{aligned}
& -x^{3}-x \lambda_{1}^{2}+\lambda_{2}+\alpha x \\
& \alpha>0
\end{aligned}
$$
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\begin{gathered}
x^{4}+x \lambda_{1}+\lambda_{2}+\alpha x^{2} \\
\alpha<0
\end{gathered}
$$


$1 \quad 4 \alpha^{3} \lambda_{2}^{2}+27 \lambda_{1}^{4}-16 \alpha^{4} \lambda_{2}+128 \alpha^{2} \lambda_{2}^{2}-1+4 \alpha \lambda_{4}^{2} \lambda_{2}-256 \lambda_{2}$
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\begin{gathered}
\mathrm{x}^{4}+\mathrm{x} \lambda_{1}+\lambda_{2}+\alpha \mathrm{x}^{2} \\
\alpha=0
\end{gathered}
$$
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$$
27 \lambda_{4}^{6}-256 \lambda_{2}^{3}=0
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$$
\begin{gathered}
x^{4}+x \lambda_{1}+\lambda_{2}+\alpha x^{2} \\
\alpha>0
\end{gathered}
$$
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$$
-x^{4}+x \lambda_{1}+\lambda_{2}+\alpha x^{2}
$$

$\alpha<0$


$$
\begin{aligned}
4 \alpha^{2} 1^{2}-271^{4}-16 \alpha^{4} \lambda_{1} & -128 \alpha^{2}-1_{2}^{2}+146 \alpha 1^{2} \lambda_{2} \\
& -256 \rho_{2}^{3}=0
\end{aligned}
$$
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$$
-x^{4}+x \lambda_{1}+\lambda_{2}+\alpha x^{2}
$$

$$
\alpha=0
$$


$27 \lambda_{1}^{4}+256 \lambda_{2}^{3}=0$
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$$
-x^{4}+x \lambda_{1}+\lambda_{2}+\alpha x^{2}
$$

$$
\alpha>0
$$



Fig. 1.16 c
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## Chapter 1

## Classification of two-parameter bifurcations

## 1 Introduction

This chapter contains an extension of the work in part one of this thesis. The result is a classification of two-parameter bifurcations in one state variable up to codimension 3 .

The classification theorem is stated in subsection 2.1. The normal forms are obtained by classifying the orbits arising from the action of the group of equivalences inductively on degree using Mather's lemma [Mat70]. The necersary determinacy results are then obtained by calculating the unipotent tangent sparea using results of Melhourne and Gaffiney [Mel88], [Gaf86] based on work by Bruce, du Plessis and Wall [BdPW87]. A liat of miniversal unfoldings of the germs in the classification theorem is also given.

Subsection 2.2 contains some examples of germs that have codimension greater than 3.

The work contained in part one of this thesis has meanwhile appeared in nummarised form in [Pet91]. The notmal forma given there also atise in a completely different context as part of another classification by Arnol'd in the paper [Arn76].

Notation in chapter 1 is the game as in part one.

## 2 The classification up to codimension 3

### 2.1 The classiflcation theorem

Theorem 2.1.1 Let $h \in \mathcal{E}_{\boldsymbol{r} \lambda}$ be a germ satinfying $h=h_{z}=0$. Let the codimension of $h$ be tess than or equal to 3 . Then $h$ is $E$-equivalent to one of the gevins in table 1.1 . Here $\varepsilon, \delta, v \in\{-1,+1\}$ and $\mu \in \mathbf{R} \backslash\{0\}$. The coefficsent $\mu$ in the normal form $\mu x^{7}+\varepsilon x^{3}+x \lambda_{2}+\lambda_{1}$ is a modal parameter.

Proof. It will be shown bow to derive the normal forms $\varepsilon x^{3}+\delta_{x} \lambda_{2}^{4}+\lambda_{1}$ add $\varepsilon \varepsilon^{3}+x \lambda_{1}+\delta \lambda_{2}$. The other cases can be treated similarly. Also note that the germs of the form $x^{2}+\phi\left(\lambda_{1}, \lambda_{2}\right)$ have heen classified by Izumiya up to codimension five in [Izu84].

Throughout the proof $k$-jets of germs $g \in \mathcal{E}_{x \lambda}$ are writhen as
where

$$
a_{p q r}=\frac{1}{p^{!} q^{!} r!} \frac{\partial^{p+q+r} g}{\partial x^{p} \partial \lambda_{1}^{q} \partial \lambda_{2}^{r}}(0,0,0)
$$

Let $\mathcal{E}_{\dot{\lambda}}^{\underline{k}}$ denote the space of $k$-jets of germs in $\varepsilon_{x \lambda}$.
A) Consider germs in $\mathcal{C}_{r \lambda}$ having non-vanishing 1 -jet and satisfying $h=$ $h_{x}=0$. Without loss of generality $j^{1} h=\lambda_{1}$ can be assumed. Now consider 2 -jets of germs, whose 1 -jets are equivalent to $\lambda_{1}$. By applying Mather's lemma [Mat 70] one finds threc orbits in $\mathcal{E}_{w \lambda}^{2}$ linted below together with their corresponding recognition conditions:

1. $a_{200} \neq 0: \lambda_{1} \pm x^{2}$
2. $a_{200}=0, a_{101} \neq 0: \lambda_{1}+x \lambda_{i}$
3. $a_{200}=0, a_{101}=0: \lambda_{1}$

| $g e r n$ | codimension |
| :---: | :---: |
| $\varepsilon \varepsilon x^{2}+\lambda_{1}$ | 0 |
| $\varepsilon x^{3}+\varepsilon \lambda_{2}+\lambda_{1}$ | 0 |
| $\varepsilon x^{4}+x \lambda_{2}+\lambda_{1}$ | 1 |
| $\varepsilon x^{2}+\lambda_{1}^{2}-\lambda_{2}^{2}$ | 1 |
| $\varepsilon x^{2}+\delta\left(\lambda_{1}^{2}+\lambda_{1}^{2}\right)$ | 1 |
| $\varepsilon x^{3}+\delta x \lambda_{2}^{2}+\lambda_{1}$ | 1 |
| $\varepsilon x^{2}+\delta \lambda_{1}^{2}+\lambda_{2}^{3}$ | 2 |
| $\varepsilon x^{3}+x \lambda_{1}+\delta \lambda_{2}^{2}$ | 2 |
| $\varepsilon x^{3}+x \lambda_{2}^{3}+\lambda_{1}$ | 2 |
| $\varepsilon x^{3}+\delta x^{4}+x^{2} \lambda_{2}+\lambda_{1}$ | 2 |
| $\varepsilon x^{2}+\delta \lambda_{1}^{2}+v_{1}^{4}$ | 3 |
| $\mu x^{7}+\varepsilon x^{5}+x \lambda_{2}+\lambda_{1}$ | 3 |
| $\varepsilon x^{3}+\delta x \lambda_{2}^{4}+\lambda_{1}$ | 3 |
| $\varepsilon x^{5}+\delta x^{4}+\delta x \lambda_{2}^{2}+\lambda_{1}$ | 3 |
| $\varepsilon x^{6}+\delta x^{3}+x^{2} \lambda_{2}+\lambda_{1}$ | 3 |
| $x^{4}+x^{2} \lambda_{2}+\lambda_{1}$ | 3 |

Table 1.1: Normal forms for the germs up to codimension 3

Consider the last case. The orbits in $C_{F s}^{3}$ for germs whose 2 -jeta are equivalent to $\lambda_{1}$ are given by

1. $a_{300} \neq 0, D \neq 0: \lambda_{1} \pm x^{3} \pm x \lambda_{2}^{2}$
2. $a_{300}=0, D \neq 0: \lambda_{1}+x^{2} \lambda_{2}$
3. $a_{100} \neq 0, D=0: \lambda_{1} \pm x^{3}$
4. $a_{300}=0, D=0: \lambda_{1} \pm x \lambda_{3}^{2}$

Here

$$
D:=6 \pi_{1000} \pi_{102}-2 n_{201}^{2}
$$

Consider the third case. The orbits in $\mathcal{E}_{s i}^{4}$ for germs whose $\mathbf{3}$-jets are equivalent to $\lambda_{1} \pm x^{3}$ are

1. $a_{103} \neq 0: \lambda_{1} \pm x^{3}+x \lambda_{2}^{3}$
2. $a_{103}=0: \lambda_{1} \pm z^{3}$

Taking the second case one finds for the orbits in $\mathcal{E}_{-\alpha}^{5}$ of germs whose 4 -jets are equivalent to $\lambda_{1} \pm x^{3}$ :

1. $a_{104} \neq 0: \lambda_{1} \pm x^{3} \pm+\lambda_{1}^{4}$
2. $a_{104}=0: \lambda_{1} \pm x^{3}$

The recond case leads to gerins of codimension greater than 3 . In the first case the germ $\lambda_{1} \pm x^{3} \pm x \lambda_{2}$ in 5 -determined and has codimension 3.
D) Consider germs in $E_{x \lambda}$ having vanishing $\mathbf{1}$.jet. Mather's lemma yields the following orbita in $E_{e x}^{x}$ :

1. $a_{200} \neq 0, K \neq 0: \pm x^{2}+\lambda_{1}^{2}-\lambda_{2}^{2}, \pm x^{2} \pm\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)$
2. $a_{200} \neq 0, A$ or $D \neq 0: \pm x^{2} \pm \lambda^{2}$
3. $a_{200} \neq 0, A=0, D=0 ; \pm x^{2}$
4. $\boldsymbol{a}_{200}=0, L \neq 0: x \lambda_{1} \pm \lambda_{2}^{2}$
5. $a_{200}=0, L=0, a_{110}$ or $a_{101} \neq 0: \Omega \lambda_{1}$
6. $a_{200}=0, a_{110}=0, a_{101}=0, D^{*} \neq 0: \pm\left(\lambda_{1}^{3}+\lambda_{2}^{3}\right), \lambda_{1}^{2}-\lambda_{2}^{3}$
7. $a_{200}=0, a_{110}=0, a_{101}=0, D^{*}=0, a_{020}$ or $a_{001} \neq 0: \pm \lambda^{2}$
8. $a_{200}=0, a_{110}=0, a_{101}=0, D^{*}=0, a_{020}=0, a_{002}=0: 0$

Here
$A:=-4 a_{020} a_{200}+a_{110}^{2}$,
$D:=-4 a_{002 a_{200}}+a_{101}^{3}$,
$\hbar:=a_{011}^{3} a_{200}-a_{011} a_{110} a_{101}-4 a_{200} a_{020} a_{002}+a_{020} a_{101}^{2}+a_{110}^{2} a_{002}$.
$L:=a_{001} a_{110}^{2}-a_{101} n_{011} a_{110}+a_{101}^{1} a_{020}$.
$D^{\bullet}:=a_{011}^{a}-4 a_{002} a_{020}$.
Consider the fourth case. The arbits in $\mathcal{E}_{-\lambda}^{3}$ of germs whose 2 -jets are equivalent to $x \lambda_{1} \pm \lambda_{2}^{2}$ are

1. $a_{000} \neq 0: \pm x^{3}+x \lambda_{1} \pm \lambda_{1}^{1}$
2. $a_{a 00}=0, a_{201} \neq 0: x \lambda_{1} \pm \lambda_{2}^{2}+x^{2} \lambda_{1}$
3. $a_{300}=0 . a_{201}=0: z \lambda_{1} \pm \lambda^{2}$

Proceeding further in the second and third case leads to germs of codimension greater than 3. The germ $\pm x^{3}+x \lambda_{1} \pm \lambda_{2}^{2}$ is 3-determined and has codimension 2. ㅁ

Corollary 2.1.2 Miniverand unfoldings of the germa in theorem 2.1.1 can be chosen no liated in table 1.2.

Proof. It will be shown how to derive miniversal unfoldings for the germs

$$
\varepsilon x^{7}+\delta x^{4}+x^{2} \lambda_{2}+\lambda_{1}
$$

and

$$
\varepsilon x^{3}+\delta x^{4}+x^{2} \lambda_{2}+\lambda_{1} .
$$

| $g \varepsilon r m$ | unfolding terms |
| :---: | :---: |
| $\varepsilon \varepsilon x^{2}+\lambda_{1}$ | - |
| $\varepsilon x^{3}+x \lambda_{2}+\lambda_{1}$ | - |
| $\varepsilon x^{4}+x \lambda_{2}+\lambda_{1}$ | $x^{2}$ |
| $\varepsilon x^{2}+\lambda_{1}^{2}-\lambda_{2}^{2}$ | 1 |
| $\varepsilon x^{2}+\delta\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)$ | 1 |
| $\varepsilon x^{3}+\delta x \lambda_{2}+\lambda_{1}$ | $1, \lambda_{2}$ |
| $\varepsilon x^{2}+\delta \lambda_{1}^{2}+\lambda_{2}^{1}$ | $1, \lambda_{1}$ |
| $\varepsilon x^{3}+x \lambda_{1}+\delta \lambda_{2}^{2}$ | $x, x \lambda_{2}$ |
| $\varepsilon x^{3}+s \lambda_{2}^{4}+\lambda_{1}$ | $x, x \lambda_{2}$ |
| $\varepsilon x^{5}+\delta x^{4}+x^{2} \lambda_{2}+\lambda_{1}$ | $1, \lambda_{2}, \lambda_{2}^{2}$ |
| $\varepsilon x^{2}+\delta \lambda_{1}^{2}+\delta \lambda_{1}^{4}$ | $x^{2}, x^{3}, x^{7}$ |
| $\mu x^{7}+\varepsilon x^{5}+x \lambda_{2}+\lambda_{1}$ | $x, x \lambda_{1}, x \lambda_{2}^{2}$ |
| $\varepsilon x^{3}+\delta x \lambda_{2}^{4}+\lambda_{1}$ | $x, x^{2}, x^{2} \lambda_{2}$ |
| $\varepsilon x^{5}+\delta x^{4}+\Delta x \lambda_{2}^{3}+\lambda_{1}$ | $x x_{1}, x \lambda_{2}$ |
| $\varepsilon x^{8}+\delta x^{4}+x^{2} \lambda_{2}+\lambda_{1}$ | $x, x \lambda_{2}^{2}, x^{3}$ |

Table 1.2: Miniversal unfoldinge of the normal forms
A) Let $g=\varepsilon x^{7}+\delta x^{4}+x^{2} \lambda_{2}+\lambda_{1}$. The getm $g$ is 7 -determined. This implies

$$
M^{8} \subset T_{e}(g)
$$

where

$$
T_{e}(g)=\varepsilon_{r \lambda}\left\{c x^{7}+6 x^{4}+x^{3} \lambda_{2}+\lambda_{1}, 7 \varepsilon x^{6}+46 x^{3}+2 x \lambda_{2}\right\}+\varepsilon_{\lambda}\left\{1, x^{2}\right\}
$$

A calculation nhow that

$$
\begin{aligned}
T_{e}(g)= & M^{s}+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{4}+\mathbf{R}\left\{x^{a} \lambda_{1}^{d} \lambda_{2}^{\}}: a \in\{0,2\}\right\} \\
& +\mathbf{R}\left\{x^{3} \lambda_{1}, z^{3} \lambda_{2}, x \lambda_{1}^{3}, x \lambda_{1} \lambda_{2}, x \lambda_{2}^{2}, x \lambda_{1}, 2 x \lambda_{2}+4 \delta x^{3}\right\}
\end{aligned}
$$

Hence the only monomiala $x^{a} \lambda_{1}^{\beta} \lambda_{2}$ not contained in $T_{e}(g)$ are $x^{3}, x A^{3}, x \lambda_{2}$ and $x$. Since $2 x \lambda_{2}+4 \delta x^{3} \in T_{e}(g)$, it follows that $\operatorname{codim}(q)=3$ and that $x, x \lambda^{3}$ and $x^{3}$ ran be chosen to yield a miniversal unfolding of $g$.
B) Let $g=\lambda_{1}+x^{2} \lambda_{2}+\delta x^{4}+\varepsilon x^{3}$. The germ $g$ is 5 -determined, which can be shown by using the preparation theorem. Since this method is described in a much more complicated cane in chapter 2 in the proof of lemma 3.5.3 the details are omitted here.

A calculation shows that

$$
\begin{aligned}
T_{r}(g)= & \left.M^{4}+M^{2}<\lambda_{1}, \lambda_{2}\right\rangle+\left\langle\lambda_{1}, \lambda_{2}\right\rangle^{2} \\
& +\mathbf{R}\left\{x^{2}, x \lambda_{1}, 2 x \lambda_{2}+4 \delta x^{3}, \lambda_{1}, \lambda_{2}, 1\right\} .
\end{aligned}
$$

It follows that $g$ has codimenkion 2 and that $x$ and $x \lambda_{2}$ cau be chorem as unfolding terms, $\square$

Remark 2.1.s It is possible to obtain the same result as in the preceding proof for $\varepsilon x^{5}+b x^{4}+x^{2} \lambda_{2}+\lambda_{1}$ in a different way using a theorem of Mond and Montaldi [MM91]. One can check by explicit coordinate changes that $g$ is equivalent to

$$
\tilde{g}=\lambda_{1}+\frac{1}{4} t x \lambda_{2}^{2}+x^{2} \lambda_{2}+x^{4} .
$$

One can think of $g$ as being induced by the mapping

$$
\gamma: \quad\left(\lambda_{1}, \lambda_{2}\right) \longrightarrow\left(\lambda_{2}, \frac{1}{4} \varepsilon \lambda_{2}^{2}, \lambda_{1}\right)
$$

into the apace ( $a, b, c$ ) of unfolding parameters of a $K$-miniversal unfolding of $x^{4}$ given by $x^{4}+a x^{2}+b x+c$. The theorem of Mond and Montaldi ntatea that $T K^{*} v \cdot \gamma$ and $T_{e}(g)$ have jsomorphir normal apaces. Here $T K_{V} \cdot \gamma$ denntes the tangent space of the mapping $\gamma$ with respect to $K v$-equivalence, whirh preserves the discriminant of $x^{4}+a x^{2}+b x+c-t h e$ swallowtail. Uaing the explicit formula for $T$ Kiv. $\boldsymbol{y}$ leada to the same renult as given above for the codimension and unfolding of $g$.

### 2.2 Some additional information

Thia subsection contains some examples concerning germs of codimension greater than 3.

Example 2.2.1 Consider the family of germs $g_{k}:=\varepsilon x^{k+1}+x \lambda_{2}+\lambda_{1}$, where $k \geq 2$ and $\varepsilon \in\{-1,+1\}$. All germs $g_{k}$ are finitely-determined and

$$
\begin{equation*}
\operatorname{codim}\left(g_{k}\right)=\frac{(k-2)(k-1)}{2} \tag{2.1}
\end{equation*}
$$

gt in $k+1$-determined only for $k=2$ and $k=3$.
The first step to show that 2.4 holds is to obtain the formula

$$
\begin{equation*}
\operatorname{cotlim}\left(q_{k}\right)=\operatorname{dim}_{R} \frac{\varepsilon_{s}}{E_{z}+*+* *\{1, z j} \tag{2.2}
\end{equation*}
$$

by generalising the reasoning used in example 3.6 .2 of part one of this thesis. To determine $\mathcal{E}_{x^{*+1}} s^{*}\{1, x\}$ define two gets $\boldsymbol{X}_{a}$ and $\boldsymbol{X}_{1}$ by

$$
\begin{aligned}
& X_{0}:=\left\{p k+q(k+1): p, q \in \mathbf{N}_{0}\right\} \\
& X_{1}:=\left\{p k+q(k+1)+1: p, q \in \mathbf{N}_{0}\right\}
\end{aligned}
$$

and Jet $X:=X_{0} \cup X_{1}$. Also let $I_{m}:=\left\{n \in N_{0}: n \geq m\right\}$. The ant $X$ bas the following property: Suppose $X$ contains a subsct of $k$ successive integers, $\{m, m+1, \ldots m+(k-1)\}$ shy, for some $m \in \mathbf{N}_{0}$. Then $I_{m} \subset X$. It follows that it is aufficient for $I_{m} \subset X$ to hold that $X_{0}$ contains the subset $\{m, m+1, \ldots, m+(k-2)\}$ of $k-1$ sucreasive integers.

The set $X_{0}$ can be written as

$$
\begin{equation*}
\boldsymbol{X}_{0}=\bigcup_{\Delta>0} A_{n} \tag{2.3}
\end{equation*}
$$

where

$$
A_{4}=\left\{p k+q(k+1): p+q=s ; p, q \in \mathbf{N}_{0}\right\}
$$

Note that the sets $A_{s}$ are pairwise disjoint and that $A_{4}$ consista of $A+1$ successive integers, since

$$
A_{s}=\{s k, s k+1, \ldots, s k+s\}
$$

Hence $k-2$ is the smallest value of such that $A_{a}$ consists of $k-1$ successive integers. This implies

$$
I_{(k-2) \pm} \subset X
$$

showing that

$$
M_{x}^{(k-2) \psi} \subset \varepsilon_{x}+*+x\{1, x\}
$$

It follows by 2.2 that

$$
\operatorname{codim}\left(g_{k}\right) \leq(k-2) k<\infty
$$

To determine the precise value of $\operatorname{codim}\left(g_{k}\right)$ note that by the description of $X_{a}$ given in 2.3, $N_{0} \backslash X$ is the disjoint union of the aeta

$$
G_{a}:=\{(a-1)(k+1)+2, \ldots, s k-1\}
$$

for $s=1, \ldots, k-2$. Thercfore

$$
\operatorname{codim}\left(\eta_{k}\right)=\sum_{k=1}^{t-2} \# G_{t}
$$

and since $\# G_{0}=k-s-1$, the result is

$$
\operatorname{codim}\left(g_{k}\right)=\frac{(k-2)(k-1)}{2}
$$

It follows from

$$
\mathbf{N}_{0} \backslash X=\bigcup_{N=1}^{k-2} G_{s}
$$

that the germs $g=\varepsilon x^{k+1}+x \lambda_{2}+\lambda_{1}$ are $k+1$-determined only for $k=2$ and $k=3$

Example 2.2.2 Let $k \geq 1$ and consider the germs $h_{k}:=\varepsilon x^{3}+\delta x \lambda_{j}+\lambda_{1}$ for even $k$ and $h_{k}:=\varepsilon x^{3}+x \lambda \lambda^{k}+\lambda_{1}$ for odd $k$, where $\varepsilon \in\{-1,+1\}$ Then $\operatorname{codim}\left(h_{k}\right)=k-1$ and the terma $x, x \lambda_{2}, \ldots, x \lambda_{1}^{k-2}$ yield a miniversal unfolding of $h_{k}$,.

Example 2.2.3 Let $k \geq 2$ and conkider the germa $p_{k}:=\varepsilon x^{3}+x \lambda_{1}+6 \lambda_{1}^{k}$ for even $k$ and $p_{k}:=\varepsilon x^{3}+x \lambda_{1}+\lambda_{k}$ for odd $k$, where $\varepsilon \in\{-1,+1\}$. Then $\operatorname{codim}\left(p_{k}\right)=k$ and the terms $1, \lambda_{1}$ yield a miniversal unfolding of $p_{k}$ in the case $k=2$ and the terms $1, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{2}^{4-2}$ for $k>2$

Example 2.2.4 The germe $\varepsilon x^{4}+\delta x \lambda_{\}}^{3}+\lambda_{1}$ and $\varepsilon z^{3}+\delta_{x} \lambda_{1}^{3}+\lambda_{1}^{2}+\lambda_{2}^{2}$, where $\varepsilon, \delta \in\{-1,+1\}$, both have codimension 4. Miniveral unfoldings are given by the terms $x^{2}, x^{2} \lambda_{2}^{2}, x, x \lambda_{1}$ inthe first and by $x, x \lambda_{2}, 1, \lambda_{1}$ in the second case.

## Chapter 2

## Equivariant bifurcations with group action on state and parameter space

## 1 Introduction

This chapter is devoted to to a generalisation of the singularity theory approach to equivariant bifurcation thenry. In this context one atudies the equivalence relation of parametrined contact equivalence on a set of map pings $\mathbf{R}^{\boldsymbol{\mu}} \times \mathbf{R}^{\boldsymbol{k}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$, whese $\mathbf{R}^{\boldsymbol{n}}$ is referted to as the atate space and $\mathbf{R}^{\boldsymbol{k}}$ as the parameter space. Thrac concepts were introduced by Golubitaky and Srbarffer [GSj9h, GS79a]. Many cases have been studied, in which the bifurcations are equivariant, see e. [. [Me186], [Me188], [Mel87], [GR87], [GS84], [GSS88], [Ste88]. The property of equivariance is defined via a group action of a compact Lie group $\Gamma$ on the state space. The aim of this chapter is to study cases where the group $\Gamma$ acts on the parameter space an wrll. This type of group action has bern studied in a nomewhat different context by Janeczko and Roberte [JR91], who use the thoory of Lagrangian aingularities to clanify aymmetric caustics. (See also [JR] for their work on thin topic.)

The problematreated in this chapter ate crttain $\mathbf{Z}_{2}$ equivariant and $\mathbf{D}_{4}$
equivariant bifurcations. The first is a simple example treated to show that the general theory outlined in section 2 works. The case of $\mathbf{D}_{4}$-equivariant bifurcations forms the main example and in treated in aertion 3. The group action of $\boldsymbol{D}_{\mathbf{4}}$ defined there is motivated by a problem in phyairs laving this particular symmetry.

## 2 General definitions and background

### 2.1 Notation

The following is a list of notation used in chapter 2. More notation will be defined within the text.

Coordinates in the atate space $\mathbf{R}^{n}$ are denoted by $x:=\left(x_{1}, \ldots, x_{n}\right)$ and coordinates in the parameter space $\mathbf{R}^{*}$ by $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$.
$\boldsymbol{\varepsilon}_{\mathrm{m}_{1} \ldots \ldots, \ldots}$ denotes the ring of real-valued $C^{\infty}$-function germs in the variables $u_{1}, \ldots, u_{m}$ at $(0, \ldots, 0), \mathcal{M}_{w_{1}, \ldots, w_{m}}$ denotes the maximal ideal in $\boldsymbol{\varepsilon}_{w_{1} \ldots, u_{m}}$.

Let $\Gamma$ be a compact Lie group acting linearly on $\mathbf{R}^{n}$ and let $H o m_{r}\left(\mathbf{R}^{n}\right)$ denote the set of linear maps $\mathbf{R}^{n} \longrightarrow \mathbf{R}^{n}$ that commute with the artion of $\Gamma$. Then $\mathcal{C}(\Gamma)^{\text {a }}$ is defined to be the ronnected component containing the identity map of $H o m_{\Gamma}\left(\mathbf{R}^{n}\right) \cap G L(n, \mathbf{R})$.

The identity matrix in $G L(n, R)$ is denoted by $I_{m}$. The trivial group is deroted by 1 ,

The aymbol $\sim$ is used to denote $\Gamma$-equivalence. See definition 2.2.4.

### 2.2 Definitions and determinacy theorema

Deffition 2.2.1 Let $\Gamma$ be a compact Lie gronp arting on $\mathbf{R}^{\boldsymbol{n}} \times \mathbf{R}^{k}$ by

$$
\gamma \cdot(x, \lambda)=(\gamma x, \gamma \lambda)
$$

i. C. has onc representation on the state space $\mathbf{R}^{n}$ and another one on the parameter apace $\mathbf{R}^{\boldsymbol{*}}$
A) A smooth map germ $g: \mathbf{R}^{n} \times \mathbf{R}^{*} \longrightarrow \mathbf{R}^{n}$ at $(0,0)$ is said to be $\Gamma$ equivariant, if

$$
g(\gamma x, \gamma \lambda)=\gamma \cdot g(x, \lambda)
$$

for all $\gamma \in \Gamma, x \in \boldsymbol{R}^{n}$ and $\lambda \in \boldsymbol{R}^{\star}$.
B) A smooth function germ $f: \mathbf{R}^{n} \times \mathbf{R}^{*} \longrightarrow \mathbf{R}$ at $(0,0)$ i and to be [-invariant, if

$$
f(\gamma x, \gamma \lambda)=f(x, \lambda)
$$

for all $\gamma \in \Gamma, x \in \mathbf{R}^{n}$ and $\lambda \in \mathbf{R}^{k}$.
Remark 2.2.2 Let a particular group action of $I$ he fixed. Then the get of $\Gamma$-igvariant function germs forms a ring denoted by $\boldsymbol{\varepsilon}_{\mathrm{s} \lambda}(\Gamma)$. The set of $\Gamma$ equivariant map germs bas the structure of an $\mathcal{E}_{ \pm \lambda}(\Gamma)$-module and is denoted by $\overrightarrow{\mathcal{E}}_{\boldsymbol{F}}(\Gamma)$.

Deflnition 2.2.3 Let $g \in \overline{\mathcal{E}}_{s \lambda}(\Gamma)$. If $g$ aatisfies

$$
g(0,0)=0 \quad \text { and } \quad\left(D_{x} g\right)(0,0)=0
$$

it in called a bifurcation problem.
Deffition 2.2.4 Two bifurcation problems $g, h \in \overline{\mathcal{E}}_{\text {sh }}$ ( $\Gamma$ ) are naid to be $\Gamma$-equinalent, if there exist $\Gamma$-equivariant diffeonorphism germa $R$ and $S$ satiafying the conditions given below auch that

$$
h=S \cdot g \circ R
$$

$R$ is a diffeomorphisin germ $\mathbf{R}^{n} \times \mathbf{R}^{\boldsymbol{k}} \longrightarrow \mathbf{R}^{n} \times \mathbf{R}^{\boldsymbol{k}}$ at (0,0) of the form

$$
R(x, \lambda)=(X(x, \lambda), \Lambda(\lambda))
$$

where $X$ is a amooth map germ $\mathbf{R}^{n} \times \mathbf{R}^{\boldsymbol{k}} \longrightarrow \mathbf{R}^{\boldsymbol{n}}$ at $(0,0)$ satisfying

$$
X(0,0)=0
$$

and

$$
D_{s} X(0,0) \in \mathcal{C}(\Gamma)^{a}
$$

and where $\Lambda$ is a amooth map germ $\mathbf{R}^{\boldsymbol{A}} \longrightarrow \mathbf{R}^{\boldsymbol{h}}$ at 0 satisfying

$$
A(0)=\square
$$

and

$$
\operatorname{det}(D \Lambda(0)) \neq 0
$$

$S$ in a diffeomorphism germ $\mathbf{R}^{n} \times \mathbf{R}^{\mathbf{k}} \longrightarrow G L(n, R)$ at ( 0,0 ) satisfying

$$
S(0,0) \in \mathcal{C}(\Gamma)^{0}
$$

Remark 2.2.5 The property of $\Gamma$-equivariance for $S$ can be restated as

$$
S(\gamma z, \gamma \lambda)=\gamma . S(x, \lambda) \gamma^{-1}
$$

i. e. the action of $\Gamma$ on $G L(n, R)$ is defined by

$$
\gamma \cdot M=\gamma \cdot M \gamma^{-1}
$$

for all $\gamma \in \Gamma$ and $M \in G L(n, R)$. The net of all $\Gamma$-equivariant matrix-valued germs $\mathbf{R}^{n} \times \mathbf{R}^{\boldsymbol{k}} \longrightarrow G L(n, R)$ in denoted by $\overline{\mathcal{E}}_{\boldsymbol{F} \boldsymbol{h}}(\Gamma)$. The condition of $\Gamma$-equivariance for $R$ can be restated as

$$
\begin{gathered}
X(\gamma x, \gamma \lambda)=\gamma X(x, \lambda) \\
\Lambda(\gamma \lambda)=\gamma \Lambda(\lambda) .
\end{gathered}
$$

Using thene statements it is easy to show that the set of all $\Gamma$ equivalencen forms a group denoted by $E$, in which multiplication is defined in the standard way. (Compare [GSS88, Me]88] or part 1 of this thesis.)

Definition 2.2.B Let $g \in \bar{E}_{\Sigma \lambda}(\Gamma)$. Then

$$
T_{\bar{E}}^{\Gamma}(g):=\overrightarrow{\mathcal{E}}_{5 \lambda}(\Gamma) g+\left(D_{s} g\right) \overrightarrow{\mathcal{E}}_{x \lambda}(\Gamma)+\left(D_{\lambda g)} \vec{\varepsilon}_{\lambda}(\Gamma)\right.
$$

is called the extended tangent apare of the germ $g$. The number

$$
\operatorname{codim}^{\Gamma}(g):=\lim _{\mathbf{R}} \frac{\vec{E}_{+1}(\Gamma)}{T_{+}^{T}(g)}
$$

is said to be the $I$-codimenaion of the garm $g$.

The following in the determinacy result for $\Gamma$-equivalence due to Damon [Dam84].

Theorem 2.2.7 Let $g \in \overline{\mathcal{E}}_{x}(\Gamma)$. Then $g$ is finitely-determined emth vespect to $\Gamma$-equinalence if and only if $T_{E}^{[ }(g)$ has finite codimemsion in $\vec{\varepsilon}_{x \lambda}$ ( $\Gamma$ ).
Proof. This follows by alightly modifying Damon'e reault to account for the artion of $\Gamma$ on the parameter крace $\mathbf{R}^{k}$. (Compare theorem 10.2 in [Dam84].) ロ

Definition 2.2.8 Let $(S, R)=(S, X, \Lambda)$ be a $\Gamma$-equivalence at defined in definition 2.2.4. The aubgroup $U$ conaisting of all $\Gamma$-equivalences satisfying the additional conditions

$$
\begin{aligned}
S(0,0) & =I_{n} \\
D_{n} X(0,0) & =I_{n} \\
D_{\boldsymbol{A}} \Lambda(0) & =I_{4}
\end{aligned}
$$

is ralled the subgroup of uripotent $\Gamma$-equivalences.
Definition 2.2.g Let $g \in \overrightarrow{\mathcal{E}}_{s A}$ ( $\Gamma$ ). Then

$$
R T^{\Gamma}(g, U):=\mathcal{M}_{s \lambda}(\Gamma) g+\left(D_{\pi} g\right)\left(M_{s}^{2}+\mathcal{M}_{A}\right) \vec{\varepsilon}_{s \lambda}(\Gamma)
$$

is called the reatricted unspotent $\Gamma$-tangent space of the germ $g$ and

$$
T^{\Gamma}(g, U):=R T^{\Gamma}(g, U)+\left(D_{\lambda} g\right) \mathcal{M}_{\lambda}^{2} \vec{\varepsilon}_{\lambda}(\Gamma)
$$

is called the unipotent $\Gamma$-tangent space of the germ $g$.
Remark 2.2.10 The unipotent $\Gamma$-tangent spare $T^{\Gamma}(g, U)$ corzerponds to the group $U$ of unipotent $\Gamma$-equivalencen, It ban finite codimenaion if and only if $T_{e}^{\dagger}(g)$ has.

Deflnition 2.2.11 Let $g \in \overline{\mathcal{E}}_{r \lambda}(\Gamma)$. The following $\mathcal{E}_{r \lambda}(\Gamma)$-submodule of $\bar{\varepsilon}_{E \lambda}(\Gamma)$
$P(g)=\left\{p \in \vec{\varepsilon}_{r \lambda}(\Gamma) ; h+p \sim g\right.$ for all $h \in \overrightarrow{\mathcal{E}}_{r \lambda}(\Gamma)$ estisfying $\left.h \sim g\right\}$
is called the mondule of higheroonder terma of the germ $g$.

Definition 2.2.12 Let $E$ he the group of $\Gamma$-equivalences and let $V$ be a vector subapace of $\overrightarrow{\boldsymbol{E}}_{x \lambda}$ ( $\Gamma$ )
A) $V$ is said to be intrinsic, if it is invariant under the action of $E$, i. e. if $\boldsymbol{E} . \boldsymbol{V}=V$.
B) The vertor apace

$$
\text { ItrV:= } \prod_{\in E E} \mathrm{e} \cdot V
$$

is called the intrinsic part of $V$
The following thmorem duc to Gaffncy [Gaf80] baned on work by Druce, du Plessis and Wall [BdPW87] is a determinacy result fos $\Gamma$-equivalence.

Theorem 2.2.13 Let $g \in \overline{\mathcal{E}}_{x \lambda}(\mathrm{~F})$ be a geryn of finite codimernaion. Then

$$
P(g) \supset \operatorname{Itr}\left(T^{\ulcorner }(g, U)\right)
$$

Proof. The proof of this result is nnalogous to the one given in [Gaf86] in the cage of ordinary $\Gamma$-cquivalence.

### 2.3 An example with $Z_{2}$-symmetry

In this subsection a simple example for the general theory outlined above in considered. Let a group artion of $\Gamma=\mathbf{Z}_{\mathbf{2}}$ be defined hy

$$
-1 .(x, \lambda):=(-x,-\lambda) .
$$

It is easy to cherk (нес also [GSS88]) that $u_{1}:=x^{2}, u_{2}:=x \lambda$ and $u_{3}:=\lambda^{2}$ are generatora of $\mathcal{E}_{r \lambda}\left(\mathbf{Z}_{7}\right)$ and that they satisfy the relation

$$
u_{1} u_{3}-u_{2}^{1}=0 .
$$

Similarly one finds that $\overline{\mathcal{E}}_{5 \lambda}\left(\mathbf{Z}_{\mathbf{z}}\right)$ is generated by $\boldsymbol{x}$ and $\lambda$ over $\mathcal{E}_{\mathrm{s} \lambda}\left(\mathbf{Z}_{2}\right)$ and $\overline{\mathcal{E}}_{r \lambda}\left(\mathbf{Z}_{2}\right)=\mathcal{E}_{5 \lambda}\left(\mathbf{Z}_{2}\right)$. Hence the extended $\mathbf{Z}_{2}$-tangent bpace is

The extended tangent apace in the corresponding rase without symmetry (i. e. $\Gamma=1$ ), which in atudied in [GS84, Key86] is

$$
T_{e}^{\mathbf{1}}(g)=\varepsilon_{x \lambda}\left\{g_{1} g_{r}\right\}+\varepsilon_{\lambda}\left\{g_{\lambda}\right\} .
$$

Since

$$
T_{e}^{Z_{2}}(g)=T_{e}^{1}(g) \cap \vec{\varepsilon}_{z A}(\Gamma),
$$

it followa that any $\mathbf{Z}_{2}$-equivariant bifurcation problem $g$, which in finitelydetermined with renpect to 1 -equivalence, is finitely-determined with respert to $\mathbf{Z}_{2}$-equivalence as well.

Example 2.3.1 Let $g=\varepsilon x^{3}-\lambda$, where $\varepsilon \in(-1,+1)$. This is called a hysteresis bifurcation in [GS84]. Calculating $T_{e}^{\boldsymbol{Z}_{2}}(g)$ yields

$$
\begin{aligned}
T_{e}^{Z_{a}}\{g) & =\varepsilon_{u_{1} u_{2} u_{1}}\left\{\varepsilon x^{3}-\lambda, 3 \varepsilon x^{3}, 3 \varepsilon x^{2} \lambda\right\}+\mathcal{E}_{u_{j}}\{-\lambda\} \\
& =\varepsilon_{u_{1} u_{2} u_{1}}\left\{x^{3}, \lambda, x^{2} \lambda\right\} .
\end{aligned}
$$

It follows that

$$
\frac{\vec{\varepsilon}_{x \lambda}\left(\mathbf{Z}_{2}\right)}{T_{\varepsilon}^{Z_{2}}(g)}=\mathbf{R}\{x\} .
$$

This implies that codim ${ }^{\mathbf{Z}_{2}}(q)=1$ and a nuniversal unfolding of $g$ ia given by $E x^{3}-\lambda+\sigma x$

It in easy to check that $g=\varepsilon x^{3}-\lambda$ is the bifurcation of least possible $\mathbf{Z}_{\mathbf{2}}$-codimension and hence can be regarded as the generic $\mathbf{Z}_{2}$-equivariant bifurcation: Congider first a bifureation $h \in \overrightarrow{\mathcal{E}}_{\mathrm{a}}\left(\mathbf{(} \mathbf{Z}_{2}\right)$ having a non-vanishing 1 -jet. It follows by Mather'n lemma that $h$ is in either of the two orbits in the rpace of 1 -jets represented by $\lambda$ and $\lambda-\varepsilon x^{3}$. Continuing thin reasoning one finds a family of $\mathbf{Z}_{\boldsymbol{z}}$-equivariant germs

$$
g_{m}=\varepsilon \varepsilon^{2 m+1}-\lambda \text { for } m \geq 1
$$

where

$$
\frac{\bar{\varepsilon}_{夫 \lambda}\left(\mathbf{Z}_{2}\right)}{T_{\varepsilon}^{\mathbf{Z}_{2}}\left(g_{m}\right)}=\mathbf{R}\left\{x^{2 k+1}: 0 \leq k \leq m-1\right\}
$$

so that $\operatorname{codim}^{\mathbf{Z}_{\mathbf{a}}}\left(q_{m}\right)=m$. This result corresponds to the family $g_{m}=$ $\varepsilon x^{\frac{k}{k}}+\delta \lambda$ (where $\left.\delta \in\{-1,+1]\right)^{\prime}$ in the ungymmetric case. (Compare [GS84].) The complement of $T_{e}^{Z_{s}}\left(g_{m}\right)$ in $\overline{\mathcal{E}}_{s}\left(\mathbf{Z}_{2}\right)$ can - as oas would expert - be obtained by removing all the terman $x^{4}$ for even $I$ from the complement of $T_{e}^{1}\left(g_{m}\right)$ in $\bar{\varepsilon}_{x \lambda}(1)=\mathcal{E}_{x \lambda}$. These are precisely those terms whirh are not $\mathbf{Z}_{7}$ equivariant. Now consider a bifureation $h \in \vec{\varepsilon}_{F A}\left(\mathbf{Z}_{7}\right)$ with vaniabiug 1 -jet. It follows by formula 3.1 that $\operatorname{codim}^{Z_{3}}(h) \geq 2$.

## 3 D-symmetry

### 3.1 Intraduction

In this aection the following action of $\mathbf{D}_{4}$ on $\mathbf{R}^{2} \times \mathbf{R}^{\mathbf{2}}$ generated by

$$
\kappa .\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right):=\left(x_{1},-x_{2}, \lambda_{1}, \lambda_{2}\right)
$$

and

$$
\mu \cdot\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right):=\left(x_{2}, x_{1}, \lambda_{1},-\lambda_{2}\right)
$$

will be atudied. This is motivated by a problem in merhanics, Consider a thin aquare plate and two pajrs of forces $F_{1}$ and $F_{3}$ acting on it horizontally and vertically mahown in fggre 1.1. Construrting a mathomatical model for thia aituation loada to a desrription where two coordinatea $x_{1}, x_{2}$ represent different buckling modes and two parameters $F_{1}, F_{2}$ give the values of the forces. To study physirally interenting phenomena like buckling of the plate one can try to exploit the fact that the model has a certain nymmetry: The phynical situation does not change under the transformations

$$
\left(x_{1}, x_{2}, F_{1}, F_{2}\right) \longrightarrow\left(x_{1},-x_{2}, F_{1}, F_{2}\right)
$$

and

$$
\left(x_{1}, x_{2}, F_{1}, F_{2}\right) \rightarrow\left(x_{2}, s_{1}, F_{2}, F_{1}\right)
$$

[^2]

Figure 1.1: Forcen acting on a aquare plate

There two transformations generate a $D_{4}$-action. Introducing the new variathlea $\lambda_{1}:=F_{1}+F_{2}$ and $\lambda_{2}:=F_{1}-F_{2}$ this action appears in the form given above.

The following ia an outline of the material contained in this aection. from now on $\Gamma$ will alwayg refer to the particular action of $\mathbf{D}_{4}$ just described. The subsections 3.2 and 3.3 give results which explicitly deacrihe the ring $\mathcal{E}_{s \lambda}(\Gamma)$ of $\Gamma$-invariant function gerras, the module $\overrightarrow{\mathcal{E}}_{A}(\Gamma)$ of $\Gamma$-equivariant map germs and the module $\overrightarrow{\mathcal{E}}_{\pi \lambda}(\Gamma)$ of $\Gamma$-equivariant matrix-valued germs. For the later two sets of gencrators are found, which genprate these modules frecly over a ring $\mathcal{E}_{\mathrm{u}_{1}, \ldots, u_{4}}$, where $\boldsymbol{\varepsilon}_{1}, \ldots, \mathbf{w}_{4}$ are certain $\Gamma$-invariant germs. Using there remulta the tangent apaces $T_{\mathrm{E}}^{\dagger}(g)$ and $T^{\Gamma}(g, U)$ are determined in terms of the invariants and equivariants in subsection 3.4. This is the moat convenient way of doing calculations involving $T_{e}^{\Gamma}(g)$ and $T^{\Gamma}(g, U)$. Subsection 3.5 containe the main reault, namely a normal form for generir

D $_{4}$-equivariant bifurcations. it in obtajned by using theorem 2.2 .11 to determine the module of higher-order terms for the normal form. to this end it is necessary to work out $T^{\Gamma}(g, U)$ explicitly. this proves to be rather complicated and involves using the Mather-Malgrange preparation theorem (see [Mar82] and also part one). The next step in to show that $T^{\mathrm{r}}(g, U)$ in intrimsic in the spnse of definition 2.2.12. Finally the normal form is obtained by a acaling tranaformation. The last subsection containn bifurcation diagrams for the normal form.

### 3.2 Invariants

Let $\Gamma$ denote the action of $D_{4}$ on $R^{2} \times R^{2}$ generated by

$$
\kappa_{.}\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right):=\left(x_{1},-x_{2}, \lambda_{1}, \lambda_{2}\right)
$$

and

$$
\mu\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right):=\left(x_{2}, x_{1}, \lambda_{1},-\lambda_{2}\right) .
$$

Let $N, \delta, \Delta, u_{4}$ denote the following expression

$$
\begin{aligned}
N & :=x_{1}^{2}+x_{2}^{2} \\
\delta & :=x_{2}^{2}-x_{1}^{2} \\
\Delta & :=\delta^{2} \\
\mathbf{u}_{4} & :=\lambda_{2}^{2} .
\end{aligned}
$$

Also let $u:=\left(\omega_{1}, \ldots, u_{3}\right)$.
Proposition s.2.1 The ring $\mathcal{E}_{x}(\Gamma)$ of amooth $\Gamma$-inuariant functions can be written ar $\mathcal{E}_{u}$, where $u_{1}=N, u_{3}=\Delta_{1} u_{3}=\lambda_{1}, u_{4}=\lambda_{2}, u_{5}=\delta \lambda_{2}$.

Proof. By a theorem of Schwarz [Sch75] it is nufficient to nhow that every r-invariant polynomial can be writton as a polynomial in $u$.

Let $f$ be a polynomial in $\mathbf{R}\left[\boldsymbol{x}_{1}, z_{2}, \lambda_{1}, \lambda_{2}\right]$. Absume that $f$ is $\Gamma$-invariant. This in equivalent to the following two conditions:

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=f\left(x_{1},-x_{2}, \lambda_{1}, \lambda_{2}\right) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=f\left(x_{2}, x_{1}, \lambda_{1},-\lambda_{2}\right) . \tag{2.2}
\end{equation*}
$$

It follows from (2.1) that $f$ in an even function of $x_{2}$. Hence there existif a polynomial $\boldsymbol{f} \in \mathbf{R}\left[x_{1}, x_{1}, \lambda_{1}, \lambda_{2}\right]$ such that

$$
f=7\left(x_{1}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right) .
$$

Uning this and (2.2) it follown thet

$$
\begin{equation*}
F\left(x_{1}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right)=7\left(x_{2}, x_{1}^{2}, \lambda_{1},-\lambda_{2}\right) \tag{2.3}
\end{equation*}
$$

The right hand side of this equation is an evenfonction of $x_{1}$, hence the left hand aide is an well. Therefore there exista a polynomial $f$ nuch that

$$
J=f\left(x_{1}^{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right)
$$

and therefore

$$
f\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=f\left(x_{1}^{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right)
$$

The resule of the action of $\mu$ on $\left(x_{1}^{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right)$ in $\left(x_{2}^{2}, x_{1}^{3}, \lambda_{1},-\lambda_{2}\right)$. Equiva lently the result of its action on $\left.1 N, \delta, \lambda_{1}, \lambda_{2}\right)$ is $\left(N,-\delta, \lambda_{1},-\lambda_{2}\right)$. It is casy to nec that the invariants for the $\mathbf{Z}_{\mathbf{2}}$-action on $\mathbf{R}^{2}$ defined by

$$
-1 \cdot(x, y):=(-x,-y)
$$

are $x^{2}, x y$ and $y^{2}$. Hence the invariants in the case above are $N, \lambda_{1}$ aud $\delta^{3}=\Delta, \delta \lambda_{2}$ and $\lambda_{2}^{2}$. It follown that $f$ can be written as a polynomial in $\psi_{1}, \ldots, \psi_{5}$, which proves the result. $\square$

Remark 5.2.2 The invariant $\psi_{1}, \ldots u_{g}$ satisfy one relation, namely

$$
\mathbf{u}_{\mathbf{s}}^{\frac{1}{2}}=u_{\mathbf{2}} u_{\mathbf{4}}
$$

Otherwike there are no relations.

### 3.3 Equivariants

Proposition 3.s.1 $\vec{E}_{F A}(\Gamma)$ is generated by

$$
\binom{x_{1}}{x_{2}}, \Delta\binom{x_{1}}{-x_{2}} \text { and } x_{2}\binom{x_{1}}{-x_{2}}
$$

as an $\varepsilon_{s \lambda}(\Gamma)$-module.
Proof. By a theotem of Poenaru [Poe76] it is sufficient to show that

$$
\binom{x_{1}}{x_{2}}, \quad \delta\binom{x_{1}}{-x_{2}} \quad \text { and } \quad \lambda_{2}\binom{x_{1}}{-x_{2}}
$$

generate $\overrightarrow{\mathcal{P}}(\Gamma)$ the $\mathcal{P}(\Gamma)$-module of $\Gamma$-equivariant polynomials. Let $f \in$ $\overrightarrow{\mathcal{P}}(\Gamma) . f$ can be witten as

$$
f\left(x_{1}, \lambda_{3}, \lambda_{1}, \lambda_{2}\right)=\binom{f_{1}\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)}{f_{2}\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)} .
$$

where $f_{1}, f_{2} \in \mathbf{R}\left[x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right]$
Since $f$ is $\Gamma$ - equivariant. $f$ commuten with $\kappa$. This is equivalent to

$$
\begin{aligned}
& f_{1}\left(x_{1},-x_{2}, \lambda_{1}, \lambda_{2}\right)=f_{1}\left(x_{1}, x_{2}, \lambda_{1},-\lambda_{2}\right) \\
& f_{2}\left(x_{1},-x_{2}, \lambda_{1}, \lambda_{2}\right)=-f_{2}\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right) .
\end{aligned}
$$

It follows that $f_{1}$ is an even and $f_{1}$ an odd function of $x_{2}$. Hence there exist polynomials $\bar{f}_{1}$ and $f_{2}$ such that

$$
\begin{aligned}
& f_{1}\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=\boldsymbol{f}_{1}\left(x_{1}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right) \\
& f_{2}\left(x_{1}, x_{1}, \lambda_{1}, \lambda_{2}\right)=x_{2} \mathcal{F}_{2}\left(x_{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right) .
\end{aligned}
$$

Uaing the fart that $f$ commuter with $\mu$ an well a similar argument shows that

$$
\begin{equation*}
f\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=\binom{x_{1} f_{1}\left(x_{1}^{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right)}{x_{2} f_{2}\left(x_{1}^{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right)} \tag{3.1}
\end{equation*}
$$

for some polynomials $f_{1}$ and $f_{2}$. Define $a:=x_{1}^{2}$ and $\beta:=x_{2}^{2}$ and consider the mapping $f$ given by

$$
f\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right)=\binom{\bar{f}_{1}\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right)}{\hat{f}_{2}\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right)} .
$$

The condition $\mu . f=f \mu$ can be reatated an

$$
\begin{align*}
& f_{1}\left(\beta, \alpha, \lambda_{1},-\lambda_{2}\right)=\hat{f}_{2}\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right)  \tag{3.2}\\
& f_{2}\left(\beta, a, \lambda_{1},-\lambda_{2}\right)=f_{1}\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right) . \tag{3.3}
\end{align*}
$$

Defining

$$
g_{1}:=\frac{1}{2}\left(f_{1}+\hat{f}_{2}\right)
$$

and

$$
g_{2}:=\frac{1}{2}\left(f_{1}-f_{2}\right)
$$

the last two equations are equivalent to $g_{1 / 4}=g_{1}$ and $g_{2} \not \mu_{1}=-g_{2}$. Since $\kappa$ acta trivially on ( $\alpha, \beta, \lambda_{1}, \lambda_{2}$ ) the first condition means that $g_{1}$ is $\Gamma$-invariant.

The second condition implies that

$$
g_{2}=g_{21}(o-\beta)+g_{22} \lambda_{2}
$$

which can be seen by considering the $Z_{2}$-action mentioued in the proof of propasition (3.2.1). Returning to (3.1) restbstituting yields

$$
f_{1}\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=g_{1}\binom{x_{1}}{x_{3}}-g_{21} \delta\binom{v_{1}}{-x_{2}}+g_{22} \lambda_{2}\binom{x_{1}}{-x_{2}}
$$

which proves the rosult. $\square$
Proposition 5.3.2 $\vec{E}_{x \lambda}(\Gamma)$ is geriemted by

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \cdot\left(\begin{array}{cc}
\lambda_{2} & 0 \\
0 & -\lambda_{2}
\end{array}\right) \cdot\left(\begin{array}{cc}
\delta & 0 \\
0 & -\delta
\end{array}\right)
$$

$$
\left(\begin{array}{cc}
0 & x_{1} x_{2} \\
x_{1} x_{2} & 0
\end{array}\right),\left(\begin{array}{cc}
0 & x_{1} x_{2} \lambda_{2} \\
-x_{1} x_{2} \lambda_{2} & 0
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
0 & x_{1} x_{2} \delta \\
-x_{1} x_{2} \delta & 0
\end{array}\right)
$$

an an $\mathcal{E}_{x A}(\Gamma)$-tnodule.

Proof. This proof is very nimilar to the one of proposition 3.3.1. For this reason some of the details are omitted. Let $S \in \overline{\mathcal{E}}_{5 \lambda}(\Gamma)$. This in equivaleat to the two ronditions

$$
S\left(\kappa,\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)\right)=\kappa, S\left(x_{1}, z_{2}, \lambda_{1}, \lambda_{2}\right) \kappa^{-1}
$$

and

$$
S\left(\mu \cdot\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)\right)=\mu \cdot S\left(x_{1}, z_{1}, \lambda_{1}, \lambda_{2}\right) \mu^{-1} .
$$

Aa before we can assume that the components of $S$ are polynomiala. Using the definitions for $\kappa$ and $\mu$ it can be shown that there exist polynomials $\dot{i}_{i}$, ( $1 \leq i, j \leq 2$ ) aurb that

$$
S\left(x_{1}, x_{2}, \lambda_{1}, \lambda_{2}\right)=\left(\begin{array}{cc}
s_{11}\left(x_{1}^{2}, x_{2}^{2}, \lambda_{1}, \lambda_{2}\right) & x_{1} x_{2} s_{12}\left(x_{1}^{2}, x_{2}^{4}, \lambda_{1}, \lambda_{2}\right)  \tag{3.4}\\
x_{1} x_{2} \dot{s}_{12}\left(x_{2}^{2}, x_{1}^{2}, \lambda_{1},-\lambda_{2}\right) & s_{11}\left(x_{2}^{3}, x_{1}^{2}, \lambda_{1},-\lambda_{2}\right)
\end{array}\right)
$$

The following polynomial mappinga ( $a:=x\}, B=x\}$ )

$$
S_{1}\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right)=\binom{\lambda_{1}\left(\alpha, \beta, \lambda_{1}, \lambda_{2}\right)}{i_{1}\left(\beta, \alpha, \lambda_{1},-\lambda_{2}\right)}
$$

and

$$
S_{2}\left(\alpha, \beta, \lambda_{2}, \lambda_{2}\right)=\binom{\lambda_{12}\left(\alpha, \beta_{1}, \lambda_{1}, \lambda_{2}\right)}{\lambda_{1}\left(\beta, \sigma, \lambda_{1},-\lambda_{2}\right)}
$$

both satisfy conditions (3.2) and (3.3) in the proof of proposition 3.2.1. The reasoning there shows that the diagonal elements of the matrix in (3.4) are of the types

$$
n\binom{1}{1}, b\binom{\lambda_{2}}{-\lambda_{2}}, c\binom{6}{-\lambda} \text { or }\binom{0}{0} .
$$

where $a, b, c \in \mathcal{E}_{\mathrm{r} \lambda}(\Gamma)$. The last case orcura, when $S_{1}=0$.
In the same way it follows that the off-diagonal elements in 3.4 are of the types

$$
\varphi\binom{x_{1} x_{2}}{x_{1} z_{2}} \cdot f\binom{x_{1} x_{2} \lambda_{2}}{-x_{1} x_{2} \lambda_{2}} \cdot g\binom{x_{1} x_{2} \hat{c}}{-z_{1} z_{2} \delta} \cdot\binom{0}{0} .
$$

where $e, f, g \in \mathcal{E}_{r \lambda}(\Gamma)$. The result follows, a

Propoaition s.s.s $A) \mathcal{\varepsilon}_{\lambda}(\Gamma)=\mathcal{E}_{\lambda_{1} \omega_{4}}$, where $u_{4}=\lambda_{2}^{2}$.
B) $\vec{\varepsilon}_{\perp}(\Gamma)$ an freely genemited by

$$
\binom{1}{0} \quad \text { and }\binom{0}{\lambda_{2}}
$$

as an $\mathcal{E}_{\lambda}(\Gamma)$-modude.
Proof. A) This followa immediately from proponition 3.2.1
B) Let

$$
\Lambda\left(\lambda_{1}, \lambda_{2}\right)=\binom{\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)}{\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)}
$$

be $\Gamma$-equivariant. This is equivalent to $\mu . \Lambda=A \mu$, i. e.

$$
\binom{\Lambda_{1}\left(\lambda_{1}, \lambda_{2}\right)}{-\Lambda_{2}\left(\lambda_{1}, \lambda_{2}\right)}=\binom{\Lambda_{1}\left(\lambda_{1},-\lambda_{2}\right)}{\Lambda_{2}\left(\lambda_{2},-\lambda_{2}\right)}
$$

Hence $\Lambda_{1}$ is an even and $\Lambda_{2}$ an odd function of $\lambda_{2}$, which implien that $\binom{1}{0}$ and $\binom{0}{\lambda_{2}}$ generate $\vec{\varepsilon}_{\lambda}(\Gamma)$ ove; $\mathcal{\varepsilon}_{\lambda}(\Gamma)$. It in straightforward to eheck that these generators are free. $\square$

Unlike as for $\overrightarrow{\mathcal{E}}_{\lambda}$ ( $\Gamma$ ) the sets of gencrators given for $\overrightarrow{\mathcal{E}}_{\boldsymbol{F} \lambda}(\Gamma)$ and $\overrightarrow{\mathcal{E}}_{\boldsymbol{E} A}$ ( $\Gamma$ ) are not free. This is due to the fact that the $\Gamma$ - invariante $u_{i}, \ldots$, $u_{3}$ satisfy a relation. (See remark 3.2.2.) Howner, for the tangent spare calculatiouk in subsection 3.4 it will be advantageous to work with free modules. To this end we show that both $\overrightarrow{\mathcal{E}}_{x \lambda}(\Gamma)$ and $\overrightarrow{\mathcal{E}}_{x \lambda}(\Gamma)$ can be writen as free modtules over $\mathcal{E}_{\mathrm{w}_{1}, \ldots, u_{4}}$ by increasing the number of gencrators.

Proposition 3.3.4 $\overline{\mathcal{E}}_{5 \lambda}(\Gamma)$ is freely generated by

$$
\binom{x_{1}}{x_{2}} \cdot A\binom{x_{1}}{-x_{2}} \cdot \lambda_{2}\binom{x_{1}}{-x_{2}} \cdot \Delta \lambda_{2}\binom{x_{1}}{x_{2}}
$$

an an $\mathcal{E}_{\mathrm{w}_{1}, \ldots, w_{4}}$-madule.

Proof. Let $g \in \overline{\boldsymbol{\varepsilon}}_{\mathrm{ra}}$ (Г). Hy propoaition 3.3 .1 g can be written an

$$
Q=p\binom{x_{1}}{x_{2}}+Q s\binom{z_{1}}{-x_{2}}+r \lambda_{2}\binom{x_{1}}{-x_{2}}
$$

where $p, q, r \in \mathcal{E}_{x \lambda}(\Gamma)=\varepsilon_{w_{1}, \ldots, w_{b}}$. Since $u_{5}^{2}=u_{a} u_{4}$, there exiat germs $p_{1}, q_{1}, r_{1} \in \mathcal{E}_{a_{1}}, \ldots, \ldots(1=1,2)$ such that

$$
\begin{aligned}
& p=p_{1}+\delta \lambda_{2} p_{2} \\
& q=q_{1}+\delta \lambda_{2} q_{2} \\
& r=r_{1}+\delta \lambda_{2} r_{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
p\binom{x_{1}}{x_{7}} & =p_{1}\binom{x_{1}}{x_{2}}+p_{2} \lambda_{2}\binom{x_{1}}{x_{2}}, \\
q\binom{x_{1}}{-x_{2}} & =q_{1} x_{1}\binom{x_{1}}{-x_{2}}+\Delta_{p_{2} \lambda_{2}}\binom{x_{1}}{-x_{2}} . \\
+\lambda_{2}\binom{x_{1}}{-x_{2}} & =r_{1} \lambda_{2}\binom{x_{1}}{-x_{2}}+u_{4} r_{2}\binom{x_{1}}{-x_{2}}
\end{aligned}
$$

It follows that

$$
\binom{x_{1}}{x_{2}} \cdot \theta\binom{x_{1}}{-x_{2}} \cdot \lambda_{2}\binom{x_{1}}{-x_{2}} \cdot 6 \lambda_{2}\binom{x_{1}}{x_{2}}
$$

gencrate $\overrightarrow{\mathcal{E}}_{\boldsymbol{x \lambda}}(\Gamma)$ an an $\mathcal{E}_{u_{1}, \ldots, w_{4}}$-module.
Now suppore

$$
a\binom{x_{1}}{x_{2}}+b s\binom{x_{1}}{-x_{2}}+e \lambda_{2}\binom{x_{1}}{-x_{2}}+d \theta \lambda_{2}\binom{x_{1}}{x_{2}}=\binom{0}{0}
$$

where $a, b, r, d \in \mathcal{E}_{u_{1}, \ldots, w_{a}}$. Thia is equivalent to two equations:

$$
\begin{align*}
& a+b d+c \lambda_{2}+d A \lambda_{2}=0  \tag{3.5}\\
& a-b \delta-c \lambda_{2}+d d \lambda_{2}=0 . \tag{3.6}
\end{align*}
$$

Adding thene yielda

$$
2 a+2 d A \lambda_{2}=0
$$

which is equivalent to

$$
a=-\delta \lambda_{1} d
$$

$a$ is an even function of $\lambda_{2}$. Thin implien $d=0$ and bence $a=0$. Similarly. anberacting (3.6) from (3.5) yields

$$
2 b b+2 c \lambda_{2}=0
$$

which implies $c=0$ and $b=0$. Heuce the four mappings given above ate free generators of $\overline{\mathcal{E}}_{\mathrm{FA}}(\boldsymbol{\Gamma})$ over $\mathcal{E}_{w_{1}, \ldots, w_{4}}$.
Proposition s.a.s $\vec{E}_{\text {sA }}(\Gamma)$ is freely generated by

$$
\begin{gathered}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \cdot\left(\begin{array}{cc}
\lambda_{2} & 0 \\
0 & -\lambda_{2}
\end{array}\right) \cdot\left(\begin{array}{cc}
\delta & 0 \\
0 & -6
\end{array}\right) \\
\left(\begin{array}{cc}
0 & x_{1} x_{2} \\
x_{1} x_{2} & 0
\end{array}\right) \cdot\left(\begin{array}{cc}
0 & x_{1} x_{2} \lambda_{2} \\
-x_{1} z_{2} \lambda_{2} & 0
\end{array}\right),\left(\begin{array}{cc}
0 & x_{1} x_{2} \lambda \\
-x_{1} x_{2} \delta & 0
\end{array}\right) \\
\delta \lambda_{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \delta \lambda_{2}\left(\begin{array}{cc}
0 & x_{1} x_{3} \\
x_{1} x_{2} & 0
\end{array}\right)
\end{gathered}
$$

as an $\mathcal{E}_{\text {ul }_{1}, \text { wa }}$-module.
Proof. Let $S_{1}, \ldots, S_{0}$ be the matricen listed in proposition 3.3 .2 and let

$$
\begin{aligned}
& S_{7}=\delta \lambda_{2}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& S_{5}=\delta \lambda_{2}\left(\begin{array}{cc}
0 & r_{1} r_{2} \\
r_{1} \pi_{2} & 0
\end{array}\right)
\end{aligned}
$$

Let $F=\mathcal{E}_{\mathrm{m}_{1}, \ldots, \mathrm{c}_{4}}\left\{S_{1} \ldots, S_{s}\right\}$. To show that $F-\overrightarrow{\mathcal{E}}_{\boldsymbol{F} \boldsymbol{\lambda}}(\Gamma)$, it in sufficient to check that $\delta \lambda_{2} S, \in F$ for $j=1, \ldots, 6$. Thia condition is shown to hold
by the following calculationa:

$$
\begin{aligned}
& \delta \lambda_{2} S_{1}=S_{7}, \\
& \delta \lambda_{1} S_{2}=\mathrm{u}_{4} S_{3}, \\
& \delta \lambda_{1} S_{3}=\Delta S_{2}, \\
& \delta \lambda_{2} S_{4}=S_{\mathrm{a}} . \\
& \delta \lambda_{2} S_{\mathrm{a}}=u_{4} S_{a}, \\
& \delta \lambda_{2} S_{8}=\Delta S_{3} .
\end{aligned}
$$

Now auppore

$$
\sum_{t=1}^{n} a, S_{i}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

where $a_{4} \in \mathcal{E}_{\mathrm{w}, \ldots, \ldots, \ldots}$ for $1=1 \ldots, 8$, This condition $i=$ equivalent to four equations involving $a_{1} \ldots, a_{b}$. It in eany to rheck that these equations consist of two pairn cach of which can be treated analogonsly to the proof of proponition 3.3.4. In this why it follown that $a_{1}=0$ for $1=1, \ldots .8$ and


### 3.4 Tangent apaces for the $\mathrm{D}_{\mathbf{4}}$-action

To he able to conveniently calculate with r-etpuivariant germs, we use invariant notation. Compare [GSS88, GR87]. From now on the abhreviation $\Psi:=\left(u_{1}, \ldots, u_{4}\right)$ is used.

Deflnition s.4.1 A) Let $p, q, r, a \in \mathcal{E}_{\mathbb{\#}}$. Then

$$
\left|p, q, r_{1} s\right|=p\binom{x_{1}}{x_{2}}+q^{\delta}\binom{x_{1}}{-r_{2}}+r \lambda_{2}\binom{x_{1}}{-x_{2}}+\Delta \delta \lambda_{2}\binom{x_{1}}{x_{2}} .
$$

B) Let $I_{4}$ be idrals in $\varepsilon_{\bar{w}}$ for $i=1 \ldots, 4$. Then we define the following submodule of $\vec{\varepsilon}_{P A}(\Gamma)$ :

$$
\left.\left[I_{1}, I_{2}, I_{3}, I_{4}\right]:=I_{1}[1,0,0,0]+I_{2}[0,1,0,0]+I_{3} \mid 0,0,1,0\right]+I_{4}[0,0,0,1] .
$$

Remark 3.4.2 Dy proposition 3.3 .4 each germ $g \in \overline{\mathcal{E}}_{\boldsymbol{x}}(\Gamma)$ can be written uniquely an $g=[p, q, 5, s]$ for some $p, q, P_{i}, A \in \mathcal{E}_{G}$. In other wordn $\overline{\mathcal{E}}_{A} A(\Gamma)$ $\operatorname{can}$ be identificed with $\mathcal{E}_{\Xi} \oplus \mathcal{E}_{\mathbb{U}} \oplus \mathcal{E}_{\mathbb{W}} \oplus \mathcal{E}_{\mathbb{I}}$.

The remainder of this subarction in devoted to formalae for the varions tangent sparen

Proposition s.4.s Let $g=[p, q, r, s]$, where $p, q, r, s \in \mathcal{E}_{\square}$. Then

$$
T_{e}(g)=\varepsilon_{\square I}\left\{g_{1+\ldots, g_{12}}\right\}+\varepsilon_{\lambda_{1} \omega_{1}}\left\{g_{13}, g_{14}\right\}
$$

where
$g_{1}=[p, q, r, s]$,
$g_{\boldsymbol{z}}=\left[u_{4} r_{0} u_{4} \boldsymbol{n}, p, q\right]$,
$g=[\Delta q, p, \Delta n, r]$,
$g_{4}=\left[N_{p}-\Delta q, p-N_{q},-N r+\Delta s_{1}-r+N_{s}\right]$.
$\left.g_{s}=\mid \Delta p-N \Delta q \cdot N p-\Delta q, N \Delta_{s}-\Delta r, \Delta s-N r\right]$,
$\left.g_{n}=\mid-N u_{4} r+\Delta u_{4} s_{v}-u_{4} r+N u_{4} n_{1}, N p-\Delta p_{p} p-N_{q}\right]$,
$g_{7}=\left|\Delta u_{4} s_{1}, w_{4} r, \Delta q, P\right|$.
$g_{a}=\left[-\Delta u_{4} r+N \Delta u_{4} s_{4}-N{u_{4}}+\Delta u_{4} \Delta, \Delta p-N \Delta q, N p-\Delta q\right]$,
$g_{9}=\left[2 N_{P N}+4 \Delta p_{\Delta}+p, 2 N_{\Delta N}+4 \Delta q_{\Delta}+3 q, 2 N r_{N}+4 \Delta r_{\Delta}+r_{1}\right.$ $\left.2 N_{A N}+4 \Delta s_{\Delta}+3\right]_{1}$.
$g_{\mathrm{IU}}=\left[-2 \Delta p_{N}-4 N \Delta p_{\Delta}+\Delta q_{1}-2 \Delta q_{N}-4 N \Delta g_{\Delta}-2 N_{q}+p_{1}\right.$ $\left.-2 \Delta r_{N}-4 N \Delta r_{\Delta}+\Delta s,-2 \Delta s N-4 N \Delta s \Delta-2 N s+r\right]$.
$g_{11}=1-2 \Delta u_{4} A_{N}-4 N \Delta v_{4} A_{\Delta}-2 N v_{4}+u_{4} r_{1}-2 u_{4} q_{N}-4 N_{u_{4} q_{\Delta}}+u_{4} A_{1}$ $\left.-2 \Delta q_{N}-4 N \Delta q_{\Delta}-2 q N+p_{1}-2 p_{N}-4 N p_{\Delta}+q\right]$.
$g_{12}=\left\{2 N \Delta_{u_{4}}\left(p_{N}+s_{N} \mid+4 د^{2} u_{4}\left(p_{\Delta}+s_{\Delta}\right)+3 \Delta v_{4} s_{1}\right.\right.$
$\left.2 N u_{4} r_{N}+4 \Delta u_{4} r_{\Delta}+u_{4} r .2 N \Delta q_{N}+4 \Delta^{2} q_{\Delta}+3 \Delta q, p\right]$.
$g_{1 \pi}=\left\langle p_{\lambda_{1}}, q \lambda_{\lambda_{1}}, r_{\lambda_{1}}, s_{\lambda_{1}}\right]_{\text {, }}$
$g_{14}=\left[2 u_{4} P_{u_{4}}, 2 u_{4} q_{u_{4}}, 2 u_{4} r_{u_{4}}+r, 2 u_{4} n_{m_{4}}+s\right]$.
Progf. By definition 2.2.6

$$
T_{r}(g)=\bar{\varepsilon}_{x \lambda}(\Gamma)_{g}+\left(D_{r g}\right) \bar{\varepsilon}_{r \lambda}(\Gamma)+\left(D_{\lambda g}\right) \vec{\varepsilon}_{\lambda}(\Gamma)
$$

The generatorn $g_{1}, \ldots, g_{\mathrm{B}}$ are obtained by propoaition 3.3.5. We have

$$
g_{4}=S_{1}[p, q, r, s]
$$

for $:=1, \ldots .8$, where $S_{1}$ are the generators of $\vec{E}_{\Sigma \lambda}(\Gamma)$ from proposition 3.3.5. Tahle 4.1 displays a list of all the products $S_{1} y_{y},(1=1, \ldots, 8, j=$ $1, \ldots, 4$ ), where $y$, are the generators of $\overrightarrow{\mathcal{E}}_{5 \lambda}(\Gamma)$ from propoaition 3.3.4. The

|  | $y_{1}$ | $y_{2}$ | ys | $y_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $S_{1}$ | [1, 0, 0, 0] | $[0,1,0,0]$ | [0.0.1, 0] | $[0,0,0,1]$ |
| $S_{2}$ | [0,0, 1, 0] | $[0,0,0,1]$ | [ $u_{4}, 0,0,0$ ] | [0. $\left.\mathbf{w}_{4}, 0,0\right]$ |
| $S_{3}$ | [0, 1, 0, 0] | [ $\Delta, 0,0,0$ ] | [ $0,0,0,1$ ] | $[0,0, \Delta, 0]$ |
| $S_{4}$ | $\frac{1}{2}[N, 1,0,0]$ | $-\frac{1}{[\Delta, N, 0,0]}$ | $-\frac{1}{3}[0,0, N, 1]$ | $\frac{1}{2}\left[0,0, \Delta, N^{\prime}\right]$ |
| $S_{5}$ | $\frac{1}{2}(\Delta, N, 0,0]$ | $-\frac{1}{3}[N \Delta, \Delta, 0,0]$ | $-\frac{1}{2}[0,0, \Delta, N]$ | $\frac{1}{2}[0,0, N \Delta, \Delta]$ |
| $S_{6}$ | $\frac{1}{2}[0,0, N, 1]$ | $-\frac{1}{2}[0,0, \Delta, N]$ | $-\frac{1}{2}\left[N u_{4}, u_{4}, 0,0\right]$ | $\frac{1}{2}\left[\Delta u_{4}, N_{u_{4}}, 0,0\right]$ |
| $S_{T}$ | [0,0.0.1] | $[0,0 . \Delta, 0]$ | $\left[0, u_{4}, 0,0\right]$ | $\left.\mid \Delta u_{1}, 0,0,0\right]$ |
| $S_{\text {m }}$ | $f[0,0, \Delta, N]$ | $-\frac{1}{2}[0,0, N \Delta, \Delta]$ | $-\frac{1}{2}\left[\Delta u_{4}, N u_{4}, 0.0\right]$ |  |

Table 4.1: The products $S, y$,
expreseions for $91 . \ldots, g_{\text {a }}$ follow immediately from table 4.1. (Table 1.1 will be uked again in the proof of lemma 3.5.7.)

The generators 49, .., 912 ariac from $\left(D_{s} g\right) \overrightarrow{\mathcal{E}}_{x+}(\Gamma)$. They are obtained as follows. We have

$$
g_{j}=\left(D_{s} g\right) y_{j}
$$

for $j=1, \ldots, 4$. Note that

$$
D_{s y}=D_{x}\left(p\binom{x_{1}}{x_{2}}\right)+D_{x}\left(q \delta\binom{x_{1}}{-x_{2}}\right)+D_{x}\left(r \lambda_{2}\binom{x_{1}}{-x_{2}}\right)
$$

$$
\begin{equation*}
+D_{x}\left(s \delta \lambda_{2}\binom{x_{1}}{x_{2}}\right) . \tag{4.1}
\end{equation*}
$$

The formulae for $q$, $, \ldots, q_{12}$ now follow hy calculating all the products of the four terms in ( 4.1 ) and $y_{1}, \ldots, y_{4}$. One sample calculation will be given for

$$
D_{v}\left(\underline{y}\binom{x_{1}}{-x_{2}}\right) \lambda_{2}\binom{x_{1}}{-x_{3}} .
$$

Firstly, we have

$$
\left(\frac{\partial q}{\partial x_{1}}, \frac{\partial q}{\partial x_{2}}\right)=\left(2 x_{1} q_{N}-4 z_{1}, \psi_{4}, 2 x_{2 q N}+4 r_{z^{i} q_{A}}\right)
$$

Hence

$$
\begin{aligned}
& D_{z}\left(q_{\delta}\binom{x_{1}}{-x_{a}}\right)=\delta\binom{x_{1}}{-x_{2}}\left(2 x_{1 q_{N}}-4 x_{1} \delta q_{\Delta}, 2 x_{2 q N}+4 x_{2} \delta q_{\Delta}\right) \\
& +4 D_{x}\left(x\binom{x_{1}}{-x_{2}}\right) \\
& =E\binom{a_{1}}{-x_{1}}\left(2 x_{1} q_{N}-4 x_{1} \phi_{q_{\Delta}} 2 x_{2 q_{N}}+4 x_{2} g_{q_{\Delta}}\right) \\
& +y\left(\begin{array}{cc}
-2 x y+1 & 2 x_{1} x_{z} \\
2 x_{1} x_{2} & -2 x_{2}^{2}-\delta
\end{array}\right)
\end{aligned}
$$

This yields

$$
\begin{aligned}
D_{v}\left(q_{l}\binom{x_{1}}{-z_{2}}\right) \lambda_{2}\binom{x_{1}}{-x_{2}}= & \binom{x_{1}}{-x_{2}}\left(-2 q_{N}-4 N q_{\Delta}\right) \delta \lambda_{2} \\
& +q \lambda_{2}\binom{x_{1}(\delta-2 N)}{x_{2}(\delta+2 N)} \\
= & {\left[0.0 .-2 \Delta q_{N}-4 N \Delta q_{\Delta}-2 q N, q\right] . }
\end{aligned}
$$

The calculations for the generators $g_{13}$ and $g_{14}$ arising from $\left(D_{2 g}\right) \vec{E}_{\lambda}(\Gamma)$ are ronsiderably easier and are therefore omitted. $\square$

Proposition 3.4.4 Let $g=[p, q, r, s]$, where $p, g, r, s \in \mathcal{E}_{\mathrm{Z}}$ and Let $g_{1} \ldots, g_{14}$ be an in proposition s.4.s. Then
$T(g, U)=\mathcal{E}_{9}\left\{N_{g_{1}}, \Delta g_{1}, \lambda_{1} g_{1}, v_{4} g_{1}, g_{2}, g_{3}, g_{4}, g_{8}, g_{8}, g_{7}, g_{a}, N g_{0}, \Delta g_{9}, \lambda_{1} g_{0}\right.$.
$\left.\mathbf{u}_{4} 9_{9}, g_{10}, g_{11}, g_{12}\right\}$
$+\varepsilon_{\lambda_{1,1},}\left\{\lambda_{1} g_{13}, t_{4} g_{13}, \lambda_{1} g_{14}, u_{4} g_{14}\right\}$
Proof. The result follows in the same way an for $T_{e}(g)$ - the only difference being the use of the conditions for unipotent $\mathbf{D}_{4}$-equivalences. (Compare definition 2.2.9.)

Proposition s.4.5 Let $g=\lfloor p, q, r, s]$, where $p, q, r, s \in \mathcal{E}_{\mathrm{u}}$ and let $g_{1}, \ldots, g_{14}$ be as in proposition 9.4.3. Then

$$
T_{e}(g)=T(g, V)+\mathbf{R}\left\{g_{1} \cdot g_{9}, g_{13}, \lambda_{1} g_{13}, g_{11}\right\}
$$

Proof. This follows immodiately from propositions 3.4.3 and 3.4.4. $[$

### 3.5 The generic normal form

Theorem 3.5.1 Lef $g=\left\{e_{0} \lambda_{1}+\sigma N, \ell_{1}, 1,0\right]$, where $\epsilon_{0}, \mathbb{E}_{1} \in\{-1,+1\}$ and $0 \neq 0, e_{1}$. Then $g$ has $\mathrm{D}_{4}$-codimernion 1. All bifumations $h=[p, q, r, s]$, which satinfy $p=0, q \neq 0, p_{N} \neq 0, p_{N}-q \neq 0, p_{\lambda_{1}} \neq 0$ and $r \neq 0$ are equivalent to $g$, with the coefficients co, ti and a satisfying the conditions $\epsilon_{0}=\operatorname{Eg} p_{\lambda_{1}}, \epsilon_{1}=\operatorname{kgq}$ and $\alpha=p_{N} /\left|\phi_{0}\right|$. Difurcatione whech do not satinfy all non-degeneracy conditions are of higher codimension than $g$.

The proof of theorem 3.5.1 will he given at the rad of this oubsection
Remark S.5.2 The theorem ran be interpreted in the following way: The parameter $a$ which satisfies $a=p_{N} /|\eta|$ can be regarded as a modulus. In the proof of theorem 3.5 .1 it will be shown that

$$
\begin{aligned}
T_{e}(g)= & \left|<N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, u_{4} \geqslant, M, M, l\right| \\
& +\mathbf{R}\left\{a\{N, 0,0,0]+e_{1}[0,1,0,0],[1,0,0,0],\left[\lambda_{1}, 0,0,0\right],[0,0,1,0]\right\}
\end{aligned}
$$

Here $\mathcal{M}$ denotea the maximal ideal in $\mathcal{E}_{\mathbb{U}}$. Hence $[\mathcal{N}, 0,0,0]$ can be chosen as an unfolding term since

$$
T_{e}(g)+\mathrm{R}[N, 0.0 .0]=\vec{\varepsilon}_{\Sigma \lambda}(\Gamma)
$$

For this reason it is juntified to regard the normal form $g=\left[\epsilon_{0} \lambda_{1}+\alpha N_{1}, \epsilon_{1}, 1,0\right]$ as the generic $\mathbf{D}_{4}$-equivariant bifurcation.

Lemmes.s.s Let $g=\left[\lambda_{1}+\sigma N, \beta, 1,0\right]$, where $a, \beta \neq 0$ and $\boldsymbol{n} \neq \beta$. Then

$$
T(g, U)=\left[<N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, u_{4}>, M, M, E \mid\right.
$$

Proof. Applying proposition 3.4 .4 with $p=\lambda_{1}+\sigma N, q=\beta, r=1, A=0$ yiclda the following for the generators of $T(g, U)$ :

$$
\begin{aligned}
& N g_{1}=\left\{N \lambda_{1}+\alpha N^{2}, \beta N, N, 0 \mid\right. \text {. } \\
& \Delta g_{1}=\left[\Delta \lambda_{1}+\alpha N \Delta, \beta \Delta, \Delta, 0\right] \text {, } \\
& \lambda_{1} g_{1}=\left[\lambda_{1}^{2}+\alpha N \lambda_{1}, \beta \lambda_{1}, \lambda_{1}, 0\right] \text {, } \\
& u_{4} g_{1}=\left[\lambda_{1} u_{4}+\alpha N u_{4}, \beta u_{4}, u_{4}, 0\right] \text {. } \\
& g_{2}=\left[u_{4}, 0, \lambda_{1}+\sigma N, \beta\right], \\
& g_{3}=\left[\beta \Delta, \lambda_{1}+\boldsymbol{\sim} N, 0,1\right] \text {, } \\
& g_{4}=\left[N \lambda_{1}+\sigma N^{2}-\beta \Delta, \lambda_{1}+(\alpha-\beta) N,-N,-1\right] \text {. } \\
& g_{5}=\left[\Delta \lambda_{1}+(\alpha-\beta) N \Delta, N \lambda_{1}+a N^{2}-\beta \Delta,-\Delta,-N\right\} \text {, } \\
& g_{\mathrm{f}}=\left[-N u_{4},-w_{i}, N \lambda_{1}+\alpha N^{2}-\beta \Delta, \lambda_{1}+(\alpha-\beta) N\right] \text {, } \\
& g_{7}=\left[0, u_{4}, \beta \Delta, \lambda_{1}+\sigma N\right] . \\
& g_{8}=\left[-\Delta u_{4},-N u_{4}, \Delta \lambda_{1}+(n-\beta) N \Delta, N \lambda_{1}+\cap N^{2}-\beta \Delta\right] \text {, } \\
& N_{g_{0}}=\left[N \lambda_{1}+3 \wedge N, N .0\right] \text {, } \\
& \Delta g_{\theta}=\left[\Delta \lambda_{1}+3 \Omega N \Delta \cdot 3 \beta \Delta, \Delta .0\right] \text {, } \\
& \lambda_{1} g_{g}=\left[\lambda_{1}^{2}+3 \alpha N \lambda_{1}, 3 \beta \lambda_{1}, \lambda_{1}, 0\right] \text {, } \\
& u_{4} g_{9}=\left[\lambda_{1} u_{4}+3 \Omega N u_{4}, 3 \Omega u_{4}, u_{4}, 0\right] \text {, } \\
& g_{10}=\left((-2 a+\beta) \Delta, \lambda_{1}+(a-2 \beta) N, 0,1\right] \text {, } \\
& g_{11}=\left(u_{4}, 0, \lambda_{1}+(a-2 \beta) N,-2 a+\beta\right] \text {, }
\end{aligned}
$$

$$
g_{12}=\left[2 \pi N \Delta u_{4}, v_{4}, 3 \beta \Delta, \lambda_{1}+\sigma N\right],
$$

and

$$
\begin{aligned}
\lambda_{1}^{2} g_{13} & =\left[\lambda_{1}^{2}, 0,0,0\right] \\
u_{4} g_{13} & =\left[u_{4}, 0,0,0\right] \\
\lambda_{1} g_{14} & =\left[0,0, \lambda_{1}, 0\right] \\
u_{4} g_{14} & =\left[0,0, u_{4}, 0\right] .
\end{aligned}
$$

The proof in divided into three steps.
Step 1: Calculafion of the module

$$
\frac{\vec{\varepsilon}_{u}}{R T(g, U)+<\lambda_{1}, u_{4}>\bar{\varepsilon}_{\Xi}}
$$

It will be shown that

$$
\frac{\bar{\varepsilon}_{u}}{\boldsymbol{R T}\left(g, E^{+}\right)+<\lambda_{1}, w_{4}>\bar{\varepsilon}_{\pi}}
$$

is generated by $[N, 0,0,0],[1,0,0,0],[0,1,0,0]$ and $[0,0,1,0]$ as a vector spare over R provided $\sigma, \neq 0$ and $\boldsymbol{a} \neq \beta$. To this end consider the module

$$
M:=\varepsilon_{N \Delta}\left\{h_{1}, \ldots, h_{14}\right\} .
$$

where

$$
\begin{aligned}
& h_{1}=\left[\alpha N^{2}, \beta N, N, 0\right], \\
& h_{2}=[\sigma N \Delta, \beta \Delta, \Delta, 0], \\
& h_{3}=[0,0, \alpha N, \beta], \\
& h_{1}=[\beta \Delta, \alpha N, 0,1], \\
& h_{5}=\left[\sigma N^{2}-\beta \Delta,(\sigma-\beta) N,-N,-1\right], \\
& h_{h_{1}}=\left[(\alpha-\beta) N \Delta, \sigma N^{2}-\beta \Delta,-\Delta,-N\right], \\
& h_{7}=\left[0.0, \sigma N^{2}-\beta \Delta \cdot(\alpha-\beta) N\right],
\end{aligned}
$$

$$
\begin{aligned}
h_{\theta} & =[0,0, \beta \Delta, \alpha N], \\
h_{日} & =\left[0,0,(\alpha-\beta) N \Delta, \alpha N^{2}-\beta \Delta\right], \\
h_{10} & =\left[3 \alpha N^{2}, 3 \beta N, N, 0\right], \\
h_{11} & =[3 \alpha N \Delta, 3 \beta \Delta, \Delta, 0], \\
h_{12} & =[(-2 \alpha+\beta) \Delta,(\alpha-2 \beta) N, 0,1], \\
h_{13} & =[0,0,(\alpha-2 \beta) N,-2 \alpha+\beta], \\
h_{14} & =[0,0,3 \beta \Delta, \sigma N]
\end{aligned}
$$

The generators $h_{4}$ are obtained from the generators of RT( $g, U$ ) working modulo $<\lambda_{1}, u_{4}>\bar{\varepsilon}_{\mathbf{E}}$. A straight forward - if cumbersome - calculation show that

$$
M=\left[<N^{2}, \Delta>_{N \Delta}, \mathcal{M}_{N \Delta}, \mathcal{M}_{N \Delta}, \mathcal{E}_{N \Delta}\right]
$$

if $\pi, \beta \neq 0$ and $a \neq \beta$. (Here the subscript $N \Delta$ indicates that all ideals are to be taken in the ring $\varepsilon_{N A}$ ). The conditions for $a$ and $\beta$ arise in the following way: The calculation yields the terms

$$
\begin{aligned}
& \alpha^{2} N^{2}-\beta^{2} \Delta \\
& 2 \alpha(\beta-\alpha) N^{2} \\
& \alpha N^{2}-\alpha \Delta \\
& \alpha^{2}(2 a-\beta) N^{2}+(-2 a+\beta) \beta^{2} \Delta
\end{aligned}
$$

generating the firat component of $M$. The matrix

$$
\left(\begin{array}{cc}
\alpha^{2} & \beta^{2} \\
2 \alpha(\beta-\alpha) & 0 \\
\alpha & -\alpha \\
a^{2}(2 \alpha-\beta) & (-2 \alpha+\beta) \beta^{2}
\end{array}\right)
$$

defined by the cofficients of these terms has rank 2 , if $\alpha, \beta \neq 0$ and $\alpha, \beta$ This implies the renult for $M$.

It follows that

$$
\frac{\overrightarrow{\mathcal{E}}_{\pi}}{R T(g, U)+<\lambda_{1}, u_{4}>\vec{E}_{\pi}}
$$

is generated by $[N, 0,0,0],[1,0,0,0],[0,1,0,0]$ and $\{0,0,1,0]$ an a vertor spare over $R$, if $n, A \neq 0$ and $o \neq \beta$.

Step 2: Let $R:=\left\langle\left\langle N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, u_{4}\right\rangle, \mathcal{M}, \mathcal{M}, \mathcal{E}\right]$. Then $R / T(g, U)$ is generated by $\left[N \lambda_{3}, 0,0,0\right],\left[N u_{4}, 0,0,0\right],\left[0, \lambda_{1}, 0,0\right]$ and $\left[0, u_{4}, 0,0\right]$ an an $\mathcal{E}_{\lambda_{1} u_{4}}$ - module.

By the preparation theorem it follow: from the result of atep 1 that

$$
\frac{\vec{\varepsilon}_{\mathrm{E}}}{R T(g, U)}
$$

is generated by $[\mathcal{N}, 0,0,0],[1,0,0,0],[0,1,0,0]$ and $[0,0,1,0]$ as an $\varepsilon_{\lambda_{i} u_{4}}$ module. Now anppoate $\phi \in R$. $\phi$ can be represented as

$$
\phi=\phi_{1}[N, 0,0,0]+\phi_{2}[1,0,0,0]+\phi_{3}[0,1,0,0]+\phi_{4}[0,0,1,0]+\mu
$$

where $\phi_{i} \in \mathcal{E}_{\boldsymbol{R}_{1} \mathrm{u}_{4}}(i=1, \ldots, 4)$ and $\mu \in R T(g, U)$. Since $R T(g, U) \subset R-$ compare the lint of generators for $R T(g, U)$ - this implien

$$
\phi_{1}[N, 0,0,0]+\phi_{2}[1,0,0,0]+\phi_{3}[0,1,0,0]+\phi_{4}[0,0,1,0] \in R .
$$

This, in turn, implien $\phi_{1}, \phi_{3}, \phi_{4} \in \mathcal{M}_{\lambda_{1} u_{4}}$ and $\phi_{2} \in \varepsilon_{\lambda_{1} u_{4}}\left\{\lambda_{1}, u_{4}\right\}$. Therefore $R / R T(g, U)$ is generated as an $\mathcal{E}_{\lambda_{1}, u_{4}}$-module hy

$$
\begin{aligned}
& {\left[N \lambda_{1}, 0,0,0\right],\left[N u_{4}, 0,0,0\right],\left[\lambda_{i}^{2}, 0,0,0\right],\left[u_{4}, 0,0,0\right]} \\
& {\left[0, \lambda_{1}, 0,0\right],\left[0, u_{4}, 0,0\right],\left[0,0, \lambda_{1}, 0\right],\left[0,0, u_{4}, 0\right]}
\end{aligned}
$$

Recalling that

$$
T(g . U)=R T(g, U)+\varepsilon_{\lambda_{1}, 4}\left\{\left[\lambda_{1}, 0,0,0\right],\left[u_{4}, 0,0,0\right],\left[0,0, \lambda_{1}, 0\right],\left[0,0, n_{4}, 0\right]\right\}
$$

yields the result.
Siep s: $T(g, U)=R$.
It remains to mhow that $R \subset T(g, U)$. The elemente of $R T(g, U)$ give rise to relations between the generators of the $\mathcal{E}_{A_{1}, s+}$-module $R / T(g, U)$. In order to express these relations more conveniently some redundant geperators are added yielding the following liat:

$$
\left.\left.\left[N^{2}, 0,0,0\right],\left[N \lambda_{1}, 0,0,0\right], \mid N \Delta, 0,0,0\right],\left[N u_{4}, 0,0,0\right], \mid \Delta, 0,0,0\right]
$$

$[0, N, 0,0],[0, \Delta, 0,0],\left[0, \lambda_{1}, 0,0\right],\left[0, u_{4}, 0,0\right],\left[0, N^{2}, 0,0\right]$,
$[0,0, N, 0],[0,0, \Delta, 0],\left[0,0, \mathbf{N}^{\mathbf{2}}, 0\right],[0,0, N \Delta, 0],[0,0,0,1]$. $[0,0,0, N],\left[0,0,0, N^{2}\right],[0,0,0, \Delta]$.

Now consider the relationn defined by the following elements of $R T(g, U$ ):
$N_{g_{1}}, \Delta g_{1}, \ldots, g_{12}$ (the generators of $R T(g, U), 18$ relations) and

$$
\begin{gathered}
N g_{2}, \Delta g_{2}, N g_{3}, N g_{7}, N g_{10}, N g_{11}, \Delta g_{11},-\frac{1}{2} N\left(g_{10}-g_{3}\right), \\
-\frac{1}{2}\left(g_{10}-g_{3}\right),-\frac{1}{2}\left(g_{11}-g_{2}\right),-\frac{1}{2} N\left(g_{11}-g_{2}\right),-\frac{1}{2} \Delta\left(g_{11}-g_{2}\right), g_{4}-g_{3}, \\
g_{5}-\Delta g_{1}, N\left(N g_{1}-g_{4}\right), \frac{1}{2}\left(3 \Delta g_{1}-\Delta g_{9}\right), \frac{1}{2} N\left(3 \Delta g_{1}-\Delta g_{0}\right), \\
g_{9}+\Delta g_{11}, N g_{7}+g_{a}, N g_{10}-g_{11}, N\left(g_{2}-\lambda_{1} g_{9}\right), \\
\\
\frac{1}{2} N\left(3 N g_{1}-N g_{0}\right), \frac{1}{2} \Delta\left(3 N g_{1}-N g_{9}\right), K \text { and } L
\end{gathered}
$$

$$
\begin{gathered}
K:=g_{2}-\beta_{g_{3}}-3 \Omega N g_{1}+2 n N g_{9} \\
L:=\beta\left(g_{1}+g_{1}+N g_{1}\right)-2 a N\left(g_{9}-g_{1}\right) .
\end{gathered}
$$

The generatora and relations definc a matrix with entries in $\varepsilon_{\lambda_{1} u_{1}}$ - the relations correspond to its rows and the generators to its colurnas. In order to show $R \subset \boldsymbol{T}(g, U)$ we can ignore terma in $\mathcal{M}_{\boldsymbol{1}_{1} w_{1}} R$ by Nakayama'a lemma. This simplifien the matrix, which is diaplayed in figure 5.1 - $\alpha$ and $\beta$ heing replaced by $a$ and $b$, respectively - and yields the following: If $a, \beta \neq 0$ and $n \neq \beta$, this matrix bas rank 18. ${ }^{2}$ This implies

$$
\frac{R}{T(g, U)}=0
$$

and hence $R \subset T(g, U)$. $\square$
The following propositious 3.5.4, 3.5.5 and 3.5 .6 are devoted to proving that the tangent npace $T(g, U)$ of lemma 3.5 .3 is intrinsic with reapect to

[^3]

Figure 5.1: The matrix defined by relations between the generators of $R / T(g, U)$
the group of $\mathrm{D}_{4}$-equivalences. This implies that the module $P(g)$ of higherorder terma contains $T(g, U)$, which in the content of lemma 3.5 .7 below.

In order to show that $T(g, U)$ in intrinsic, it in necessary to consider the effect of $\mathrm{D}_{4}$.equivalences on a germ g by explicit coordinate changes.

Let $e=(S, X, A)$ be a $D$, equivalence, where $X=[a, b, c, d], a, b, c, d \in$ $\varepsilon_{\text {III }} a(0)>0$ and

$$
A\left(\lambda_{1}, \lambda_{2}\right)=\left(\Lambda_{1}\left(\lambda_{1}, u_{4}\right), \lambda_{2} \Lambda_{2}\left(\lambda_{1}, u_{4}\right)\right)
$$

where $\Lambda_{1} \in \mathcal{M}_{\lambda_{1} w_{1}}, \Lambda_{2} \in \mathcal{E}_{\lambda_{1} w_{1}}$.
The following list contains notation for some invariants in $\mathcal{E}_{\pi}$, whirh will be used frequently helow.

$$
\begin{align*}
& \bar{N}_{1}:=a^{2} N+b^{2} N \Delta+c^{2} N u_{4}+d^{2} N \Delta u_{4}-2 a b \Delta-2 r d \Delta u_{4}, \\
& \bar{N}_{2}:=2 b c N+2 a d N-2 a c-2 b d \Delta  \tag{5.2}\\
& D_{1}:=a^{2}+b^{2} \Delta+c^{2} u_{4}+d^{2} \Delta u_{4}-2 a b N-2 c d N u_{4}  \tag{5.3}\\
& D_{2}:=2 b c \Delta+2 a d \Delta-2 a c N-2 b d N \Delta  \tag{5.4}\\
& \Delta_{1}:=D_{1}^{2}  \tag{5.5}\\
& \Delta_{2}:=D_{1} D_{2},  \tag{5.6}\\
& \Delta_{3}:=D_{2}^{2}  \tag{5.7}\\
& \bar{\Delta}_{1}:=\Delta_{1}+u_{4} \Delta_{3},  \tag{5.8}\\
& \bar{\Delta}_{2}:=2 \Delta_{1} \tag{5.9}
\end{align*}
$$

Proposition 3.5.4 Let $X$ and A be defined as above and let $N:=N$ a $\mathbf{H}^{\prime}$, $\Delta:=\Delta \circ X, \lambda_{1}:=\lambda_{1} \circ \Lambda, \bar{u}_{4}:=u_{4} \circ \Lambda$. Then the following formulae holt:

$$
\begin{align*}
& \tilde{N}=\tilde{N}_{1}+\delta \lambda_{2} \tilde{N}_{2}  \tag{5.10}\\
& \dot{\Delta}=\dot{\Delta}_{1}+\delta \lambda_{2} \dot{\Delta}_{1}  \tag{5.11}\\
& \dot{\lambda}_{1}=\Lambda_{1}\left(\lambda_{1}, u_{4}\right)  \tag{5.12}\\
& u_{4}=u_{4} \Lambda_{2}^{2}\left(\lambda_{1}, u_{4}\right) \tag{5.13}
\end{align*}
$$

Proof. The results are obtained by straightforward calculatione, $\square$

Proposition S.b.b Let $p \in \mathcal{I}_{\mathrm{B}}$ and Let $X$ and $A$ be defined as above. Let $p:=p \circ(X, A)$. Then there exint germe $p_{1}, p_{2} \in \mathcal{E}_{\mathbb{U}}$ such that

$$
p=p\left(N_{1}, \bar{\Delta}_{1}, \dot{\Lambda}_{1}, \tilde{u}_{4}\right)+\delta \lambda_{2} P_{1}+\Delta \mathbf{u}_{4} P_{2}
$$

The point of this statement is that the firt term in the expression for $p$ depends on $\hat{N}_{1}, \bar{\Delta}_{1}, \hat{\lambda}_{1}, u_{4}$ only - and not on $\hat{N}_{2}$ and $\dot{\Delta}_{2}$. This will be relevant in the proof of lemma 3.5.7 helow.
Proof. Define

$$
F\left(\kappa_{1}, \pi_{2}, x, y, z, w\right):=p\left(x+\alpha_{1}, y+\alpha_{2}, z, w\right)
$$

Then

$$
\begin{aligned}
F\left(\sigma_{1}, \sigma_{2}, x, y, z, w\right)= & F(0,0, x, y, z, v) \\
& +\sum_{i=1}^{2} \sigma_{i} \frac{\partial F}{\partial \alpha_{i}}(0,0, x, z, z, w) \\
& +\sum_{i+j=1} H_{i}\left(\alpha_{1}, \alpha_{j}, x, y, z, w\right) \alpha_{1}^{d} \alpha_{2}^{\prime}
\end{aligned}
$$

for some germs $H_{4}$. Putting

$$
h_{i}:=\frac{\partial F}{\partial n_{i}}(0,0, x, y, z, w) \quad(1=1,2)
$$

and applying the last equation to $\sigma_{1}=\delta \lambda_{1} N_{2}, \sigma_{2}=\delta \lambda_{2} \Delta_{2}, x=N_{1}$, $y=\bar{\Delta}_{1}, z=\lambda_{1}$ and $w=u_{4}$ yields

$$
\begin{aligned}
p\left(N_{1}\right. & \left.+\delta \lambda_{2} N_{2}, \Delta_{1}+\lambda \lambda_{2} \Delta_{2}, \lambda_{1}, \tilde{u}_{4}\right) \\
= & p\left(N_{1}, \vec{\Delta}_{1}, \lambda_{1}, u_{4}\right) \\
& +\delta \lambda_{2}\left(N_{2} h_{1}\left(N_{1}, \Delta_{1}, \lambda_{1}, u_{4}\right)+\Delta_{2} h_{2}\left(N_{1}, \dot{\Delta}_{1}, \lambda_{1}, \tilde{u}_{4}\right)\right) \\
& +\sum_{1+j=2} H_{t}\left(\delta \lambda_{2} \hat{N}_{2}, \delta \lambda_{2} \bar{\Delta}_{7}, \hat{N}_{1}, \dot{\Delta}_{1}, \bar{\lambda}_{1}, \hat{u}_{4}\right)
\end{aligned}
$$

Since the germs $H_{i j}\left(\delta \lambda_{2} N_{2}, \delta \lambda_{2} \Delta_{2}, N_{1}, \Delta_{1}, \lambda_{1}, \dot{u}_{4}\right)$ are $\Gamma$-invariant, there exist germs $\boldsymbol{K}_{\mathbf{j}}, \boldsymbol{L}_{1}, \in \mathcal{E}_{\mathbb{W}}$ such that

$$
H_{i j}\left(\delta \lambda_{2} N_{2}, \delta \lambda_{2} \Delta_{2}, N_{1}, \Delta_{1}, \lambda_{1}, u_{4}\right)=\mathcal{K}_{i j}(\bar{d})+\delta \lambda_{2} L_{i j}(\bar{z})
$$

## Defining

$$
\begin{aligned}
p_{1}:= & \bar{N}_{2} h_{1}\left(\bar{N}_{1}, \dot{\Delta}_{1}, \dot{\lambda}_{1}, \bar{u}_{4}\right)+\dot{\Delta}_{2} h_{2}\left(\bar{N}_{1}, \dot{\Delta}_{1}, \bar{\lambda}_{1}, \bar{u}_{4}\right) \\
& +\Delta u_{4} \sum_{i+j=2} N_{i} \tilde{N}_{2}^{\prime} L_{i j}, \\
p_{2}:= & \sum_{i+j=2} \tilde{N}_{i} \tilde{N}_{2} \tilde{K}_{4 j}
\end{aligned}
$$

yields the result, since

$$
\bar{p}=p\left(N_{1}+\delta \lambda_{2} N_{2}, \bar{\Delta}_{1}+\delta \lambda_{2} \bar{\Delta}_{2}, \dot{\lambda}_{1}, \bar{u}_{4}\right)
$$

■

Propoaition s.b. Let $p, q, r, a \in \mathcal{E}_{\pi}$. Then

$$
\Delta \lambda_{2}[p, q, r, s]=\left[\Delta u_{4}, u_{4} r, \Delta q, p\right] .
$$

Proof. The following calculation yields the result:

$$
\begin{aligned}
& \delta \lambda_{2}\left(p\binom{x_{1}}{x_{2}}+q \delta\binom{x_{1}}{-x_{2}}+r \lambda_{2}\binom{x_{1}}{-x_{2}}+a \delta \lambda_{2}\binom{x_{1}}{x_{3}}\right) \\
& =p \delta \lambda_{2}\binom{x_{1}}{x_{2}}+q \Delta \lambda_{2}\binom{x_{1}}{-x_{2}}+r u_{4} \delta\binom{\varepsilon_{1}}{-x_{2}}+s \Delta u_{4}\binom{x_{1}}{x_{2}}
\end{aligned}
$$

ㅁ

Lemma s.b.7 Let $g=\left[\lambda_{1}+\alpha N, \beta, 1,0\right]$, where $n, \beta \neq 0$ and $\Omega \neq \beta$. Then

$$
P(g) \supset\left[<N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, u_{4}>, M, M, E\right] .
$$

Proof. Let

$$
R:=\left[\left\langle N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, u_{4}\right\rangle, M, M, \varepsilon\right]
$$

By letntan 3.5.3 $R=T(g, U)$. It will be shown that $R$ is intringic with rempect to the group of $\mathrm{D}_{\mathbf{4}}$-equivaleurea. Then a theorem of Gaffney [Gaf8G] implies the result.

Let $e=(S, X, A)$ be a $D_{\text {. }}$ equivalence an defined above,

$$
I:=\left\langle N^{2}, N \lambda_{1}, \lambda_{1}, \Delta, v_{4}\right\rangle
$$

and let $p, q, r, s \in E_{\mathrm{E}}$ such that $p \in I$ and $q, r \in M$. It will be shown first that $e . h_{i} \in R$ for $:=1, \ldots, 4$, where

$$
h_{1}=[p, 0,0,0], h_{2}=[0, q, 0,0], h_{3}=[0,0, r, 0], h_{4}=[0,0,0, s]
$$

Consider the effect of a coordinate change $(X, A)$ on $h_{1}$ :

$$
\begin{aligned}
h_{1} \circ(X, A) & =(p \circ(X, A))[a, b, c, d] \\
& =p[a, b, c, d]
\end{aligned}
$$

Hence by proposition 35.5

$$
\begin{aligned}
h_{1} \circ(\tilde{X}, \Lambda)= & p\left(\tilde{N}_{1}, \bar{\Delta}_{1}, \dot{\lambda}_{1}, \tilde{u}_{4}\right)[a, b, c, d] \\
& +\Delta \lambda_{2} p_{1}[a, b, c, d] \\
& +\Delta u_{4} p_{2}[a, b, c, d]
\end{aligned}
$$

It followa from proposition 3.5 .6 that the second and third term are in $R$. Connder the first term.

By formula 5.1

$$
\hat{N}_{1}=a^{2} N+m
$$

where $m \in I$. Hence $N_{1}^{a} \in I$. Formula (5.8) implins $\Delta_{1} \in I$. It is obvious that $\dot{\lambda}_{1}^{2} \in I$ and $\tilde{u}_{4} \in I$. Also $N_{1} \bar{\lambda}_{1} \in I$, since $\bar{\lambda}_{1} \in \mathcal{M}_{\lambda_{1} u_{4}}$. It follown that

$$
p\left(N_{1}, \dot{\Delta}_{1}, \bar{\lambda}_{1}, \dot{u}_{4}\right) \in I
$$

since $p \in I$. Hence $h_{1} \circ(\boldsymbol{R}, A) \in R$.
Now consider $h_{2} \circ(X, A)$. Using formulm (5.3) and (5.4) a calculation shows that

$$
h_{2} \circ(X, A)=q\left[b \Delta D_{1}+c u_{4} D_{2}, a D_{1}+d u_{4} D_{2} d \Delta D_{1}+a D_{2}, c D_{1}+b D_{2}\right]
$$

where $q=q \circ(X, A)$, Dy propositions 3.5 .5 and 3.5 .6 it anffices to consider $q\left(N_{1}, \tilde{\Delta}_{1}, \tilde{\lambda}_{1}, \tilde{u}_{4}\right)\left[b \Delta D_{1}+c u_{4} D_{2}, a D_{1}+d v_{4} D_{2}, d \Delta D_{1}+a D_{2}, c D_{1}+b D_{2} \mid\right.$

Inspection of this expression shaws that it in aufficient to prove that

$$
q\left(N_{1}, \Delta_{1}, \dot{\lambda}_{1}, \dot{u}_{4}\right) a D_{1} \in M
$$

Thim, however, follows immediately, aince $\boldsymbol{N}_{1}, \bar{\Delta}_{1}, \boldsymbol{\lambda}_{1}, \bar{凶}_{4} \in M$ by formulac (5.1), (5.8),(5.12) and (5.13), and aince $q \in \mathcal{M}$. Hence $h_{2} \circ(X, A) \in R$

Now conaider $h_{j} \circ(X, A) \in \boldsymbol{R}$. A calculation yielda

$$
h_{3} \circ(X, \Lambda)=F\left[\mathbf{w}_{4} \subset \Lambda_{2}, v_{4} d \Lambda_{2}, a \Lambda_{1}, b \Lambda_{2}\right]
$$

where $r=r \circ(X, A)$. Since $F_{Z_{4}} \subset \boldsymbol{A}_{2} \in I$ and $f \in M$, it follows that $h_{3} 0$ $(X, A) \in R$.

For $h_{4} \circ(\boldsymbol{X}, \Lambda)$ ote ohtains

$$
\begin{aligned}
h_{4} \circ(X, A)= & \left(D_{1} \Lambda_{2} \Delta w_{4} d+D_{2} \Lambda_{2} w_{4} a, D_{1} \Lambda_{2} \varepsilon_{4} r+D_{2} \Lambda_{2} u b_{1}\right. \\
& \left.D_{1} \Lambda_{2} \Delta b+D_{2} \Lambda_{2} z_{4} c, D_{1} \Lambda_{2} a+D_{2} \Lambda_{2} u_{4} d\right]
\end{aligned}
$$

where $\boldsymbol{i}=s$ o $(X, \Lambda)$, showing that $h_{i},(X, \Lambda) \in R$.
So far it has been shown that $t=[p, q, r, s] \in R$ implics $h$ o $(X, \Lambda) \in R$. It remain to show that $h \in R$ implien $S_{i} h \in R$ for $I=1, \ldots .8$, where $S_{\text {, }}$ are the generatota of $\vec{\varepsilon}_{*}(\Gamma)$. (Compare propoaition 3.3 .5.$\left.\right)$ This can eanily be verified by looking at the multiplication table 4.1 in subsection 3.4. It follows that $R$ in intrinaic. [
Proof of theorem s.5.1: Consider a bifurcation $h=[p, q, r, s]$ satirifying the recognition conditiona $p=0 . q \neq 0, p_{N} \neq 0, p_{N}-q \neq 0 . p_{\lambda_{1}} \neq 0$ and $r \neq 0$. Let $e=(S, X, A)$ he a $D_{4}$.oquivalence an above and let

$$
a_{0}:=a(0), \quad f_{10}:=\left(\Lambda_{1}\right)_{\lambda_{1}}(0,0) \quad \text { and } \quad m_{0}:=\Lambda_{2}(0,0)
$$

By lemma 3.5.7

$$
P(g) \supset\left[<N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, w_{4}>, M, M, \varepsilon\right]
$$

Working modulo $P(g)$ the germ $h$ rednces to

$$
\dot{h}:=\left\{p_{\lambda_{1}} \lambda_{1}+p_{N} N_{1} p_{1} r_{0} 0\right]
$$

Again working modulo $P(g)$ it is eany to check uning formulae (5.1), (5.12) and table (4.1) that e.h reduces to

$$
\begin{equation*}
\left[p_{\lambda_{1}} a_{0} d_{10} \lambda_{1}+p_{N} a_{0}^{3} N, q a_{0}^{3}, r a_{0} m_{0}, 0\right] \tag{5.14}
\end{equation*}
$$

Let $\varepsilon_{0}: \equiv \operatorname{lq}_{\lambda_{1}}$ and $f_{1}:=\operatorname{sg} q$. The scaling equivalence defined by

$$
a_{0}:=|q|^{-1}, \quad 1_{10}:=\left|p \Lambda_{1}\right|^{-1}|q|^{\mid} \quad m_{0}:=r^{-1}|q|^{\frac{1}{2}}
$$

(5.14) becomes

$$
\left[\epsilon_{0} \lambda_{1}+\frac{p_{N}}{|q|} N, \epsilon_{1}, 1,0\right]
$$

Define $a:=p_{N} /|q|$. This shows that all bifurcations $h$ satisfying the conditions in the theorem are $D_{4}$-equivalent to the normal form $g$.

It follown by propoaition 3.4 .5 that

$$
\begin{aligned}
& T_{e}(g)=T(g, U)+\mathbf{R}\left\{\left[\lambda_{1}+\sigma N, \tau_{1}, 1,0\right],\left[\lambda_{1}+3 \cap N, 3 \epsilon_{1}, 1,0\right]\right. \\
& {\left.[1,0,0,0],\left[\lambda_{1}, 0,0,0\right],[0,0,1,0]\right\} }
\end{aligned}
$$

A short calculation shows that

$$
\begin{aligned}
T_{e}(g)= & {\left[\left\langle N^{2}, N \lambda_{1}, \lambda_{1}^{2}, \Delta, u_{4}\right\rangle, M, M, \varepsilon\right] } \\
& +\mathbf{R}\left\{\Omega[N, 0,0,0]+\epsilon_{1}[0,1,0,0],[1,0,0,0],\left[\lambda_{1}, 0,0,0\right],[0,0,1,0]\right\}
\end{aligned}
$$

Hence $T_{c}(g)$ and thercfore $g$ is of $\mathbf{D}_{4}$-codimenaion 1 .
To prove the last statement note first that for $h=[p, q, r, s]$ to be a bifurcation, it has to satisfy $p=0$. If one of the degenaracy conditions is not satiafied, it follows by proposition 3.4.3 that

$$
\operatorname{codim}{ }^{D_{( }}(h) \geq 2
$$

ㅁ

### 3.6 Geometrical description of the generic normal form

This subsection contains gyratory bifurcation diagrams for the generic normal form in theorem 3.5.1. These schematic diagrams contain the following information: The curves drawn in the diagrams represent the hranches of the zero set of the normal form. The case $f_{0}=f_{1}=0$ is considered -i. e. $g=\left[\lambda_{1}+\alpha N, 1,1,0\right]$. Choosing other values for the signs $c_{0}$ and $e_{1}$ yiclds similar dingrams. The vertical coordinate correaponds to $N=x_{1}^{2}+x_{2}^{2}$. The horizontal conrdinate, which is denoted by $s$, parametrises a circle around the origin in parameter space given by $\lambda_{1}=\cos s$ and $\lambda_{2}=\sin s$. (This explains the term gyratory). There are three different cases to consider: $a<0,0<a<1$ and $\alpha>1$.


Figure 6.1: $\alpha<0$


Figure 6.2: $0<a<1$


Figure 6.3: $a>1$
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[^0]:    ${ }^{1}$ Note, however, the the terminology in [7] is slightly different.

[^1]:    ${ }^{1}$ This computation was done using MAPLE - a programme for aymbolic compulation.

[^2]:     the deflinition of equivalence.

[^3]:    ${ }^{3}$ This wan chreterl uning aymbolic computation.

