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Abstract 
 

Rapid popularization of smart cell phone equipped with camera has led to a number of new 

legal and criminal problems related to multimedia such as digital image, which makes cell 

phone source identification an important branch of digital image forensics. This paper 

proposes a classifier combination based source identification strategy for cell phone images. 

To identify the outlier cell phone models of the training sets in multi-class classifier, a 

one-class classifier is orderly used in the framework. Feature vectors including color filter 

array (CFA) interpolation coefficients estimation and multi-feature fusion is employed to 

verify the effectiveness of the classifier combination strategy. Experimental results 

demonstrate that for different feature sets, our method presents high accuracy of source 

identification both for the cell phone in the training sets and the outliers. 
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1. Introduction 

According to the IDC’s report [1], worldwide smart phone market has achieved a total of 1 

billion in 2013 for the first time. The advantages of low-cost devices and easy access to 

amateur users have opened the smart phone floodgate. This means a new life style that people 

share photos with WiFi, Bluetooth etc, and send images by MMS (Multimedia Message 

Service). As a result, in the forensics context, the fast-growing smart phone trend has brought 

in an increasing number of image evidence captured by cell phone. Therefore, it is important 

to check the integrity and authenticity of the cell phone images presented as evidence in court. 

Digital image forensics which aims at ballistic analysis and exposing potential semantic 

manipulation of the image, has become necessary for legal purpose and security investigation 

[2]. 

In a practical blind digital forensics scenario, an analyst is assumed to gather clues and 

evidence from a given cell phone image without access to the device that created it [3]. An 

important piece of evidence is the identity of the source camera. Thus, the source identification 

for cell phone image becomes a branch of digital image forensics, whose task is to determine 

the cell phone that was used for capturing the given image. 

The cell phone image source includes two different meanings. One is in term of mobile 

model that denotes products from different manufacturers. The other means the alternate cell 

phones of the same model [4-8]. In this study, we focus on the cell phone model identification.  

In the area of cell phone model identification, several residual artifacts have been exploited 

in previous literatures. In [9], Celiktutan et al explored three sets of source identification 

features, namely binary similarity measures, image quality measures and high order wavelet 

statistical features. They further compared three types of decision-level fusion schemes 

including confidence-level fusion, rank-level fusion and abstract-level fusion in their 

experiments, in conjunction with SVM (Support Vector Machine) classifier [10]. By using 16 

cell phones in 6 brands as experimental samples, the method received an overall average 

accuracy of 95.1%. Similar work is accomplished by Tsai et al in [11]. Also, Sun et al 

proposed a new method for source cell phone identification based on multi-feature fusion [12]. 

Features are selected by SFFS (Sequential Floating Feature Selection) method from three sets, 

which consist of higher-order statistics, image quality measures and CFA interpolation 

coefficients. For 8 cell phones in 3 brands, an overall average accuracy of 95% was achieved. 

Furthermore, they discussed the situation of classification of the different brands and the same 

brand. For 3 cell phones from different brands, a perfect accuracy of 100% was achieved, 

although the number of experimental samples seemed a little insufficient. In the more difficult 

scenario of classification of 4 cell phones from the same brand Nokia, the method proposed in 

[12] also got a good performance of 95%. Besides, the parameters of lateral chromatic 

aberration are also used to identify source cell phone, by maximizing the mutual information 

between different color components [13]. 

As a result of using a structured color filter array in front of sensor to obtain a mosaic image 

rather than full RGB color component image in the cell phone, the CFA interpolation is 

indispensable to recreate the missing color component for each pixel. The CFA interpolation 

artifacts, which are thus considered as one of the most important components in image 

pipeline, are widely exploited as a fingerprint for cell phone identification, as well as digital 

camera identification. Chuang et al [14] presented a study of cell phone camera model linkage 
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based on CFA interpolation. Furthermore, they evaluated the dependency on the content of 

training image collection via variance analysis. Gökhan and Ismail use SVD (Singular Value 

Decomposition) to obtain the micro and macro statistical feature vector introduced by CFA 

interpolation [15]. Most of these algorithms could achieve the classification accuracy of 90% 

and even higher, for several cell phone branches. 

Although there are differences between cell phone and digital camera in terms of sensor, 

aperture, zoom and so on, the imaging pipeline is almost the same. Similar works could be 

found in the correlated area of digital camera identification in recent years, and most of these 

algorithms of digital camera identification perform well in cell phone identification [16-23]. 

The typical algorithm was proposed by Swaminathan et al [23], using a linear model to estimate the 

CFA coefficients. The details of the method could be found in Section 2.1. 

To our best knowledge, most of the cell phone and digital camera source identification 

methods extract multi-dimensional features and use Fisher’s linear discriminant or SVM as the 

classifier. As a typical multi-class classification problem in pattern recognition, this implies a 

tacit assumption that the given image was captured by the camera models existed in the 

training process because these classifiers can only distinguish the classes included in the 

training model. This assumption is impractical because it is impossible to train the camera 

models including the entire cameras in the market. In this case, the assumption means that an 

inevitable false classification would occur if there is an image captured by a new unknown 

device. In this paper, we define the device "outlier" when it is a new unknown device and out 

of the training model. Though the assumption is impractical, the scenario could be acceptable 

for digital camera source identification. The reason is that the number of mainstream digital 

cameras is well limited. 

As for cell phone source identification, it is obvious that the assumption of traversal of all 

cell phone models can not be satisfied. The mainstream cell phone models are many more than 

those of digital cameras. Besides, various copycat cell phones increase the difficulty in the  

construction of training models. In this case, the previous algorithms based on traditional 

multi-class classification could be considered as impractical methods for real world source 

identification. 

The proposed scheme in this paper differs from the previous works in term of unknown cell 

phone model identification. In this paper, we present a MC (multi-class) and OC (one-class) 

classifier combination method to distinguish the unknown mobile model in source 

identification for cell phone images. 

The paper is organized as follows. In Section 2, the CFA coefficient features and 

multi-feature fusion consisting of image quality measure and high-order statistics extracted for 

classifier is described. The strategy of OC and MC classifier combination is presented and 

discussed in Section 3. The experiments are demonstrated in Section 4, where we indicate the 

performance of proposed method for 20 different cell phone models. Finally the paper is 

concluded in Section 5. 

2. Feature Sets 

Related prior studies on camera source identification have provide several efficient ways to 

determine the image source. These solutions can be classified into two classes: component 

parameter based methods and statistical characteristics based methods. Typical component 

parameter based methods can be found in [3,14,19-23], which widely discuss the information 

about CFA pattern and interpolation coefficients and present high performance in term of 
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identification accuracy. The statistical characteristics based methods usually use one or 

several sets of characteristics, such as binary similarity measures [9], image quality metrics 

[10], high order wavelet statistical features [12], SVD features [15] and so on. In this paper, a 

CFA coefficient feature set proposed in [23] and a feature set of multi-feature fusion proposed 

in [12] are used, separately. 

2.1 CFA Coefficient Feature Set 

As is known to all, the image formation pipeline of digital camera equipped on the cell phone 

can be described as Fig. 1: 
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Fig. 1. Image formation pipeline 

 

The rays from the scene of the real world first pass through the lens and a sophisticated 

designed filter, which is called color filter array, CFA. A typical CFA pattern called Bayer 

CFA consists of one red and blue color component and two green components in a 2×2 cell. 

The following sensor detects sampled R/G/B component at different pixel locations according 

to the CFA pattern. The output of sensor is considered as a mosaic image because there is only 

one color component at every single pixel. To rebuild the true-color image, the missing color 

components of each pixel are interpolated using the local area sampled data, which is called 

CFA interpolation. After that, a post-processing such as white balancing or gamma correction 

is carried out, and finaly the image is stored as pre-set format such as JPEG. Obviously, CFA 

interpolation is an important step to maintain the image quality in the image formation pipeline, 

because 2/3 of the image data is re-built by the interpolation processing. There are several 

different CFA interpolation algorithms with different performance [24,25]. As a unique 

feature set of camera brand identification, CFA interpolation coefficients are considered as an 

important parameter for identifying the camera source of an image.  

In this paper, we use the non-intrusive algorithm, which is proposed in [23], to estimate the 

interpolation coefficients as the feature vector. The CFA interpolation coefficients estimation 

algorithm consists of two parts. First, the interpolation coefficients are preliminarily estimated 

with a linear model. The pixels in the image are first divided into three categories according to 

the texture information as following: 
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,x y
H  and ,x y

V  respectively denote the second-order gradient values of horizontal and vertical 

gradients, which can be computed in equations (2) and (3), and T is a suitably chosen 

threshold. 

 

, , 2 , 2 ,2
x y x y x y x y

H I I I− += + −                                                         (2) 

, 2, 2, ,2
x y x y x y x y

V I I I− += + −                                                           (3) 

 

where ,x y
I  denotes the pixel value at the location ( ),x y  in the image. Without doubt, the 

image pixels are finally divided into nine sets according to three categories in R, G and B 

components. Suppose that we have a matrix of the pixel values directly captured by the cell 

phone, denoted by A  of dimension
e u

N N× , the linear interpolation model can be 

represented as following: 

 

Ax = b                                                                              (4) 

 

b  of dimension 1
e

N ×  denotes the pixel values to be interpolated, and x  of dimension 

1
u

N ×  stands for the interpolation coefficients to be estimated. Of course this is an idealized 

model for the CFA interpolation, as there is always perturbation introduced by the other image 

operations such as gamma correction, white balance and especially, lossy JPEG compression. 

Considering the perturbation, the model should be revised as: 

 

( )+ +A E x = b r                                                                    (5) 

 

A solution for x  with this model is to solve the minimization problem: 

 

[ ] ( ) ( )min , 0
F

subject to
E,r

E r A + E x - b + r =                             (6) 

 

The Frobenius norm of the matrix [ ]E r  can be computed as: 

 

[ ] ( ) ( )
1 2

2 2

1 1 1

,
e u eN N N

F
m n m

e m n r m
= − =

 
= + 
 
∑∑ ∑E r                                  (7) 

 

After the CFA interpolation coefficients are preliminarily estimated, an interpolation error, 

which computed by a weighted sum of errors of nine pixels categories, is obtained to evaluate 

the veracity of the estimation. Also, detection statistics deduced by the errors are obtained as a 

sorting index to search different CFA patterns. Considering the high complexity, we simplify 

the CFA pattern process in our method. We use a typical diagonal Bayer pattern for the CFA. 

A full brute force search of different CFA patterns can be easily implemented in the extension. 
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2.2 Multi-Feature Fusion Set 

As illustrated in Fig. 1, although the image pipeline is similar in different cell phones, the 

parameters in CFA interpolation and JPEG compression are different, which may cause 

differences in the quality of the image as well as the higher-order statistic features of the image. 

These tiny differences may hardly be detected by the naked eyes, but they can be used as the 

unique features of the image, thus provide evidences to identify the source cell-phones. A 

multi-feature fusion method proposed in [12] has combined the higher-order statistics and 

image quality measure to identify the image source of cell phone. 

Image quality measure have been used for steganalysis [26] and tampering detection [27]. 

Typically, 13-dimonsional statistical features related to image quality measure are involved in 

the multi-feature fusion. Table 1 shows the three categories of image quality measures and 

their corresponding detailed descriptions. 

 
Table 1. Image Quality Measures 

Category Description 

Measures based on 

pixel differences 

Mean square error: Q1 

Mean absolute error: Q2 

Modified infinity norm: Q3 

Measures based on 

correlation 

Image fidelity: Q4 

Normalized cross-correlation: Q5 

Czenakowski correlation: Q6 

Mean angle similarity: Q7 

Measures based on 

spectral distance 

Block spectral magnitude error: Q8 

Block spectral phase error: Q9 

Block specrtral phase-magnitude error: Q10 

Spectral magnitude error: Q11 

Spectral phase error: Q12 

Spectral phase-magnitude error: Q13 

 

Also, the higher-order statistics have been proved as an effective tool for steganalysis and 

tampering detection [28]. The statistical model for photographic images could be built upon 

several frequency-domain transformations. Without loss of generality, we use wavelet-like 

decomposition as the model. The processing of decomposition consists several separable 

quadrature mirror filters, which splits the frequency space of the image into multiple scales 

and orientations, typically a vertical, a horizontal and a diagnal subband. For full-color RGB 

images, the three color channels are decomposed separately. ( ),
k

V i j , ( ),
k

H i j  and 

( ),
k

D i j  denote the vertical, horizontal and diagnal subbands respectively. In each 

orientation, the mean, variance, skewness and kurtosis of the coefficients in each subband are 

used to construct the feature vector, as (8) to (11) shown. 

 

( )( )1 3 ,
k

W mean V i j− =                                                   (8) 

( )( )4 6 ,
k

W variance V i j− =                                                (9) 

( )( )7 9 ,
k

W skewness V i j− =                                              (10) 
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( )( )10 12 ,
k

W kurtosis V i j− =                                              (11) 

 

The computation are applied in three color channel of an image, and a feature vector 

consists of 36 features are generated. 

To restrain the correlation in the feature sets, a feature selection algorithm are implemented. 

There are several different feature selection algorithms. A simple and effective method is 

SFFS, which brute force search all of the combination of the features. For a specified 

dimensional feature vector, SFFS selects the feature combination with the highest accuracy. 

For all of the dimensions, a correlation curve between feature subsets and performance could 

be achieved, which is further used  for feature selection. More details could be found in [12] 

and [29]. Respect to the work in [12], we use 19 effective features to construct the feature 

vector. 

3. Classifier Combination 

The source identification of cell phone image is traditionally considered as a pattern 

recognition problem. The typical solution is that for several different classes with training 

samples as side-information, we mark the classes with different labels, and extract 

distinguishing feature vector. By feeding a classifier with the feature vector, a model is 

expected to be built to predict the best matching label for a given new sample. In this 

methodology, the classifier usually constructs a linear boundary or non-linear hyperplane in 

the two- or high- dimension space. Thus a key assumption is that the classifier must have the 

side-information of the training samples, as well as the class label. And also the classifier can 

only be assigned to the test sample with matching labels where the classifier has already 

known in the training process. Is this practical for the cell phone source identification in term 

of forensics? 

Our proposed work say no unfortunately. The task of cell phone source identification is to 

determine the source of the image, which means we do not know how we obtain the image. 

However, the assumption of classification is self-contradictory because it includes an 

implication that the test image belongs to one of the training classes. Thus, for a more practical 

scenario, the forensic analyst obtains a multi-class model with training image samples, 

including a large cell phone model set as large as he/she could obtain. Nevertheless, the 

problem which he has to face with is that the test image could be captured by any cell phone in 

the market. If the multi-class model is directly used to predict the category of the test image, an 

inevitable misclassification would occur when the test image is from an outlier cell phone. 

To address this issue, a combined classifier consisting of MC and OC classifiers is 

proposed. In the combination strategy, the multi-class classifier is supposed to provide a tool 

that determines the best match label in the training model, while the one-class classifier 

exposes the outliers of the training model. In another word, the MC classifier is used to answer 

the question that which cell phone captures the test image, and the OC classifier is expected to 

answer if the classification result of the MC classifier is correct. 

The combination strategy of MC and OC classifier is illustrated as Fig. 2. Supposing we 

have an image data set consisting of image samples from N cell phone models, it is easy to 

obtain all of the OC classifier models 
1 2, , ,

OC OC OCN
M M M . When we extract the feature 

vector of the test image, the MC classifier model, called 
MC

M , is first used to predict a best 
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matching label, denoted by 
i

C . Then, the corresponding OC classifier model 
OCi

M  is used to 

identify whether the test image is captured by the specific cell phone. A positive result 

confirms that the test image is captured by the cell phone, and a negative result exposes an 

unknown cell phone source of the test image. 

 

MC

Classifier

MC
M

OC

Classifier

...

Test

Image

Identification

Result
_1OC

M

_ 2OC
M

_OC N
M

 
Fig. 2. Combination strategy of MC and OC classifiers 

 

An unavoidable fact of the classifier combination is the propagation of errors. For the MC 

classifier, without loss of generality, we use [ ], 1,i

MC
e i N=  to denote the misclassification 

ratios, defined as following. 

 

=i misc mc
MC

i

N
e

N

−                                                                   (12) 

 

misc mc
N −  denotes the number of misclassified samples of multi-class classifier, while 

i
N  

means the number of samples belonging to class i. For the OC classifier, a false positive ratio 

_

i

OC FP
e , [ ]1,i N=  and a false negative ratio [ ]_ , 1,i

OC FN
e i N=  for each model are defined as 

following: 

 

_

i ci
OC FP

non i

N
e

N −

=                                                                    (13) 

_

i misc oc
OC FN

i

N
e

N

−=                                                           (14) 

 

Where 
ci

N  denotes the number of samples classified as class i, and 
non i

N −  means the number 

of samples NOT belonging to class i, while 
misc oc

N −  means the number of misclassified 

samples of one-class classifier. We evaluate and compare the performance between the 

strategies of traditional MC classifier and the proposed classifier combination, in the term of 

misclassification ratio. 

For the previous work with only MC classifier, the misclassification ratio for each class is 

obviously [ ], 1,i

MC
e i N= , when the test image is indeed captured by some of the cell phones 

in the training set. Thus the average misclassification ratio is undisputed 
1

N i

MCi
e N

=∑ . Of 
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course, when the test image comes from an outlier cell phone, the misclassification ratio can 

be easily obtained as 100%, as equation (11) demonstrates. 

 

[ ]
[ ]

1 , , 1,

1, , 1,

N
i

MC

i
Test i

Test i

e

when S M i N
N

when S M i N

=


 ∈ =


∉ ∀ =

∑
                                           (15) 

 

Then we discuss the misclassification ratio of the combined classifier strategy. When the 

test image source is included in the training model, we obtain an error probability of 

[ ], 1,i

MC
e i N=  for each model, if the MC classifier misclassifies the test image in the first step. 

Because if there is an error occurring in MC classifier, the output of the OC classifier, no 

matter it is positive result for the false cell phone model or negative result for the outlier, 

would be a misclassification as well. If we obtain a correct result in MC classifier with 

probability of [ ]1 , 1,i

MC
e i N− =  for each model, the probability of misclassification will be 

( ) [ ]_1 , 1,i i

MC OC FN
e e i N− × =  according to the performance of the OC classifier. When the test 

image is an outlier of the training model, the ratio becomes as simple as [ ]_ , 1,i

OC FP
e i N= . 

Finally, we get the average misclassification in the case of classifier combination in (16). 

 

( )( )
[ ]
[ ]

_

1

_

1

, , 1,

, , 1,

N
i i i

MC MC OC FN

i
Test i

i

OC FP Test i

e e e

when S M i N
N

e when S M i N

=


+ − × ∈ =


∉ ∀ =

∑
                  (16) 

 

The RBF (Radial Based Function) kernel based MC SVM [30] and OC SVM [31] are 

adopted in this study as the specific MC and OC classifiers. Other OC and MC classifiers are 

also applicative in our classifier combination framework. 
 

4. Experimental Results and Analysis 

An image data set containing 24 cell phone models from 9 manufacturers is used in our 

experiments. The brief introduction of the image samples from these cell phones is shown in 

Table 2. For each cell phone, we collect 150 different image samples, consequently a total of 

3600 samples are included. These images are collected under a variety of uncontrolled 

conditions, such as different resolutions, in-door/out-door scenes, natural/ artificial scenes, 

different compression quality factors, and so on. 17 cell phones (No. 1 to No. 17) are selected 

as the models and the forensic analyst can access several training samples to obtain a MC 

classifier model and 17 OC classifier models. 100 images from each cell phone, a total of 1700, 

are randomly selected as training samples. And the rest of 50 images for each of the 17 cell 

phones are used for test. The rest of 7 cell phones are treated as outliers, which means there is 
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none prior knowledge about these devices. For the outlier cell phones, all of the 150 image 

samples are used for test. 

The experimental results are shown as following. In Table 3, the accuracy of source 

classification for all 24 cell phones in the training model and outlier is presented, compared 

with the CFA pattern search simplified algorithm [23] and the multi-feature fusion algorithm 

[12]. For the cell phones in the training model, we receive anticipative deteriorations of the 

results from 93.8% to 88.7% in the term of average identification accuracy using CFA pattern 

search simplified algorithm, because of the propagation of errors, as shown in Table 4. A 

same deterioration could be found for the multi-feature fusion algorithm. Though there is 

nearly 6% deduction of average accuracy of our method compared with that in [23], we 

consider the deduction as a small and acceptable range. The different performances for the 

proposed methods between different feature sets verify that the CFA coefficient features are 

better than multi-feature fusion sets for the term of camera source identification. Meanwhile, 

the method in [23] and [12] is totally invalid for the 7 outliers as we expected, because the 

classifier used in [23] and [12] misclassifies the outliers as the cell phones in the training 

model. However, we obtain an average identification accuracy of 75.3% and 66.9% for the 7 

outlier cell phones, as Table 4 shows. For all 24 cell phones, our method also achieves a 

higher average accuracy of 84.8% and 77.9%, compared with 66.4% and 63.8% achieved by 

the method in [23] and [12]. The confusion matrix shown in Table 5 and Table 6 describes the 

details of the experimental results of the method [23] and [12], which are the input of the OC 

classifiers in the combination strategy of the proposed method. The 17 columns corresponds to 

the 17 cell phones in the training model, and 24 rows corresponds to all of the cell phones. The 

(i, j) element in the confusion matrix gives the percentage of images from cell phone i that are 

classified as belonging to cell phone j. The symbol "*" denotes percentage of 0. The gray cells 

in Table 5 and Table 6 demonstrate the classification results of 7 outlier cell phones. For the 

image samples from these cell phones, the classification accuracy is 0 because the inevitable 

misclassifications always occurs.  

 
Table 2. Image data sets used in the experiments 

No. Model Resolution Smart Phone 

1 Samsung D520 1280×1024 No 

2 Samsung E208 1280×1024 No 

3 Motorola L7 640×480 No 

4 Nokia 7610 1152×864 No 

5 Nokia E50 1280×1024 No 

6 Nokia N70 1600×1200 No 

7 Sony Ericsson K530 1600×1200 No 

8 Samsung I9000 2592×1944 YES 

9 Nokia 5230 1600×1200 YES 

10 HTC A3366 2048×1536 YES 

11 HTC Z710e 3264×2448 YES 

12 HTC G10 3264×2448 YES 

13 iPhone 1 1600×1200 YES 

14 Mi 1 3264×2448 YES 

15 MeiZu M9 2592×1944 YES 

16 Smartisan T1 4128×3096 YES 

17 Mi 3 4208×3120 YES 

18 Nokia N73 2048×1536 No 

19 Sony Erricson T707 2048×1536 No 
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20 HTC G12 2592×1944 YES 

21 HTC T328W 2592×1944 YES 

22 iPhone 4 2592×1944 YES 

23 iPhone 6 3264×2448 YES 

24 RedMi 1S 3264×2448 YES 

 

Table 3. Identification accuracy for all 24 cell phones 

No. 
Accuracy (%) 

No. 
Accuracy (%) 

Method 

in [23] 

Proposed 

Method 

Method 

in [12] 
Proposed 

Method 
Method 

in [23] 

Proposed 

Method 

Method 

in [12] 
Proposed 

Method 

1 98 94 94 86 13 98 96 94 90 

2 100 90 96 90 14 84 78 90 78 

3 100 82 92 80 15 100 96 96 90 

4 90 84 92 84 16 94 90 92 88 

5 94 84 86 80 17 90 90 82 76 

6 86 84 88 78 18 0 73 0 70 

7 88 82 84 78 19 0 68 0 72 

8 100 96 90 84 20 0 64 0 64 

9 92 92 96 88 21 0 81 0 70 

10 100 96 82 70 22 0 97 0 62 

11 84 80 90 80 23 0 70 0 68 

12 96 94 88 82 24 0 74 0 62 

 
Table 4. Average accuracy comparison for 17 cell phones in the training model, 7 outlier cell phones 

and all 24 cell phones 

Average Method in [23] Proposed Method Method in [12] Proposed Method 

No.1 –No.17 93.8 88.7 90.1 82.5 

No.18 –No.24 0 75.3 0 66.9 

No.1 –No.24 66.4 84.8 63.8 77.9 

 

Table 5. Confusion matrix of method in [23] 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

1 98 2 * * * * * * * * * * * * * * * 

2 * 100 * * * * * * * * * * * * * * * 

3 * * 100 * * * * * * * * * * * * * * 

4 4 * 4 90 * 2 * * * * * * * * * * * 

5 * * * 2 94 * * 2 * 2 * * * * * * * 

6 * * 8 * * 86 4 * * * 2 * * * * * * 

7 * 4 * * * * 88 * 4 2 * * 2 * * * * 

8 * * * * * * * 100 * * * * * * * * * 

9 * * * * * 6 2 * 92 * * * * * * * * 

10 * * * * * * * * * 100 * * * * * * * 

11 * * * * * * * * * * 84 12 * 4 * * * 

12 * * * * * * * * * * 4 96 * * * * * 

13 * * * * * * * * * * * * 98 * * 2 * 

14 * * * * * * * * * * 8 4 * 84 2 * * 

15 * * * * * * * * * * * * * * 100 * * 

16 * * * * * * * * * * * 2 2 * * 94 2 

17 * * * * * * * * * * 2 * * 2 * 6 90 

18 * 2 * 6 12 68 4 * * 4 2 * * * 2 * * 
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19 * * 10 12 4 * 28 * * 32 * * 8 4 * 2 * 

20 * * * * * * * 20 2 8 12 46 * * 4 2 2 

21 * * * * 2 * * 12 * 22 38 26 * * * * * 

22 * * * * * * * 4 4 * 2 * 28 8 22 30 2 

23 * * * * * 2 * 2 4 6 2 4 20 12 20 24 4 

24 * * * * 4 2 4 * 2 * 10 12 2 38 4 2 20 

 

Table 6. Confusion matrix of method in [12] 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

1 94 4 * * * * * * * * 2 * * * * * * 

2 2 96 * * * * 2 * * * * * * * * * * 

3 2 * 92 * 2 * * 2 * * * 2 * * * * * 

4 * 2 * 92 * 2 * * 2 * * * * * * 2 * 

5 * 4 * * 86 * 2 * * 2 4 * * * * 2 * 

6 * * * 6 4 88 * 2 * * * * * * * * * 

7 2 2 * 4 * * 84 * 4 * 2 * * * * * 2 

8 * 2 * * * * * 90 * 2 2 4 * * * * * 

9 * * * * * 2 * * 96 * * * * 2 * * * 

10 * * 2 * 2 * * * * 82 8 4 * * * * 2 

11 * * * * * * 2 * * 2 90 6 * * * * * 

12 * * * * * 4 * * * 8 * 88 * * * * * 

13 * * 2 * 2 * * * * * * * 94 * * 2 * 

14 * * * 2 * * * 4 * * 2 * * 90 * * 2 

15 * * * * * 2 * * 2 * * * * * 96 * * 

16 * * * * * * * 2 * * 4 * 2 * * 92 * 

17 * * * * * * * 2 4 * * * 2 6 * 4 82 

18 * 4 * 2 * 44 20 * 8 * 2 10 4 * 2 4 * 

19 2 4 2 * * 18 30 * 12 8 * 6 * 2 4 8 4 

20 2 * 4 * 2 * * 24 * 4 10 52 * * 2 * * 

21 * * 4 * * 10 2 2 * 12 30 30 * 4 * * 6 

22 * 4 2 * 4 8 * 2 4 2 * 4 34 * 6 28 2 

23 2 2 2 6 2 2 2 * 2 * 4 * 26 2 2 36 10 

24 * * * * * * 6 * 2 4 * 4 8 56 4 2 14 

 

Considering the term of time complexity, the proposed methods is obviously higher than 

the baseline [12] and [23], because they combines the MC classifier with several OC 

classifiers in the classifier strategy. To be fair, we compare the time cost of the methods 

without considering the training process, because the traning process could be finished offline. 

That means the time cost of the proposed methods consists of three components: feature 

extraction, multi-class classification and one-class classification. Compared with the 

corresponding baseline [12] and [23], the time costs of feature extraction and multi-class 

classification is completely the same, while the one-class classification is the additional time 

complexity. The before-mentioned experiments are implemented via Matlab 2009 with a PC 

equipped with Intel Core i7-5960X 3.0GHz CPU and 32G Ram. Table 7 demonstrates the 

segmented time costs of the proposed methods compared with the baseline [12] and [13], for 

all 1900 test images. The identification of all of the test images spends 442 minutes and 1030 

minutes for methods in [12] and [23]. For the proposed methods, the corresponding time costs 

are 443 minutes and 1032 minutes, in other words, about 14 seconds and 33 seconds for each 

test image sample.  
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Table 7. Time complexity of the identification 

Methods Components 
Time Costs 

(Min) 

Total Time Costs 

(Min) 

Method in [23] 
Feature Extraction 1013 

1030 
Multi-Class Classification 17 

Proposed Method 

Feature Extraction 1013 

1032 Multi-Class Classification 17 

One-Class Classification 2 

Method in [12] 
Feature Extraction 430 

442 
Multi-Class Classification 12 

Proposed Method 

Feature Extraction 430 

443 Multi-Class Classification 12 

One-Class Classification 1 

 

5. Conclusion 

This paper proposed a classifier combination strategy for identifying the source cell phone of 

digital images. A framework of successive detections with MC classifier and OC classifier is 

used to obtain an acceptable average accuracy for cell phone models in the training model, and 

a high average identification ratio for outlier cell phones. The classifier combination strategy 

is implemented with two effective source camera identification algorithms, using CFA 

interpolation coefficients estimation  and multi-feature fusion as feature vectors. Experiments 

indicate that the average accuracies of 88.7% and 75.3% with CFA coefficient features, 82.5% 

and 66.9% with multi-feature fusion, are achieved for cell phones that in and out of the training 

model, respectively. 

In the practical scenario of image source identification for cell phones, the classification of 

outlier is a significant but difficult task. The classifier combination strategy is used to 

introduce an "outlier" label for image source identification. Though the strategy is feasible, we 

still plan to improve the performance of the classifier combination, and design new ingenious 

combination of classifiers for specific feature sets. 
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