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Client Driven System of Depth Image Based
Rendering
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ABSTRACT

In this paper, we propose systems which can ren-
der free viewpoint images by using depth image based
rendering for live video communications. Experimen-
tal results show that an image and depth transmis-
sion system is more suitable than an all multi view
transmission and an only free viewpoint image trans-
mission system. Especially in the image and depth
transmission system, transmitting two images and
one depth map, and then predicting the opposite
depth map is the best for live communication.

Keywords: Free Viewpoint Image Synthesis, Multi
Camera Array, Network Environment, Depth Image
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1. INTRODUCTION

Recently, stereoscopic 3DTV comes under the
spotlight and is going to commercial-produced stage.
3DTV can transmit more reality than the conven-
tional 2DTV, but a limitation of current 3DTV ex-
ists. This is because the viewpoint is fixed. Users
cannot change their viewpoints freely although we
can see everywhere in a real environment. To make
it possible, free viewpoint image rendering becomes
one solution. In the decade researches, technologies of
free viewpoint image generation and 3D reconstruc-
tion are upgrading. To generate the free viewpoint
images, there are several approaches; model based
rendering (MBR), which generates 3D mesh and tex-
ture, and image based rendering (IBR), which gen-
erates a novel view by modifying input images. The
IBR can render more photo-realistic images than the
MBR, and has a high compatibility of the conven-
tional video processing technologies. In this paper,
we focus on the IBR.

Rendering free viewpoint images with the IBR, ray
space [1] and light field [2] are basic methods. These
methods can render high quality images without com-
putational complexity, while these require tremen-
dous views to keep a light field sampling theory [3].
Depth image based rendering (DIBR) [4] is a medial
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method between the MBR and the IBR. This method
requires a few views and depth maps, which is depth
information image for the captured view. A limita-
tion of this method is that the rendering image qual-
ity tends to be degraded if an input viewpoint is far
from captured views. Recently, the moving picture
experts group (MPEG) has started a new exploration
experiment specifically targeted towards free view-
point television (FTV) [5] applications. The FTV
is one of systems for free viewpoint image rendering,
transmission and compression. M-view + N-depth
framework [5] is adopted in the FTV and the frame-
work cover the shortcoming of the DIBR, that is the
quality of image generated by the framework does not
highly depend on viewpoint. Whereas the previous
MPEG/JVT standardization activities of multi view
coding (MVC) [6, 7] focused on improvement of com-
pression efficiency for generic multi view videos, so
that video compression and image rendering are com-
pletely separated. The MPEG-FTV project currently
focuses on depth estimation, rendering and compres-
sion. To render high quality videos, a target of this
project is storage media. Thus, contributors use cost-
consuming algorithms for free viewpoint image gen-
eration. For live free viewpoint communication, how-
ever, additional aspects are required.

Under a network environment, multimedia com-
munication requires not only media quality itself but
also interactivity for user inputs, because some kind
of latency is inevitable when the multimedia is trans-
mitted through the network. Considering the free
viewpoint image communication, media quality and
interactivity, such as changing viewpoint, are also im-
portant. At the aspects of these points, how to ren-
der the images and how to compress and transmit
the data will be hot-spot. In a networked render-
ing system, there are two extreme approaches. First
one is to transmit compressed multi view data from
the server and to render a free viewpoint image at the
client. Second one is to render a free viewpoint image
at the server side, and then to transmit only the free
viewpoint image. The former requires large network
band, but rendering quality and interactivity are in-
dependent of network condition. The Latter requires
only normal network band, but the interactivity is
highly affected by network condition. In this case, a
timing of viewpoint changing will be delayed because
of network latency. To realize a medium format be-
tween the multi view and the only free viewpoint im-
age transmission system, a shared I field and a selec-
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tive B frame [8, 9] are proposed. With these methods,
multi view images are well compressed but a range of
viewpoint change is limited. By using these meth-
ods, we have the upper bound of viewpoint change;
thus we cannot change viewpoint freely. If we want
to change viewpoint anywhere, we should remove the
limit, and then both methods are nearly equal to the
multi view transmission system method.

To overcome the above problems, a DIBR system
implemented by the server-client model is suitable,
and we propose this type of system in this paper.
With this system, selected depth maps are generated
from input images and these media are compressed
/ transmitted at the server side. With this DIBR
approach, limited depth and image data around the
interested viewpoint are required. The client decodes
the data and synthesizes a novel view from the data.
The data size is smaller than the size of multi view
data, and if a process of viewpoint requesting and a
process of view generation are asynchronously paral-
leled, the interactivity becomes higher than the gen-
erated free viewpoint image streaming mode. A weak
point of this system is that the rendering quality may
be degraded when interest view is quite different be-
tween the server and the client because of network
latency. This method is an extension of the method
in [10], which does not have capability of selective
processing over an IP network. The system always
transmits one view and one depth on a fixed view-
point.

To realize the free viewpoint live communication,
we need to compute all process on real-time, espe-
cially depth estimation and compression. These two
processes are usually computationally expensive pro-
cesses. Thus we use more convenient method for
depth estimation and compression than the MPEG-
FTV approaches and MVC. We have developed the
system and evaluated relationships among an image
quality of generated view, dependency of compressed
quality factor and the system latency. As a result, we
will show that the rendering image quality is enough
and the interactivity is highly kept.

The rest of this paper is organized as follows. Sec-
tion 2 describes the free viewpoint rendering algo-
rithm and the server-client model systems. Section
3 explains the DIBR modes. Experimental results
are presented in Section 4. Section 5 concludes this
paper.

2. FREE VIEWPOINT RENDERING AL-

GORITHM AND SYSTEM

2.1 System overview

Requirements of networked free viewpoint server-
client system are a) high frame rate, b) high render-
ing image quality, and c) high interactivity of user
input. Several system configurations are supposable
for these rendering processes. Now, we consider three
cases of the system. The first is multi view transmis-
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sion system, in which the server sends all multi view
images to the client. The second is free viewpoint
transmission system, in which the server generates a
free viewpoint image and sends only the image. In the
last system, the server transmits images and depth
maps. Details of each system are described in this
section.

To generate the free viewpoint image over an IP
network, we need five steps; 1) capturing and cor-
rection images, 2) depth map estimation, 3) image
coding/decoding, 4) data transmission, and 5) free
viewpoint view synthesis. The order of these pro-
cesses chain depends on the case of a system model.
Main differences of each system are what types of
data are transmitted, in which computer, server or
client, performs the depth estimation process, view
synthesis process, and what images are compressed.
The flowchart of each system is depicted in Fig. 1
and what views are compressed are listed in Table 1,
where local is a method of closed one computer sys-
tem for comparison. To concentrate on the system
evaluation, we do not deal with how to estimate the
depth map and how to compress the images. To keep
high frame rate and image quality, we use the semi-
global matching [15] as a depth estimation algorithm.
This method has high performance of depth accuracy,
while keeping computational cost low. Comparing to
the top performance algorithms [11, 12], such as belief
propagation [14] and graph cut [13] algorithms, this
method has an advantage for computational perfor-
mance, and the quality of depth map is the second-
best.

2.2 Multi view transmission

This system transmits only compressed views from
a server to a client. The client decodes the views
and then generates a novel view using the nearest 2
views form an input of viewpoint. The system re-
quires high computational performance at the client
side and also requires large bandwidth of network.
If network condition and computational performance
are enough, the system can render free viewpoint im-
age with high quality and low latency. Note that the
accuracy of the generating depth map highly depends
on the compression rate of the input multi view im-
ages
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Fig.1: Systems overview.

2.3 Free viewpoint transmission

This system transmits a free viewpoint image from
a server to a client. The free viewpoint image is gen-
erated by the server, and viewpoint information for
controlling the rendering viewpoint is input by the
client over a network. Thus the timing of viewpoint
changing tends to be delayed by network latency and
some system computational latencies. Note that we
cannot control viewpoint changing at the server side.
To keep this changing timing with high interactivity,
intra based compression is suitable.

2.4 Depth and image transmission

This system transmits images and depth maps
which is computed at a server side to a client. At
the client side, the free viewpoint image is generated
by views and the associated depth maps. Note that
the transmission data is only a few images and depth
maps which are a kind of images, so that the sys-
tem does not require large band width. In addition,
this method have high interactivity for the viewpoint
changing, because the viewpoint input occurs at the
client side and the novel view is synthesized rapidly.
However, a generated view is highly affected by depth
map quality so that compression of depth map is no-
ticeable. Compression of depth map has different
characteristics of usual image compression.

3. DEPTH IMAGE BASED RENDERING

MODES

In this section, we introduce a method of free view-
point view generation via reference images and depth
maps. A basic DIBR method of free viewpoint im-
age rendering [16] is as follows. Given two reference
left and right images with depth maps, firstly, we
warp left and right images to target viewpoint via

depth map information. Secondly, we weightily blend
warped left and warped right images depending on
a viewpoint. Finally we fill holes with depth based
or normal image inpainting [17]. A flowchart of free
viewpoint image generation based on the DIBR is de-
picted in Fig. 2. This DIBR flow is called M-view
+ N-depth architecture adopted in MPEG-FTV. In
this architecture, we use the nearest image and depth
data set from the viewpoint; thus the parameters are
M=N=2.

In our system, we deal 3 modes of the method of
the DIBR; a) 1 view + 1 depth map (1V1D), a) 2
views + 2 depth maps (2V2D), c) 2 views+ 1 depth
map and prediction (2V1DP). In the 2V2D mode,
we use 2 views and 2 depth maps on the views to
synthesize a free viewpoint image. This mode is the
basic mode of M-view + N-depth frame work. The
2V2D mode has the highest image quality, but ren-
dering time is slowest among the three modes. This is
because the 2V2D mode should perform twice depth
map estimation process which is the most computa-
tionally heavy method. The merit of 2 depth maps
estimation is that we can perform LR consistency
check [11] which can improve depth accuracy with
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Fig.2: Flowchart of free viewpoint image rendering
with various systems.
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Fig.3: PSNR versus viewpoint with various systems.

low computational cost. In the 1V1D mode, we use
1 view and a depth map on the view to synthesize a
free viewpoint image. Using this mode, a view syn-
thesis flow is slightly different from the flow of the
2V2D mode. Warping second image and blending
process are omitted. The 1V1D is the fastest view
synthesis mode, but the rendering image quality is
the lowest method. The last mode of 2V1DP is sim-
ilar to the 2V2D mode, but this mode only requires
1 depth map. In this mode, the opposite depth map
is predicted by another depth map. The prediction
method is the same as view synthesis module with-
out image warping. After prediction, view synthesis
process is the same as the 2V2D mode. Note that
LR consistency check does not work well, because
the prediction of the opposite depth map does not
increase geometrical information. In addition, the
depth prediction quality highly depends on the depth
map compression rate.

4. EXPERIMENTAL RESULTS

In this section, we evaluate the system models and
the DIBR algorithms. We use a multi view sequence
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Fig.4: PSNR versus image compression rate.

which is captured by one camera and machine con-
trolled stage. The sequence contains 81 views and the
image resolution is 640 × 480 -24 bit color. Camera
setup is 1-D parallel and all views are horizontally
rectified by the light field rectification algorithm [18].
We uploaded this sequence on the site in [19]. In our
experiments, we use selected cameras, which are cam-
era number 0, 20, 40, 60 and 80, for depth estimation
and view synthesis as anchor views. Other cameras
are used for only evaluation. We use Peak Signal to
Noise Ratio (PSNR) of Y signal in YUV color space
as an objective measure.

In the first experiment, we compare the system
models. Figure 3(a) shows PSNR of rendering views
at the various viewpoints. 4 system models which
are multi view, free viewpoint, depth and image (only
2V2D), and local are depicted. The local means that
all the processes are computed in one computer and
is used as reference. Images are compressed by JPEG
and the compressed image has 1.54 bit per pixel (bpp)
per one view. The compressed depth map has 0.53
bpp per one depth map. Thus the transmitting data
size of multi view system has 5 times larger than that
of the free viewpoint system, and the depth and image
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Fig.5: PSNR versus depth compression rate.

system (2V2D) has 2 times larger images and two ad-
ditional depth maps. As a result, Fig. 3 has peaks on
the viewpoint of anchor views, because DIBR keeps
the signal of original views. The methods of using
all the anchor views, such as multi view, free view-
point and local, repeat the shape of graph which is
decreasing PSNR exponentially from the anchor view
to the center of the anchor views and then increasing
PSNR correspondingly. The highest quality method
is of course the local system, but the free viewpoint
and multi view systems keep almost the same qual-
ity. The differences between these two methods are
transmitting data size and interactivity for viewpoint
changing. Latency of viewpoint changing occurs in
free viewpoint case, because of viewpoint informa-
tion communications between the server and client.
Only the depth and image system has the different
shape. In this condition, we have only number 20
and 40 views. Thus when we get away from these
anchor views, PSNR are decreasing. Especially ex-
trapolation cases (view< 20, 40 > view) are obvious.
Figure 3(b) shows 4 DIBR modes and the local sys-
tem as a reference. 2 view cases of the 2V2D and
the 2V1DP keep high quality in range of view 20 to

Table 2: PSNR of various methods at fixed view-
point.

Local
Multi 

View

Free

Viewpoint
2V2D 2V1DP

1V1D

Cam. 20

1V1D

Cam. 40

View 30 34.17 34.04 33.93 33.91 33.78 31.24 30.59

View 15 36.02 36.00 35.84 33.72 33.67 33.71 26.13

View 10 35.27 35.10 34.99 30.44 30.41 30.45 25.33

40, while in 1 view cases of the left view’s (1V1D:L)
and the right view’s (1V1D:R) 1V1D mode, the im-
age quality is rapidly decreasing. Comparing to the
2V2D and 2V1DP at the viewpoint 30, the difference
of the image quality is 0.13 dB. PSNR values at some
specified viewpoint are listed in Table 2.

In the second experiment, we evaluate DIBR
method by changing a compression parameter.
Avoiding burst of cycles of evaluation, we evaluate
only representative viewpoint, which is view 30 as
the center of the interpolation view and view 10 as
an extrapolation case. In the 2V1DP case, we use the
depth map of view 40 as an anchor. In the 1V1D:L
case, we also use the depth map of view 40 as an an-
chor. In the case of 1V1D:R, the depth map of view
20 is used as a anchor. Figure 4(a) shows the im-
age compression rate versus PSNR at view 30. The
multi view and the free viewpoint transmission re-
sults are shown as references. Note that data size
of each method is different, that is discussed later.
All the modes have the same trend. In the high bit
rate range (about 1.0 bpp > ), the compression rate
does not affect the rendering image equality. In the
low bit rate range, PSNR is exponentially decreasing.
The extrapolation case of view 10 which is depicted
in Fig. 4(b) has the same tendency except for the left
view 1V1D mode. This view is too far to render high
quality images. Figure 5(a) shows the depth compres-
sion rate versus PSNR at view 30. Decreasing rate of
1 depth modes, such as the 2V1DP, and the 1V1D,
is higher than requiring 2 depth maps mode, because
dependency of distance from the reference view for
depth prediction/warping and depth map correctness
are high. In contrast with image compression case,
all the modes depend on the depth compression rate
even if the compressed depth quality is high. The ex-
trapolation case of Fig. 5(b) has also the same trends.

Computational times of each step in the free view-
point generation are;

• image correction: 1 ms
• image coding: 2.5 ms per image
• image decoding: 2 ms per image
• depth estimation: 30 ms per depth
• view synthesis: 4.3 ms
• depth prediction: 3 ms

We use Intel Core i7 920@3.2GHz as a CPU, and
NVIDIA GeForce GTX260 as a GPU for computa-
tion. Some functions are parallelized by CUDA on
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the GPU. To sum up each cost obeying the processing
chain of Fig.1, the computational times of the server
and the client side are shown in Table 3. The multi
view and the free viewpoint transmissions can gen-
erate any view synthesis method because we have all
the views in these methods. Thus we show the case of
rendering using one depth map and two depth maps1.

To evaluate the system, we measure the data size
per frame, time of network time cost, frame rate, time
of optical signal latency and time of viewpoint change
latency under the following conditions;

• image resolution is 640× 480 pixels
• image is coded with 1.0 bpp
• depth map is coded with 0.2 bpp
• network band width (=BW ) is 100 Mbps
• fixed network latency (=L) is 10 ms2

The example of the system performances is listed in
Table 4.

Network tn shows network time cost which means
that the time of data flow from the server to the client
if a network cable has no length. This is expressed
by the following equation.

tn = size[bit] · 1000/BW [bps]. (1)

The frame rate of each method depends on the time
cost of the server ts, the time cost of the client tc
and the time cost of network. If we can ideally make
these process pipelined parallelization, the frame rate
depends only on the maximum cost of the three costs.

fps = 1000/max(ts, tc, tn). (2)

The optical latency, which means the delay of an op-
tical light signal of real world, is as follows.

O-latency = ts + tc + tn + L, (3)

where L is fixed network latency which is a fac-
tor of physical length of a network cable. The la-
tency of viewpoint change becomes view synthesis
time (=4.3ms) except for the free viewpoint system.
The free viewpoint system takes additional round trip
cost.

V-latency = ts + tc + tn + 2L. (4)

Above system performances show that the multi view
system uses large network band, and has large opti-
cal latency while the method has high interactivity
of viewpoint change. The free viewpoint system is
a low latency method of optical signal but the high
latency of viewpoint change is inevitable. The DIBR
system of the 1V1D and 2V1DP modes has the low
optical latency while keeping the high interactivity of
viewpoint change.

1In the PSNR computation experiments, both method are
computed by two depth maps.
2The parameter assumes a domestic area communication in

Japan.

Table 3: Computational time of each step at server
and client. Computational times are shown by (two
depth maps / one depth map) in multi view and free
viewpoint cases.

Multi

View

Free 

Viewpoint
1V1D 2V2D 2V1DP

Server [ms] 13.5 40.8 / 67.8 36.0 71.0 38.5

Client [ms] 47.3 / 74.3 2.0 8.3 12.3 13.3

Table 4: Example of system parameters. Image and
depth map are coded by 1.0 bpp and 0.2 bpp respec-
tively. Network bandwidth is 100 Mbps and network
latency is 10 ms.

Multi

View

Free

Viewpoint
1V1D 2V2D 2V1DP

Data size 

[Mbit]

1.54 0.3 0.37 0.74 0.68

Network 

[ms]

15.4 3.1 3.7 7.4 6.8

Frame rate 

[fps]

21.1 / 13.5 24.5 / 14.8 27.8 14.1 26.0

O-latency 

[ms]

86.2 / 113.2 55.9 / 82.9 58.0 100.7 68.4

V-latency 

[ms]

4.3 92.9 4.3 4.3 4.3

5. DISCUSSION

The characteristics of each transmission system are
as follows;

• Multi view system: We can see any viewpoint with
high visual quality and with low latency of the view-
point change, while we need large network band, and
the optical signal latency becomes large.
• Free viewpoint system: We can see any viewpoint
with high visual quality with low latency of optical
signal, and do not need large network band, while we
need tremendous time to change viewpoint.
• DIBR system of 2V2D, 1V1D, and 2V1DP modes:
We can see any viewpoint with low latency of the
viewpoint change, and with low latency of optical
signal, however the visual quality is not guaranteed.
The quality has the peak around the anchor views.
We need a middle capacity of network band.

For FTV applications, such as TV broadcast, TV con-
ference, movies in a storage media and surveillance,
requirements of FTV performance highly depend on
the types of application. Thus a suitable transmission
type also depends on the applications. For example,
the storage media and the TV broadcast (except for
live sports broadcasting) require high video quality
and interactivity of viewpoint change while they are
not strict for the latency of optical signal. Thus the
multi view system with more effective compression
method, such as multi view video coding, becomes
a better solution. For surveillance application, the
visual quality is important but the frame rate and in-
teractivity of viewpoint change are not so important.
Thus the free viewpoint system is a good solution.
The selective DIBR system is suitable for live TV
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conferences. This application requires high interac-
tivity of viewpoint change and low optical latency,
but requirement for visual quality is lower than the
other types of application. In the TV conferences,
large viewpoint change rarely happens, thus the dis-
advantage of the proposed method that the quality is
not guaranteed is not a big problem. The frame rates
of DIBR system, especially the 1V1D and 2V1DP
cases, are almost 30 fps with VGA resolution. Thus
the application has enough performance except for
data size. The coding method of this paper is the
simplest method of JPEG intra coding so that the
coding efficiency is not enough. The coding methods
of extension of shared I filed and selective B field that
are proposed by the context of multi view video com-
pression or other effective approaches are required for
realizing this application.

With the DIBR system of the 2V2D and 2V1DP
cases, the acceptable range of viewpoint change would
be ±3 cm, if we assume that the peak value in the
PSNR curve of concave between anchor views (see in
Fig. 3), whose distance is 4 cm in the experiments, is
the lower bound of image quality. In the 1V1D case,
±1 cm around anchor view is an acceptable range.
This means that we can render good quality images
within the range of one-and-a-half time of baseline in
the 2 views case, and within the range of half length
of baseline in the 1 view case.

However, this results depend on the number of dis-
parity range Drange, which is shown in [16]. Drange

is express as follows;

Drange = Dmax−Dmin = fl(
1

1/znear
−

1

1/zfar
), (5)

where Dmax, Dmin are the max and min disparity
values respectively, znear, zfar are the depth values
of the nearest object and the farthest object, f, l is
the focal length of camera and the length of baseline
of the nearest camera.

If we change the camera array condition, such as
the focal length, the image resolution and the length
of camera baseline, the above parameters vary. In
addition, when positions of objects in the cameras
are changed, the parameters are also changed. Thus
changing camera condition depending on the posi-
tions of the objects is important to keep the image
quality high.

6. CONCLUSION

In this paper, we have remarked about networked
free viewpoint image rendering which requires not
only high image quality and high frame rate but also
low latency of viewpoint changing. We have pre-
sented the depth image based rendering (DIBR) sys-
tem and have dealt with 3 modes in DIBR; 1 view
+ 1 depth (1V1D), 2 views + 2 depths (2V2D), and
2 views + 1 depth + prediction (2V1DP). Compar-
ing to other two extreme system models, such as the

only free viewpoint image transmission system and
the multi view transmission system, the DIBR system
can render a free viewpoint image with low latency,
and does not require high computational performance
at a client side while the rendering image hardly lose
the image quality. In addition, we have revealed that
relationships between distance from reference views,
the rendering image quality. To keep the quality of
the image high when the viewpoint exists between
the reference views, the 2V2D and the 2V1DP mode
are better than the 1D1V mode. Considering the ren-
dering frame rate, the 2V1DP is the best among the
3 modes, because the loss of image quality from the
2V2D is slight little. In addition, we have revealed
the dependency of depth-image compression rate and
the dependency of the distance from reference views.
As a result, the image compression rate does not af-
fect image qualities in high bit rate range. On the
contrary, in the depth compression case, the qual-
ity of the synthesized image is deteriorated in all the
ranges. At the aspect of 1 depth case, such as 2V1DP
and 1V1D, the characteristics become more remark-
able, thus applying high compression rate to depth
map is not suitable. The network latency depends
on an environment we do not evaluate this factor,
but this DIBR method has no latency for viewpoint
changing. Thus we will develop a novel view synthesis
oriented compression algorithm. In addition, we will
research about the dependency between compression
and rendering.
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