
Abstract. The climate exerts the dominant control on the spatial distribution of the major vegetation types on a
global scale. In turn, vegetation cover affects climate via alteration of the physical characteristics of the land surface
like albedo, roughness, water conductivity (biogeophysical mechanisms) and atmospheric gas composition, for
example, CO2 and CH4 (biogeochemical effects). The chapter covers biogeophysical interactions between the land
surface and the atmosphere. Recent progress in vegetation and land surface modelling is briefly discussed. Research
on climate-vegetation interaction is mostly concentrated on “hot spots” where the interaction is the most significant:
boreal forests, North Africa, and Amazon forest. Boreal forests, even deciduous ones, significantly reduce the
albedo of snow-covered surfaces. Simulations with different climate models reveal that positive feedback between
forest and surface air temperature in the boreal region is not strong enough to establish multiple steady states.
Nonetheless, the simulations show a significant cooling trend due to historical land cover changes, mainly as a result
of temperate and boreal deforestation. In general, the climate models agree that tropical deforestation exerts a net
regional warming while an effect on extratropical regions is more uncertain. In the Sahel/Sahara region, several
models are able to simulate „green Sahara“ phenomenon during the mid-Holocene. Some models reveal multiple
steady states in the region due to a strong interaction between vegetation and monsoon precipitation. Sensitivity
simulations show that some expansion of vegetation cover into the Sahara is possible under CO2-induced climate
changes.

1. INTRODUCTION

A visual comparison of climate and vegetation on a global scale immediately reveals a strong correlation
between climatic and vegetation zones: the moist tropics are associated with tropical forest, the dry
subtropics with subtropical deserts, regions of temperate climate with temperate/boreal forests, and polar
regions with tundra/polar desert. These relationships, of course, are not co-incidental. The central thesis
for plant ecology is that climate exerts the dominant control on the spatial distribution of the major
vegetation types on a global scale, while on a smaller scale, the contribution of secondary factors such as
soil type or topography are important as well [1, 2]. Climate, in the given context defined as a seasonal
course of solar radiation, temperature, and precipitation, primarily determines the predominant type of
terrestrial vegetation (e.g., broadleaved forest, grassland) and the biogeochemical properties of the land
surface (e.g., CO2 flux, carbon storage in biomass and soil). In turn, vegetation cover affects climate via
alteration of the physical characteristics of the land surface like albedo, roughness, water conductivity
(biogeophysical mechanisms) and atmospheric gas composition, for example, CO2 and CH4

(biogeochemical effects). The chapter covers only biogeophysical interactions between the land surface
and the atmosphere (Fig. 1), as discussion of biogeochemical interactions ultimately involves oceanic
biogeochemistry.

Here, biogeophysical interactions are substantially simplified in order to provide a short overview of
the current state of research. Among these simplifications, the most important are: (i) a reduction of
ecosystems to plants only, as the biomass storage in plants exceeds the biomass of animals and other
living organisms by an order of magnitude; (ii) a reduction of the vast diversity of plants to a few major
plant types representative for vegetation cover; (iii) neglecting the non-climatic factors which control
vegetation on a local scale, e.g. soil type or topography. Some of the neglected ecosystem components are
implicitly accounted for, like the function of microorganisms in mineralising dead organic matter. Among
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the other simplifications, the interaction mechanisms are limited to first-order effects, such as through
albedo and transpiration, which are the focus of the current research.
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Figure 1. Interaction between climate and vegetation. Only biogeophysical interactions (solid lines) are discussed in the
chapter.

1.1 Climatic control of vegetation cover

Agricultural development during the last several thousand years led to widespread testing of plant
adaptation abilities outside the areas of their natural habitat. This process, as well as extensive
geographical exploration, revealed the existence of a remarkable correlation between vegetation and
climate. Alexander von Humbolt [3] was among first geographers to analyse climate-vegetation
relationships on a global scale and investigate links between climate and vegetation changes in the past.
Since then, regularities in climate and plant distribution have been systematically explored within such
scientific disciplines as biogeography, plant ecology, and recently, macroecology [4-7].

Although vegetation-climate relationships are remarkable, the mechanisms behind these
interconnections are not completely understood. While progress in plant physiology and biochemistry has
clarified most of the biochemical mechanisms on a leaf or plant scale, like photosynthesis and plant
growth, processes on the ecosystem level, such as plant competition and plant succession (replacement of
one plant species by another) are much more poorly explored. One of the obvious obstacles is the long
time scale for vegetation re-growth, which is up to hundred years for forest ecosystems. Because
alteration of the soil organic profile in response to changes in vegetation cover is even slower, the
evolution of ecosystems towards equilibrium with the environment takes up to several thousand years. In
contrast, systematic observations of changes in vegetation cover and soil profile are available up to
several hundred years at most. For significant parts of the globe, these data are limited to the last several
decades. Another difficulty is that in the most explored regions, like Europe, the natural vegetation cover
has been replaced for centuries by croplands and planted forests.

Due to limitations in available time-series, a conventional approach in biogeographic analysis is the
substitution of time by space via the analysis of geographical climate-vegetation regularities, under the
assumption that observed natural ecosystems are in equilibrium with climate. A basic outcome of this
method is that trees (woody species) have preference over grass (herbaceous plants) in the case of
significant available resources (radiation, water, nutrients), as a result particularly of the better
interception of light by dense tree canopies. With increase in water stress across a wet-dry gradient,
shrub/grass ecosystems become more prevalent than trees due to various factors including different root
depth and fire vulnerability. In extremely dry regions, there is virtually no vegetation. Similar regularity
exists across a warm-cold gradient [2]. With a drop in temperature below a certain threshold, tall trees
cannot be sustained while low plants (shrubs, forbs, grass, moss) can survive extremely cold winter
temperatures under snow cover. In extremely cold polar and alpine deserts there is a sparse presence of
moss and lichens.



1.2 Vegetation models

Köppen's climate classification system [8] was among the firsts attempts to establish quantitative
relationships between climate and vegetation on a global scale. Holdridge [9] used three climatic
variables (predictors) - annual precipitation, bio-temperature (temperature above 0°C), and ratio of mean
annual potential evapotranspiration to mean total annual precipitation - to separate 38 climatic “life
zones” from each other. In the BIOME model, Prentice et al. [10] classified 13 plant functional types
(PFT) in accordance with 5 climatic predictors: the sum of degree-days (the sum of temperatures above
0°C or 5°C), mean temperatures of the coldest and the warmest months, and the ratio of annual actual
evapotranspiration to annual potential evapotranspiration. The simplicity of the BIOME model and the
powerful ecophysiological basis of its predictors led to widespread use of the model in simulations of the
equilibrium response of vegetation to climatic changes.

In the recent generation of global vegetation models, trees are classified in accordance with their leaf
form (e.g., broadleaved, needleleaved) and phenology (evergreen, deciduous, raingreen) as well as
climatic preferences (tropic, temperate, boreal). Despite a vast diversity of herbaceous plants, the number
of grass types is reduced to just a few in accordance with their climatic occurrence (tropic, temperate,
tundra) and type of photosynthesis: C3-type and C4-type. In accordance with the PFT approach,
intermediate vegetation classes like woodland and shrubs are often presented as mixtures of trees and
grasses. In some models, crops are included in order to have more realistic representation of present-day
vegetation cover. Recent progress in remote sensing techniques allows the generation of global maps of
the actual distribution of PFTs from satellite data [11].

Independently of the biogeographical models, vegetation models that simulate terrestrial
biogeochemistry (carbon cycle) based on a given distribution of vegetation have been developed and
applied, for example, for analysis of changes in terrestrial carbon storage under various scenarios of
global climate change [12-15]. Most of the process-based biogeochemical models simulate
photosynthesis, growth and maintenance respiration, phenology (seasonal leaf development), allocation of
assimilated carbon into different plant tissues (stem, roots), as well as accumulation and mineralisation of
dead organic matter in soils. In addition, the models simulate stomatal conductance which regulates the
exchange of CO2 and water vapour between the plants and the atmosphere. The soil water budget is also
calculated in order to account for water stress effects on plant productivity. A recent overview of
biogeochemical models can be found in [16-17].

During the last decade, another generation of vegetation models, so-called dynamic global vegetation
models (DGVMs), has emerged [18-19]. In addition to simulation of the biogeographical limits of
different PFTs and terrestrial biogeochemistry, these models account for long–term processes of changes
in vegetation cover in response to environmental changes. Some of these models simulate changes in PFT
fractional cover based on explicit sets of dynamic equations like Lotka-Volterra or evolutionary equations
[20-21]. Other models simulate the competition among PFTs explicitly based on the assumption that
PFTs with higher productivity have preference in competition. The latter model class simulates
disturbances of vegetation growth, like fire frequency, and accounts for the effect of disturbances on the
dynamics of carbon storage and vegetation succession.

1.3 Land surface parameterisations in climate models

Vegetation modifies energy, water, momentum, and CO2 fluxes at the land surface. The net balance of the
radiation absorbed by the land surface, Rn, is determined as

R S L Tn w S= − + −( )1 4α εσ , (1)

where S is insolation, α is the surface albedo, Lw is downward long-wave flux, ε is the surface emissivity,
σ is the Stefan-Boltzmann constant and T is the land surface temperature [22-23]. Rn is portioned into
three heat flux terms



R H E Gn = + +λ , (2)

where G is the ground heat flux, H is the sensible heat flux, E is the evapotranspiration rate, and λ is the
latent heat of vaporisation (Fig. 2).

Figure 2. Interactions between the land surface and the atmosphere that have direct impacts on the physical climate system.
(A) Surface radiation budget. (B) Effect of heat fluxes on the atmosphere. Reprinted with permission from Sellers et al. [23].
Copyright 1997 American Association for the Advancement of Science.

On a global average, of 100 units of energy entering the global climate system, 46 are absorbed by
the surface and 31 are exchanged in the form of sensible and latent heat [24]. Vegetation influences the
absorption of energy by the surface via modification of the surface albedo as well as via alteration of
energy partitioning between sensible and latent heat. Additionally, vegetation modifies the surface
roughness length. These processes are accounted for by soil-vegetation-atmosphere transfer schemes
(SVAT) which serve as land surface modules within atmospheric general circulation models (GCMs). In
their review of land surface parameterisations, Sellers et al. [23] explored the historical development of
three generations of SVAT schemes. The third-generation schemes are able to solve coupled systems of
equations for leaf photosynthesis and stomatal conductance. The latter controls plant transpiration and,
therefore, latent heat flux. Some of the SVAT schemes account for sub-grid-scale parameterisation of
hydrological processes within the model grid cell in order to simulate wetland distribution. In a recent
review of SVAT schemes, Arora [17] overviews the biogeochemical processes within process-based
vegetation models and illustrates the manner in which the coupling of vegetation models and SVAT
schemes may be accomplished.

2. HOT SPOTS OF CLIMATE-VEGETATION INTERACTION

Regional climate depends on both local and remote factors. In regions with strong zonal atmospheric
circulation, like the northern middle latitudes, the effect of local vegetation changes on the regional
climate may be smaller than the effects due to such changes in remote regions. At the same time, changes
in vegetation cover affect not only the region with altered vegetation, but also neighbouring regions. The
local effect is most pronounced for temperature, as vegetation changes directly affect the local radiative
budget. Changes in vegetation also alter the evaporation. However, changes in air moisture content may
result in quite remote effects due to the long-distance transport of moisture. For example, in Europe there
is a general reduction in precipitation towards the continent's interior as the transport of moisture from the
Atlantic Ocean declines with distance to the ocean. A substantial fraction of precipitation re-evaporates
via plant transpiration. The significance of water recycling on a way of moisture transport increases for
continental regions. Thus, changes in regional climate depend on both remote and local changes in
vegetation.



The effect of vegetation on regional climate is not the same around the globe. Research on climate-
vegetation interaction is mostly concentrated on several “hot spots” where the interaction is the most
pronounced. Among these regions, the most significant are mid- and high latitude forests in the northern
hemisphere (boreal forests), subtropical deserts and semideserts in North Africa (Sahara/Sahel region),
and tropical rainforest in South America (Amazon forest).

2.1 Boreal forests and climate

Forests affect climate in a multitude of ways. Changes in the water and radiative budgets are the most
significant factors. Although summer water stress is possible in the continental interior of the northern
high latitudes, the key limiting factor for tree growth in the region is the heat (or temperature) factor,
which can be expressed in terms of the sum of degree-days. At the same time, the physical characteristics
of trees (e.g., height, albedo, roughness, stomatal conductance) differ from those of grass or moss or bare
ground. Such differences, in turn, explain the effect of land cover change on climate.

Forests, even deciduous ones, significantly reduce the albedo of snow-covered surfaces [25]. This is
the basis for the radiative feedback between forest and surface air temperature: increased tree fraction →
decreased surface albedo during snow season → increased air temperature and earlier snow melt →
longer and warmer growing season → increased tree fraction. This feedback is positive, i.e. it amplifies
the system response to the original external forcing (Fig. 3). This feedback is dampened during the
growing season, when trees have a denser, more productive canopy than herbaceous plants and moss, and,
therefore, transpire more water. This suggests a greater latent heat flux and a cooling of surface air in
forests as compared to tundra [26-27]. This hydrological feedback, although negative (see Fig. 3), is
secondary to the radiative feedback on the annual average.
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Figure 3. Sketch of climate-vegetation interactions in the northern high latitudes and hierarchy of model compartments in the
feedback analysis. The arrows on the left indicate relations between variables, including amplification (+) or dampening (-) of
the original change ∆. F refers to the tree fraction; T, to surface air temperature; R, to the net radiation at the surface; E, to
evapotranspiration; SST, to sea surface temperature; SI, to sea ice; H, to heat fluxes out of the ocean and into the atmosphere;
ΨNADW, to the intensity of the thermohaline circulation. The boxes in the middle indicate model compartments necessary to
investigate feedbacks shown on the left. After Brovkin et al. [28].



The radiative feedback was first explored in simulations with multilayer energy balance models [29-
30]. These studies found significant hemispheric cooling in the absence of boreal forests masking the
snow. After land surface schemes in GCMs began to consider different vegetation types explicitly, the
impact of boreal vegetation on climate became a model benchmark. Sensitivity simulations with GCMs
done by Bonan et al. [31], Thomas and Rowntree [32], Chalita and Le Treut [33] confirmed the cooling
effect of boreal deforestation. Their analysis was primarily focused on radiative effects. The subsequent
studies [34-37] revealed that during the summer the hydrological effect of deforestation is comparable to
the radiative effect. Paleosimulations for the mid-Holocene [38-43], the last glacial maximum [44-45],
and the last interglacial [46-49] highlighted the boreal forest-climate feedback as an amplifier of
externally driven climate change.

Most of GCM simulations were done with sea surface temperatures (SSTs) and sea ice prescribed
from present-day observations. However, the radiative and hydrological feedbacks depend on the oceanic
response. Particularly, the original increase in forest area can be amplified by the sea ice - albedo
feedback: increased surface air temperature → increased SSTs and decreased sea ice area → decreased
surface albedo → increased surface air temperature (see Fig. 3). The significance of the sea ice - albedo
feedback was first shown in boreal deforestation simulations done by Harvey [30] and Bonan et al. [31].
They used mixed layer ocean models and thermodynamic sea-ice models which are computationally
inexpensive. However, SST and sea-ice changes, especially in the region of Atlantic deep water
formation, are dampened by a negative feedback due to the thermohaline circulation (THC): increased
SSTs → lower density of the surface water → decreased thermohaline overturning and northward oceanic
heat transport → reduced SSTs. This and other feedbacks associated with changes in the oceanic
circulation (see, e.g., [50]) can be generated only by dynamic ocean models which simulate ocean
circulation. The time scale of deep ocean dynamics is several hundred years, so the long-term effect of
boreal deforestation on the THC has not been explored with coupled atmosphere-ocean GCMs.

One of the most important aspects of interaction analysis is whether the interaction is strong enough
to establish a second equilibrium. To investigate the stability of a system, it is useful to reduce the
system's complexity to the minimum: one variable for climate (temperature) and one for vegetation (tree
fraction) [28, 51]. The surface air temperature T is expressed in terms of growing degree-days above 0
degrees Celsius (GDD0). The tree fraction F is the fraction of land covered by a tree canopy; during the
snow season, trees are assumed to be taller than snow depth. The remaining land fraction is covered by
non-tree vegetation (e.g. grass, moss) or no vegetation (bare ground). When vegetation and climate are in
equilibrium, the values of F and T solve the following system of equations:
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(3),

where F*(T,E) is an equilibrium dependence of vegetation on climate, or, in mathematical terms, an
equilibrium manifold for the variable F. This manifold is obtained from the vegetation model assuming
that T varies independently and not in response to tree fraction changes. Similarly, T*(F,E) is an
equilibrium dependence of the climate on vegetation which is obtained from the atmosphere/ocean model
assuming that F varies independently and not in response to temperature changes. The climate system
components outside the area of consideration (e.g. SST, sea ice) are assumed to be in equilibrium with F
and E. The points of intersection of the curves F*(T,E) and T*(F,E) in Fig. 4 represent solutions of the
system (3) or equilibria of the climate-vegetation system. The most interesting question is whether this is
unique or multiple.



Figure 4. Interpretation of CLIMBER-2 results in terms of a conceptual model (after Brovkin et al. [28]). The solid curve
represents F*(T), the dashed lines are for T*(F,E). Points 1, 2, and 3 are steady states in present-day (0), doubled CO2 (C), and
decreased insolation (S) simulations, respectively.

To check this hypothesis, several models have been applied [28]: a three-dimensional model
(GENESIS-IBIS [45, 51]) and two Earth System models of intermediate complexity, or EMICs
(CLIMBER-2 [52, 53] and MoBidiC [43, 49]). Results of numerical experiments are interpreted in terms
of equilibrium manifolds on a phase plane (Fig. 4). A unique steady state is simulated by all the models
on a zonal scale for present-day climate and doubled CO2 climate. Decreased insolation experiments with
the EMICs also result in a unique equilibrium. In sensitivity experiments with CLIMBER-2, no multiple
steady states on a zonal scale are found for intentionally changed parameterizations of snow and forest
albedos. However, we cannot rule out the possibility of multiple steady states, for example, due to local
scale interactions.

The EMIC simulations show lower climate sensitivity (expressed in degree-days) with higher tree
fractions. This is mainly due to an increase in both air temperature and the length of the snow-free season
with increasing tree fractions. The radiative effect of forests on air temperature is higher in spring than in
summer. However, the relative effect of spring temperatures in accumulated degree-days decreases, the
longer the snow-free season. Therefore, the feedback between forest and temperature is weaker for higher
tree fractions and stronger for lower tree fractions.

The GENESIS-IBIS and CLIMBER-2 simulations reveal that the climate sensitivity to changing tree
fraction is higher for the present-day than for the warmer doubled CO2 climate. In particular, the warmer
climate has a shorter snow season, which leads to a decrease in the significance of the radiative feedback.
Simultaneously, as the growing season lengthens, the hydrological feedback increases in importance.

Experiments with the EMICs explored the effect of changes in ocean circulation on the climate
sensitivity to forest cover in the boreal region. These simulations indicate that the sensitivity is smaller
with fixed SSTs and sea ice than with an interactive ocean (CLIMBER-2), which is in turn smaller than
with a mixed layer ocean. The mixed layer ocean and interactive sea ice amplify the radiative and
hydrological feedbacks which originate on land, while feedbacks associated with THC changes dampen
the signal.

There is growing observational evidence of recent changes in the northern high-latitude environment
including a decline in Arctic sea ice cover, a rise in surface air temperature and photosynthetic activity of
plants, and even indicators of a northward trend in the position of the tree line [54-55]. EMIC simulations
driven with a scenario of transient CO2 reveal that in the 1990s the rate of tree fraction F increase in this
region was about 1% per decade, while the equilibrium tree fraction F* grows at a rate of about 1% per
decade. This points to the significant disequilibrium between present-day climate and vegetation cover in
the northern high latitudes, due to a delay in the vegetation's response. Under accelerated CO2 warming,
the rate of change in vegetation cover in the following two decades doubles in the models to 2% per
decade. The changes in vegetation cover, in turn, amplify regional warming, although the feedback
weakens as the climate warms.



Fig. 4 is a simplified cartoon of the complex climate-vegetation interaction in the northern high
latitudes. Keeping in mind model's limitations, it is important to investigate feedbacks with a spectrum of
models of different complexity. All classes of models, from greatly simplified conceptual models to high-
resolution regional GCMs, play an important role in this analysis.

2.2 Tropical deforestation

Tropical forests in South-America, Africa and Southeast-Asia are being deforested to make land available
for agriculture. The main impacts of deforestation on surface conditions are increase in surface albedo,
reduced net evaporation as well as decrease in surface roughness. In general, the climate models agree
that tropical deforestation exerts a net regional warming [53, 56-58] while an effect on extratropical
regions is more uncertain [59]. Increase in surface albedo is partly compensated by decrease in cloud
cover. Theoretically, tropical deforestation should result in decrease in moisture convergence and
precipitation because of reduction of evapotranspiration. The latter is found in most of climate model
simulations as well as in the ground observations like in Large Scale Biosphere-Atmosphere Experiment
in Amazonia [60]. However, several mechanisms prevent reduction of moisture convergence. For
example, the lower roughness of pasture favors the converging low level fluxes in the region.
Heterogeneity of landscape and deforestation patterns affects fluxes in a multitude of ways which are
difficult to account for within coarse-resolution global climate models [61].

Partial deforestation of Amazon region reveals to be a natural phenomenon in transient simulations
of Hadley Centre climate model under scenario of increasing CO2 emissions [62]. Within the model,
dieback of Amazon forest is a consequence of a decrease in rainfall due to large-scale changes in
atmospheric circulation induced by the global warming. A replacement of trees with shrubs and grass, as
well as an increase in stomatal conductance due to elevated atmospheric CO2 concentration, result in a
lower transpiration which, in turn, amplifies decrease in precipitation. Reduction in the forest biomass in
the region leads to higher CO2 emissions, which additionally amplifies the global warming. However,
global climate models are not consistent in the predicted patterns of rainfall changes in tropics under
scenario of elevated greenhouse gases [63]. Possibility of the dieback of Amazon forest and the
acceleration of the global warming is being investigated in more details (see, e.g., [64]).

2.3 Historical land-cover changes

During the last millennium, mankind has significantly changed the Earth's surface by transforming natural
ecosystems (forests and grasslands) into agroecosystems [65]. The changes in vegetation cover affect the
surface heat and water fluxes which, in turn, affect the climate [27, 66]. Bonan [67], in experiments with a
modified CCM2 model with prescribed SST, obtained a significant summer cooling effect of land-cover
changes on the climate of the United States. Betts [35], using the Hadley Centre climate model HadCM3
with prescribed SST, showed that historical land-cover change results in a reduction in mid-latitude
annual mean temperatures within the model.

Experiments with the CLIMBER-2 model revealed that historical land-cover change leads to a
cooling of the Earth's surface in comparison with natural land cover [68]. The cooling is notable on the
global scale, and is more pronounced in the high and temperate latitudes of the northern hemisphere. In
terms of seasonal changes, the maximum cooling in the high northern latitudes occurs in the spring
season, emphasising the significance of the albedo effect. The biogeochemical effect of deforestation
(warming due to released carbon to the atmosphere) is not directly taken into account.

In comparison with the other studied radiative forcings, deforestation is of the same order of
magnitude as CO2 and solar irradiation, although the relative importance of the forcings varies with time
(Fig. 5). The model results suggest that until the 19th century, variability in solar irradiance was the major
forcing responsible for the climate variability, while a cooling effect of deforestation was growing
monotonically. Later, the increasing deforestation rate contributed to a stabilisation of the temperature
during the second half of the 19th century, and has damped the CO2 warming in the 20th century.
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Figure 5. Changes in the mean annual air temperature (in ºC) for the northern hemisphere in CLIMBER-2 simulations [68].
A. Results for reconstructed changes in deforestation (D), CO2 concentration (C), and insolation (S) during the last 1,000 yrs.
B. Results for combined forcings (DCS) against the reconstructed data for the period 1700-1992 [69].

2.4 Climate-vegetation interaction in Sahara/Sahel region

Subtropical deserts and semideserts located near the ocean are an interesting illustration of the contra-
intuitive behaviour of atmospheric processes. For example, the western part of the Sahara is not very far
from the Atlantic Ocean. Moisture transport results in significant specific air humidity over the desert,
and one might expect that this moisture could lead to rainfall. Moreover, the Sahara is the ‘hottest’ region
in the world as the surface air temperature can rise up to 50°C during summer daytimes. The uplift of this
hot air with substantial moisture to the altitude of cloud formation (1-3 km) might contribute to
precipitation development. What stops the precipitation formation in the subtropics is the strong influence
of a downward branch of Hadley's circulation which results in the reversal of upward vertical velocity to
downward velocity at the altitude below the level of cloud development [70]. The descend of dry cold air
due to large-scale atmospheric dynamics is the main factor which reduces the precipitation in the
subtropics. This factor has a seasonal imprint, as Hadley’s circulation cell shifts northwards during the
boreal summer and eases pressure on the northern border of the Sahel where most rainfall occurs during
the summer.

The dependence of vegetation on climate in subtropical deserts and semideserts can in a first
approximation be expressed in terms of precipitation because the vegetation productivity is strictly
limited by low water availability. Vegetation does not completely cover the land surface. The drier the
climate is, the scarcer is the vegetation and the greater is the fraction of bare soil. The physical
characteristics of bare soil (albedo, roughness, and water conductivity) differ from those of vegetation
cover. That, in turn, creates a basis for the influence of vegetation on climate.

The Sahara is different from many other subtropical regions. The radiative balance in the region is
negative, in other words, there is a net radiative heat loss over the desert. This loss is particularly due to
high albedo of the desert, as up to 40% of incoming radiation is reflected back into space [71]. The
radiative mechanism for the Sahara was first explored by Charney [72] who pointed out that the heat loss
due to high albedo leads to a horizontal temperature gradient and induces an atmospheric circulation
which maintains the sinking motion of dry atmospheric masses and suppresses rainfall over the region.
Low precipitation results in little vegetation cover, and the surface albedo is determined by bare ground
with a high albedo. This positive feedback supports a desert that is self-sustaining. On the other hand, if
there is more precipitation, there is more vegetation; this is darker than sand so the albedo is lower, the
surface temperature is higher, and the gradient in temperature between land and ocean increases,
amplifying monsoon circulation and upward motion over the desert. As a result, the summer rainfall in
the region increases. Another positive vegetation-precipitation feedback active in the region is based on
an ability of vascular plants to transpire water from the soil, enhancing evapotranspiration in comparison
with bare ground. This hydrological feedback was explored, for example, by Henderson-Sellers et al.
[56], Xue and Shukla [72], Eltahir [73]; the main conclusion of these studies being that increased
precipitation enhances vegetation cover, evapotranspiration, and, finally, rainfall.



2.4.2 The “Green Sahara”

Both radiative and hydrological feedbacks are positive, i.e. they amplify changes induced by external
forcing or internal variability. Could these positive feedbacks affect the system stability? Claussen [74]
obtained a positive answer to this question in simulations of a coupled atmospheric GCM, ECHAM-2,
and the BIOME model [10]. In these simulations, vegetation cover responded to climate simulated by the
GCM and vice versa. The only difference between simulations A and B presented in Fig. 6 was the initial
conditions for vegetation cover. In the simulation A (left), which started from the present-day potential
vegetation, the desert in the Sahara remained stable. However, when the Sahara was initially covered by
forest in the simulation B (right), the system converged to another solution, called the “green” Sahara.
The western Sahara is covered by a mixture of shrubs and grass; in addition, vegetation cover in the Sahel
region is enhanced. Both desert and green solutions are stable. This is a phenomenon of multiple
equilibria due to climate-vegetation interaction in the coupled atmosphere-vegetation model. A similar
result of multistability at present-day conditions was obtained by Wang and Eltahir [75] in simulations of
a coupled model for the tropical atmosphere and the vegetation model IBIS [18].

Figure 6. Summary of results obtained with an interactive ECHAM/BIOME model: a, b, present-day climate [74]; c, 6,000 yr
BP [76]. A black box indicates study region (West Sahara). Lower albedo corresponds to a higher fraction of vegetation cover.
After Brovkin et al. [78].

2.4.2 “Green Sahara” in the past

While the Sahara is a desert at present, it was not always desert in the past. Multiple proxy data reveal
that during the so-called Holocene optimum, ca. 9,000 – 6,000 years BP (before present), the vegetation
cover of the Sahel was greatly extended to the north [78-79]. At that period, the Sahara’s climate was
much wetter; many lakes and rivers were present in the region including the greatly extended Lake Chad.

A conventional explanation of the “green” Sahara phenomenon in the mid-Holocene in based on the
long-term changes in the Earth’s orbital parameters [80]. In the early to middle Holocene, the northern
hemisphere obtained considerably more solar irradiation during the summer. In the northern subtropical
regions, this led to stronger warming over the continent than over the ocean, an increased temperature
gradient between land and ocean, and, consequently, intensified monsoon-type circulation in summer
which led to increased rainfall over the Sahel/Sahara region. The “orbital forcing” hypothesis as a main
mechanism in explaining of mid-Holocene climate changes was tested by Kutzbach and Guetter in 1986



[81]. Recent intercomparison of GCM simulations with prescribed vegetation cover is discussed by
Braconnot et al. [82]. Positive feedbacks between vegetation and precipitation amplified externally
induced changes. The role of interactive vegetation was spotlighted by Kutzbach et al. [83], Claussen and
Gayler [76], Texier et al. [42], Doherty et al. [84] and in the simulations of the CLIMBER-2 model [40]
where the role of the dynamic ocean model was additionally explored.

Results of ECHAM3-BIOME simulations for the mid-Holocene [76] are presented in Fig. 6, c. The
system behaves differently to present-day climate. Started from both desert and forest initial conditions,
the coupled system converged to the green Sahara solution. That means that desert solution is either
absent or unstable: if vegetation is interactive, precipitation increases from iteration to iteration and,
finally, the western Sahara is covered by a mixture of grass, shrub, and savannah. But why did the desert
solution lose its stability during the mid-Holocene?

2.4.3 Stability analysis with conceptual and box models of atmosphere-vegetation interaction

To investigate the system stability, it is useful to reduce the system complexity, i.e. the number of
variables describing the system dynamics, to the minimum possible. Similar to the analysis of the forest-
temperature feedback in the northern high latitudes described above, we use here two variables, one for
vegetation cover and one for the climate, and apply the convenient method of phase plane analysis.

We assumed that under fixed external climate conditions the precipitation P over a sufficiently large
and homogeneous area in the subtropics depends only on the averaged vegetation fraction but not on
specific types of vegetation cover. This assumption is justified by the fact that the physical characteristics
of bare soil (albedo, roughness, and water conductivity) differ substantially from those for any type of
vegetation.

By the vegetation fraction V for a large area (comparable with the spatial resolution of general
circulation models (GCMs)), we understand a fraction of land covered with any vegetation, at least during
some season favourable to vegetation. The other fraction of land is the bare soil, or desert fraction.
Generally, V depends on both the temperature and precipitation, but within the narrow temperature
interval we can neglect the temperature impact.

The equilibrium manifolds V*(P) and P*(V,E) are represented by curves on a phase plane (see Fig. 7).
The dependence of V*(P) in subtropical deserts obeys the following quite general rule: V is near zero up
to some threshold Pcr then it grows fast, and finally approaches a saturation level V=1. The dependency
V*(P) can be parameterised in different forms: for instance, in a logistic or hyperbolic form. This
dependency is a potential one because τ, a characteristic time of vegetation dynamics toward V*(P),
ranges from years to decades. Precipitation, in turn, increases monotonically while V increases.
Generally, P*(V,E) is non-linear, but, for simplicity, it is shown as linear in Fig. 7.

Figure 7. Conceptual model of climate-vegetation
interaction in the Sahara/Sahel region [77].

The solid curve V*(P) represents a dependence of
equilibrium vegetation, V, on annual mean precipitation,
P. The dashed line is for equilibrium precipitation
response to vegetation cover, P*(V,E), under external
forcing E. System equilibria correspond to the crossing of
the curves V*(P) and P*(V,E). Depending on the position
of P*(V,E), several cases are possible. Cases I and III
correspond to one equilibrium solution, desert Id and
green IId, respectively. Case II corresponds to the stable
desert IId and green IIg equilibria as well as the unstable
II* solution. External forcing E (e.g. orbital forcing,
atmospheric CO2 concentration) plays the role of a
bifurcation parameter by shifting the position of P*(V,E).

P*(V,E)

Effect of forcing E



B.

Using the conceptual model, the results of ECHAM-BIOME model have been interpreted [77]. It
was shown that present-day climate corresponds to three equilibria (case II in Fig. 7), and the mid-
Holocene corresponds to the unique green equilibrium (case III). The Lyapunov functional reveals one
minimum for the mid-Holocene but two for present-day climate (see analogue in Fig. 8,B). Moreover, the
minimum corresponding to the green equilibrium for the present day is rather flat. Therefore any
sufficiently large perturbation, for instance a prolonged drought such as is observed to occur at the
decadal timescale (see, e.g., [85]), could take the system to the desert equilibrium.

The spatial resolution of the CLIMBER-2 model is too coarse to investigate multiple equilibria in the
western Saharan region [86]. A box model for climate-vegetation interaction has been developed and
applied for Holocene climate [77]. The dynamic climate model accounts for the main processes which
influence the summer climate in subtropical deserts: Hadley circulation, zonal wind, monsoon-type
circulation, and convection. The vegetation model is similar to the one in the CLIMBER-2 model.

The dynamics of box model solutions in terms of precipitation from the early Holocene to the present
day are presented in Fig. 8,A. The two stable branches of the solution, the green branch with relatively
high precipitation and the desert branch with low precipitation, are separated by the unstable branch. In
the early Holocene, some 10 kyr ago, only the green equilibrium existed in the area with annual
precipitation of about 600 mm/yr. Owing to decreased summer insolation, the precipitation declined to
400 mm/yr at the end of mid-Holocene, and the stable desert equilibrium appeared about 6 kyr B.P.

Figure 8. Summary of results of a box model for
the western Sahara region for the Holocene [77].

A. Dynamics of system solution in terms of
precipitation during the last 10,000 yr. The upper
and lower curves are the green and desert
solutions, respectively. The dashed line in the
middle represents the unstable solution.

B. Multiple steady states, desert and ‘green’, are
shown in a form of Lyapunov potential for
vegetation cover. Potential minima, marked by
balls, correspond to equilibria that are stable in
absence of perturbations. Black and grey balls
indicate dominant and minor states, respectively.
8,000 yr BP. The system has only one steady

state, green Sahara.
4,000 yr BP. System underwent bifurcation;

desert state appeared and became stable. The
depths of the well for the two states are
approximately equal.

0 yr BP. Both states remain stable but desert has
a deeper well. Desert became dominant state as
precipitation fluctuations shifted the system
towards desert.

Year, kyr BP

A.

green

desert

Fig. 8,B is a simplified cartoon of the system stability under changes in the orbital forcing. The
equilibria are shown in a form of the minima of potential function (Lyapunov functional). For 8 kyr BP,
there is the single minimum that corresponds to the green equilibrium. For the present day, there are two
minima: the desert equilibrium is at an absolute minimum (dominant state) and the green equilibrium is at
a relative minimum (minor state). At some 4 kyr BP both equilibria have the same values of the potential.
In this sense, the green equilibrium became less stable than the desert equilibrium after 4 kyr BP. More
precisely, the switch from one solution to another depends on the possibility for the system to ``jump''



over the maximum which separates the two minima. Accounting for external perturbations helps to
explain why the green Sahara lost its stability. The key mechanism might be the significant interannual
variability of precipitation in the region which is amplified by interactive vegetation [75, 85]. Any
prolonged drought event could push the system towards the desert conditions which are characterised by
lower variability in precipitation and, therefore, are self-sustaining at present.

2.3.4 Global change and the “green Sahara”

The early and middle Holocene were associated with a warmer climate in the northern temperate and high
latitudes, as well as with moister summer climate in the northern subtropics. Simultaneous vegetation
expansion and increase in Northern Hemisphere temperatures has provoked the hypothesis that the Sahara
would become greener again if anthropogenic greenhouse-gas emissions continue to increase and if,
therefore, the global climate becomes warmer and moister again [87]. However, the insolation forcing
during the Holocene was season- and hemisphere-dependent, while greenhouse-gas forcing operates in all
seasons on a global scale. Therefore, these forcings can have different fingerprints.

For monsoon precipitation in the Sahel/Sahara, the most important forcing is the temperature
gradient between land and ocean. Over the land regions with relatively high surface albedo and low
humidity, the greenhouse effect is higher than over the adjacent ocean regions [63]. Consequently, the
gradient in temperature between the land and ocean could be higher in a greenhouse climate than at
present. However, this increase might not be as strong as during the Holocene. Moreover, differences in
forcings could results in different changes in zonal atmospheric circulation.

Application of the box model discussed above with certain assumptions about boundary conditions
revealed that for a doubled CO2 climate: (i) the model possesses both desert and green equilibria; (ii) the
minimum for the green equilibrium is lower than that for the desert equilibrium, i.e. the green state is
dominant [77]. Therefore the probability of the realisation of the green equilibrium increases with the
increasing CO2 content of the atmosphere within the model.

The hypothesis about a possible future “green Sahara” was investigated in transient simulations with
the CLIMBER-2 model [88]. Indeed, some expansion of vegetation cover into the Sahara is possible
within the model, if the atmospheric CO2 concentration increases well above pre-industrial values and if
vegetation growth is not disturbed. Depending on the rate of changes in atmospheric CO2 concentration
the rate of greening can be quite fast (Fig. 9). Sensitivity experiments show that the model results are
robust, i.e. the results do not change qualitatively when model parameters are varied. The mid-Holocene
“green Sahara” plays the role of a validation test for the parameters. However, the mid-Holocene climate
optimum with its strong reduction of North African deserts is not a direct analogue for future greenhouse-
gas induced climate changes. The relative role of mechanisms which lead to a greener Sahara is different
in greenhouse climate, and the amplitude of simulated vegetation-cover changes in North Africa is less
than estimated for mid-Holocene climate.

1800 2000 2000+
200

2000+
400

Year

Figure 9. Changes in vegetation fraction in Sahara region under extreme scenario of CO2 emissions (stabilisation level of 1000
ppmv around year 2000+100). The shaded area represents uncertainty in the model parameters. After Claussen et al. [88].
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