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ABSTRACT Clock synchronization is essential for the operation of upper layer applications in Wireless
Sensor Networks. When the network hops needed for clock synchronization message transmission is large,
synchronization error will accumulate and synchronization accuracymay be reduced significantly.Moreover,
in the existing synchronization algorithms, large number of communication resources and node energy will
be expended in sending and receiving time messages. To solve the problem, this paper proposes a Bayesian
estimation-based time synchronization (BETS) algorithm which uses synchronization error compensation to
reduce the amount of time message interaction in clock synchronization. The key idea of BETS is to calibrate
the prior information of synchronization error with a small amount of field sampling time information,
which will eliminate the impact of environment on clock synchronization accuracy. In addition, the gradient
descent method is used to estimate the relative clock drift rate, which provides the reference for setting
algorithm execution cycle and ensures clock synchronization during network operation time. In order to
evaluate the theoretical lower bound of the performance of BETS, the Bayesian Cramér–Rao bound (BCRB)
is derived. Both simulation and hardware experiments show that BETS algorithm makes full use of the prior
information of synchronization error, hence fewer time messages are required in synchronization and the
resource constraints of WSNs are satisfied.

INDEX TERMS Clock synchronization, wireless sensor networks (WSNs), Bayesian estimation, synchro-
nization error.

I. INTRODUCTION

Wireless sensor networks (WSNs) form a network by ubiq-
uitous large-scale sensor nodes in a self-organized way,
its objective is to perceive physical world accurately and
perform control through information feedback. In WSNs,
implementation of most functions needs the support of clock
synchronization technology, such as the communication
protocol [1], [2], data fusion [3], [4], upper level applica-
tions [5], [6] and information security [7]. Limited by cost
and power constraints in WSNs, the clock synchronization is
mainly performed by means of low-cost and low-complexity
methods such as time message interaction. By calculating
with time message, the clock deviation between network
nodes could be estimated and adjusted. Some famous clock
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synchronization algorithms have been proposed, including
DMTS [8], TPSN [9], RBS [10], etc.

With wide application of sensor networks and Internet of
things, the requirements for clock synchronization are con-
tinue to increase, thus scholars have carried out more exten-
sive research and put forward many clock synchronization
algorithms, such as [11]–[16]. Based on DMTS, a flooding
time synchronization protocol (FTSP) is proposed in [11],
which tries to improve synchronization accuracy by stamping
every byte in the time message, however, few low-power
MCU or clock chips can provide such function. In [12], time
synchronizationwith immediate clock adjustment (TSICA) is
proposed. After receiving time message from upstream node,
TSICA optimizes the timing of local clock adjustment to
improve synchronization accuracy. Nevertheless, TSICAwill
delay actively before forwarding timemessage to subordinate
nodes, which increases the additional synchronization error.
To improve energy efficiency, in [13], an event-triggered
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synchronization mechanism is proposed, which combines
sensormeasurement data with timemessages, andMAC layer
timestamping technology is used to improve synchroniza-
tion accuracy. However, the algorithm adopts one-way time
message propagation, transmission delay will significantly
reduce the accuracy of the time message [14]. In [15], a long
period synchronization algorithm is proposed, which uses
Bayesian estimation to improve the accuracy of least square
method in clock drift rate estimation. In [16], synchroniza-
tion accuracy is improved by increasing clock measurement
accuracy. With the clock measurement of upstream node,
subordinate nodes use Bayesian estimation to improve local
clock measurement accuracy.
The above algorithms all adopt ideal hypothesis, for exam-

ple, the prior distribution parameters for clock drift rate are
assumed to be known [15]. Whereas in practical applica-
tion of sensor networks, it is difficult for sensor nodes to
obtain those parameters accurately only by calculating the
time information. Also, above algorithms seldom consider
the influence of time message transmission delay, inter-
rupt service program (ISR) processing delay, crystal tem-
perature drift and other complex factors on the process of
synchronization. As a result, considerable synchronization
errors still exist after execution of synchronization algo-
rithms. The accumulation of single hop clock synchronization
error will have a significant impact on network operation.
Tests based on Berkeley motes platform show that the aver-
age single hop error of clock synchronization is 45.2µs,
nevertheless, the accumulated error after five hops rises to
73.6 µs [9]. In large-scale long-distance sensor networks,
such as ubiquitous IoT dedicated to high-voltage trans-
mission line monitoring and oil/gas transmission pipeline
inspection [17], there are several dozen hops along the trans-
mission path. Thus, the accumulation of synchronization
errors will seriously affect the normal operation of network
functions.
In recent years, researchers have tried to model clock phase

difference and time message delay in clock synchronization.
In [18], time message transmission delay is assumed to obey
exponential distribution, and designs a minimum variance
unbiased estimator (MVUE) to estimate the clock phase
difference. Assuming that the time message transmission
delay is Gaussian, a maximum likelihood estimator (MLE)
is proposed to estimate the clock phase difference and drift
rate [19]. In [20], a low-complexity maximum likelihood esti-
mator (LCMLE) is proposed, which maps the clock param-
eter estimation to geometric analysis of feasible solution
region. Thus, both clock phase difference and time message
transmission delay are estimated jointly with synchronization
accuracy close to that ofMLE. However, in large-scale sensor
networks, due to different hardware configurations in sensor
nodes and influence of operating environment, there is a large
deviation in clock phase difference between nodes. Besides,
there are many uncertain factors in time message sending
and receiving process, which increase the deviation in estima-
tion when employing above-mentioned models. For example,

the random delay resulting from clock register reading and
writing is difficult to observe and estimate.

To solve the above problem, this paper proposes a Bayesian
estimation-based time synchronization (BETS) algorithm to
compensate for clock synchronization residual error, which
obtain the prior information of clock synchronization error
through experimental measurement. Considering the change
of synchronization parameters affected by field environment,
BETS uses Bayesian estimation to modify the prior informa-
tion of estimated synchronization error, thus a more accurate
error compensation value can be obtained.Main contributions
are as follows.

1) A synchronization error compensation method is pro-
posed, which solves the problem of synchronization residual
error caused by random delays, such as time message trans-
mission delay and ISR processing delay, etc. Through single
step error compensation, BETS achieves the goal of reducing
synchronization errors, which is usually accomplished by
executing the clock synchronization multiple times in tradi-
tional algorithms. Hence, with the proposed method, a large
number of synchronization message transmission is avoided,
and energy consumption of WSNs is reduced.

2) A novel experimental measurement method is proposed
to obtain the prior information of synchronization error.
By using Bayesian estimation, the prior information is mod-
ified to solve the problem that the synchronization error is
susceptible to field environment. In addition, the method of
obtaining prior information experimentally can further reduce
the number of time messages sent and received during the
execution of error compensation. Thus, both communication
resource overhead and on-chip energy consumption can be
reduced effectively.

3) The Bayesian Cramér–Rao bound for estimation of
clock synchronization error is derived, which serves as a
fundamental performance criterion for the case when the
prior distribution of the clock parameters to be estimated is
available.

The rest of this paper is organized as follows. In Section II,
the source of clock synchronization error is analyzed.
Section III presents the BETS algorithm and clock drift rate
estimation in detail, and performance bound of BETS is
derived in Section IV. In Section V, various simulation and
actual test results are provided for performance evaluations.
Section VI concludes this paper.

II. CLOCK SYNCHRONIZATION ERROR MODEL

In the hardware of sensor nodes, the sending and receiving
time of a single clock message is only tens of microseconds.
Hence, the impact of clock drift on synchronization accuracy
can be ignored in the actual synchronization process. In the
subsequent analysis, it is assumed that the clock synchro-
nization error is only caused by phase synchronization error.
The clock synchronization model based on time message
exchange is shown in Fig. 1. Defining the timestamp set in the
ith bidirectional time message sending and receiving process
as {T1,i,T2,i,T3,i,T4,i, }ni=1. Where T1,i and T3,i are sending
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FIGURE 1. Random delay in timestamp message exchange.

time stamps of node B and node A, and T2,i and T4,i are
receiving time stamps of node B and node A, respectively.
Since there is random delay in the transmission and process-
ing of time messages, the time differences T2,i-T1,i is also
random when executing multiple bidirectional time message
exchanges. For example, as shown in Fig. 1, T2,i may be
located in the interval with the width of δ on the time axis
of node A, Similarly, T4,i may be located in the interval with
the width of δ′ on the time axis of node B. Equation (1) and (2)
can be obtained by introducing random delays into the phase
difference calculation formula [19],

T2,i = T1,i − 1ϕ + dBA + XBAi (1)

T4,i = T3,i + 1ϕ + dAB + XABi (2)

where 1ϕ is the phase difference between node A and B,
dBA and XBAi represent the fixed and random delays of the
time message from B to A, dAB and XBAi represent the delays
from A to B, respectively. Due to the same hardware and
software architecture of sensor nodes, it can be considered
that dAB = dBA = d . [19] and [20] assume that both XBAi
and XBAi obey the same PDF (Probability Density Function),
therefore, themean ofXi is 0, and its variance is twice asmuch
as XBAi . However, there is a phenomenon of synchronous
error accumulation in the practical application of WSNs, that
is, both mean and variance of Xi tend to increase with the
expansion of network scale, thus the above assumption is dif-
ficult to meet. In practice, there are random differences in the
microenvironment of different nodes, for example, in WSNs
used to monitor the intertidal zone, the clock frequency of
nodes will be affected by ambient temperature [21], which
will lead to small changes in time message receiving and
sending delay. Therefore, in this paper, we assume that Xi is
a non-zero random variable. The delay corresponding to the
ith time message exchange is defined by

Ui = T2,i − T1,i (3)

Vi = T4,i − T3,i (4)

From (1),(2),(3) and (4), the real phase difference between
nodes is given by

1ϕ = 1ϕ̂i − Xi (5)

where Xi is given by

Xi = (XABi − XBAi )/2 (6)

and1ϕ̂i = (Vi−Ui)/2, which is the estimation for real phase
difference 1ϕ calculated with the time message in the ith
round. From (5), the real phase difference is 1ϕ, however,
node B cannot perceive any information about Xi, thus the
clock difference can be compensated only by 1ϕ̂i, which
will result in synchronization errors. Rewrite (5), we have
Xi = 1ϕ̂i−1ϕ, and its form is consistent with the definition
of measurement error in [22]. Since the term synchronization
error is widely used in the field of clock synchronization
research, we define Xi as the clock synchronization error in
this paper. Various kinds of PDF have been proposed tomodel
Xi, such as gamma distribution, exponential distribution and
single server M/M/1 queue model. In this paper, Gaussian
distribution is selected, since the random delay of time mes-
sage delivery is composed of a series of small delays in the
transmission path. According to the central limit theorem, its
sum converges to Gaussian distribution [23]. The rationality
of this assumption is verified in [24] and [25].

III. BETS ALGORITHM

This paper presents the BETS algorithm based on Bayesian
estimation, which uses experiment to obtain prior infor-
mation of synchronization error compensation parameters.
In practice, only a small amount of time message exchange
is required to complete the correction and compensation of
environment-induced errors.Meanwhile, the gradient descent
method is used to estimate the relative clock drift rate, which
is helpful for setting the optimal execution cycle of the
synchronization algorithm and ensures the long-term clock
synchronization of the network.

A. ESTIMATION OF SYNCHRONIZATION ERROR

COMPENSATION

The BETS uses the prior distribution of synchronization error
and on-site time message samples of WSNs to calculate the
posterior distribution, and its parameter is used to compensate
for the actual running synchronization error accurately. The
prior distribution parameters can be obtained by the following
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methods: assuming that there are n nodes in the network,
clock synchronization tests are carried out for all combina-
tions of nodes (a total of C2 n) and synchronization errors are
measured. With the measurement data, parameters of prior
distribution π (θ ) can be calculated according to [26]. On-site
samples of time messages can be obtained according to the
message transmission and reception method shown in Fig. 1.
From Bayesian estimation theory, the accuracy of posterior
distribution is higher than that of prior distribution, and the
posterior distribution of parameter θ is give by

π (θ |x) = h(x, θ)

m(x)
= p(x|θ )π (θ )

∫

2
p(x|θ)π (θ )dθ

where x = {xi}ni=1 is the sample set, π (θ ) is the prior
distribution of θ , h(x, θ ) is the joint distribution of samples
and θ , m(x) is marginal distribution of samples x, p(x|θ ) is
joint conditional probability density function.
Before executing the BETS algorithm, the first syn-

chronization is performed by bidirectional time message
exchange, and the synchronization error is compensated by
the mean of prior distribution π (θ ). It can be considered that
the compensated node clock difference 1ϕ ≈ 0. As the
random delay changes, in order to get the effect of this
change on the original synchronization error, BETS obtains
the time message sample set {T1,i,T2,i,T3,i,T4,i}ni=1 through
n rounds of sampling as shown in Fig. 1. From (1), (2) and (6),
the synchronization error samples caused by random delay
variation is given by

x = {xi|xi = (Vi − Ui)/2}ni=1 (7)

where xi is the sample value of Xi in (6). From Section 3,
the clock synchronization error Xi ∼ N (θ, σ 2), when assum-
ing the prior distribution of θ is Gaussian, i.e., θ ∼
N (µ, τ 2) = π (θ ).With joint conditional PDF p(x|θ ) obtained
form (7) and prior distribution π (θ ), the joint distribution
h(x, θ) is given by

h(x, θ) = π (θ )p(x|θ) = (2π )−1/2τ−1 exp

{

− (θ − µ)2

2τ 2

}

×(2π1/2σ )−n exp

{

− 1

2σ 2

n
∑

i=1

(xi − θ )2
}

(8)

Let x̄ =
n
∑

i=1

xi
n
and σ 2

0 = σ 2/n,then the joint distribution of

sample and parameter is given by

h(x, θ) = D exp

{

−1

2
[Aθ2 − 2θB+ C]

}

whereD = (2π )−(1+n)/2τ−1σ−n, A = 1
τ 2

+ 1
σ 2
0
, B = µ

τ 2
+ x̄

σ 2
0
,

C = µ2

τ 2
+ 1

σ 2

n
∑

i=1
x2i .

Calculating the marginal distribution m(x) gives

m(x)=
∫ ∞

−∞
h(x, θ)dθ =D(2π/A)1/2 exp

{

−1

2
(C − B2/A)

}

Let h(x, θ ) divided by m(x), the posterior distribution is
given by

π (θ |x) = (2π/A)−1/2 exp

{

− (θ − B/A)2

2/A

}

This formula conforms to the expression of Gaussian dis-
tribution, therefore, the mean of posterior distribution is given
by

µ′ = B

A
=

µσ 2
0 + x̄τ 2

σ 2
0 + τ 2

=
µσ 2

0 + τ 2

2n

n
∑

i=1
(Vi − Ui)

σ 2
0 + τ 2

(9)

where µ and τ are known parameters of π (θ ), which can be
obtained by experiments and calculation; σ2 0can be obtained
by Vi, Ui and standard deviation formula in Statistics. It is
clear that, from (9), µ′ can be regarded as a weighted average
between µ and the amount of change in the synchronization
error reflected by the time message.

When using µ′ as the Bayesian estimation of θ , the Mean
Square Error (MSE) is a common criterion for evaluating the
estimation effect and is given by

E[(θ − θ̂ )2] = E[(θ − θ̂E ) + (θ̂E − θ̂ )]2

= Var(θ |x) + (θ̂E − θ̂)2 (10)

where θ̂ is the Bayesian estimation of θ and θ̂E = µ′, which
is the posterior expectation mean of θ . From (10), It can be
seen that MSE reaches the minimum when θ̂ = θ̂E , thus µ′

is selected as the optimal estimation of the synchronization
error in BETS.

B. ESTIMATION OF CLOCK SYNCHRONIZATION

EXECUTION PERIOD

By estimating and compensating for the synchronization
errors, local clocks of network node can be adjusted to be
consistent. However, with the influence of clock drift and
other factors, the calibrated clocks will gradually generate
cumulative errors, thus the synchronization need to be exe-
cuted periodically. However, if the synchronization period T
is too long, it will lead to temporary loss of synchronization
in the WSNs. On the contrary, if the period T is too short,
limited energy and computing resources will be consumed
rapidly by frequent execution of synchronization algorithm.
The clock synchronization execution period T is defined as

T = 1ϕmax/ωmax (11)

where 1ϕmax represents the maximum allowed clock dif-
ference in the network, and ωmax is the maximum relative
clock drift rate between network nodes, i.e., ωmax ≥ ωi,i+1,
and ωi,i+1 (0 ≤ i ≤ N − 1) is the relative clock drift rate
between node i and node i + 1. If 1ϕmax is determined,
the synchronization period will be determined by ωmax .
Fig. 2 shows that when synchronization is completed, with

the influence of clock drift, the relationship between clocks
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FIGURE 2. Relative clock drift rates of nodes A and B.

FIGURE 3. Time stamp sampling process.

of node A and B can be expressed as a linear equation, which
is

CB = ωBACA (12)

where CA and CB are the clock values of nodes A and B,
respectively. ωBA is the relative clock drift rate between node
B and node A. In order to estimate the relative clock drift rate,
it is necessary to sample continuously varying node clocks to
obtain discrete clock values. Defining TA,i as the nodeA clock
value in the ith sampling and TB,i as the node B clock value
at the same time. The clock sample set {TA,i,TB,i}ni=1 can be
obtained after n times of sampling as shown in Fig. 3.
Considering that the message propagation delay d needs to

be compensated, after the time synchronization is completed,
it can be considered that CA = CB. At this moment, node
A sends the first time message and d = TB, 1 − TA,1, let
T ∗
A,i = TA,i + d(1 ≤ i ≤ N ), where T ∗

A,i is the clock value
of node A at time TB,i. After sampling for n times, ωBA could
be estimated with the compensated sample set{T ∗

A,i,TB,i}ni=1.
Assuming that the clock difference between node pair has
been adjusted to be consistent by last time synchronization,
the node B clock represented by a linear equation is given by

CB = ωBAT
∗
A,i.

Defining the cost function as

J (ωBA) = 1

2n

n
∑

i=1

(CB − TB,i)
2 (13)

Which represents the square error function between the
estimated value and the sampled value, the value of ωBA that

minimize this function is the optimal parameter. Differentiat-
ing (13) with respect to ωBA gives

dJ (ωBA)

dωBA
= d

dωBA

[

1

2n

n
∑

i=1

(ωBAT
∗
A,i − TB,i)

2

]

= 1

n

n
∑

i=1

T ∗
A,i(ωBAT

∗
A,i − TB,i) (14)

With the initial value of ωBA, the gradient α and the con-
vergence condition, iteration can be performed as

ω+
BA = ωBA − α

dJ (ωBA)

dωBA
(15)

where ω+
BA represents the updated value of ωBA after each

iteration, the iteration continues until the difference between
ω+
BA and ωBA is smaller than convergence condition, and final

value of ωBA is used as the estimation of relative clock drift
rate.

IV. PERFORMANCE ANALYSIS OF BETS

A. SYNCHRONIZATION ERROR VARIANCE COMPARISON

In addition to the mean value of synchronization error,
the algorithm performance metric also includes the synchro-
nization error variance, which describes the dispersion degree
of node clocks after synchronization. The smaller the vari-
ance is, the better the uniformity of the clock synchroniza-
tion errors are. In the parameter estimation, the performance
lower bound indicates the optimal accuracy in the sense of
dispersion degree that an algorithm could achieve. In [19]
and [20], Cramer-Rao Lower Bound (CRLB) for MLE and
its improved algorithm LCMLE is derived, which is σ 2/2n.
Since there are some differences between Bayesian estima-
tion and MLE algorithm, CRLB cannot be directly applied to
Bayesian estimation as a performance criterion. Therefore,
assuming that the clock synchronization error is Gaussian,
this section derives Bayesian Cramer-Rao Bound (BCRB) for
BETS, and analyses its performance.

Similar to CRLB, when regular conditions are satisfied, the
Bayesian information matrix JB is given by

JB = JD + JP (16)

For the convenience of calculation, JB is decomposed into
JD and JP [27], where JD term represents the contribution of
the sampled data and the JP term represents the contribution
of the prior information. The JD term is derived first, calcu-
lating the natural logarithm of p (x|θ) in (8) gives

L(θ ) = −n

2
ln(2πσ 2) − 1

2σ 2

n
∑

i=1

(xi − θ )2 (17)

Differentiating the logarithm of (17) with respect to θ gives

∂L(θ )

∂θ
= n(xi − θ )

σ 2

The Fisher information is given by

JF (θ ) = −E{∂
2L(θ )

∂θ2
} = n/σ 2
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Finally, the JD is given by

JD = E{JF (θ )} = n/σ 2 (18)

Then, Calculating the natural logarithm of π(θ ) in (8) gives

lnπ (θ ) = −n

2
ln(2πτ 2) − (θ − µ)2

2τ 2
(19)

Differentiating the logarithm of (19) with respect to θ gives

∂L(θ )

∂θ
= µ − θ

τ 2

Finally, the JP is given by

JP = −E{∂
2 lnπ (θ )

∂θ2
} = 1/τ 2 (20)

From (16), (18) and (20), the BCRB for the posterior
distribution mean µ′ is given by

var(µ′) ≥ J−1
B = σ 2τ 2

nτ 2 + σ 2
, BCRB (21)

From (21), BCRB is a monotonic decreasing function of
the number of time message. The smaller the BCRB is,
the higher the theoretical estimation accuracy of the algorithm
could achieve. Since σ (variance of synchronization error)
is usually much larger than τ , which is the variance of the
average of σ , hence, when σ/τ >

√
n, the relationship

between BCRB and CRLB is given by (22)

BCRB ,
σ 2τ 2

nτ 2 + σ 2
<

σ 2τ 2

2nτ 2
= σ 2

2n
(22)

If variable to be estimated is Gaussian, (22) shows that
the BCRB of the Bayesian estimator is lower than CRLB
of MLE, showing that the BETS algorithm can effectively
improve the estimation accuracy by making use of the prior
distribution information.

B. COMPLEXITY COMPARISON

Since the BETS algorithm is only executed between a pair
of nodes every time, the computational complexity for sensor
nodes is regardless of the network size and is only related to
the number of synchronous time messages N .

The computational complexity is dictated by the total num-
ber of computations involved in additions and multiplica-
tions. From (9), we can see that the complexity of BETS
is O(N ), which is the same order as LCMLE. However,
when comparing the number of computations involved in
time message processing, we noticed that LCMLE involves
3 sub-algorithms, and the complexity of each sub-algorithm
is O(N ), thus its total computational cost is 3 times that of
BETS in the worst case, which indicates that the BETS could
achieve lower complexity.

FIGURE 4. Test platform of WSNs.

V. EXPERIMENT AND PERFORMANCE TEST

To evaluate the performance of BETS algorithm, we have
conducted simulation and outdoor experiments based on
hardware platform. The simulation was performed in MAT-
LAB, the network was organized in a linear topology with
100 hops [2]. In simulation, we tested the compensation effect
of BETS with variation of synchronization errors. In the
outdoor experiment, the hardware of WSNs node is imple-
mented using STM8 low-power MCU. The RF transceiver
uses Si4438 which meets IEEE 802.15.4 standard, and its
wireless communication rate is 115.2 kbps. A 16 MHz
oscillator is used as the clock source. The photo of sen-
sor nodes in our test is shown in Fig. 4. On the hardware
platform, we measured parameters of prior distribution of
synchronization error mean and performed outdoor clock
synchronization.

The BETS was compared with the other four algorithms,
including TPSN, TSICA, Static Compensation (SC) and
LCMLE algorithm. TPSN achieves clock synchronization
by performing bidirectional time message exchange once;
TSICA uses one-way timemessage diffusion to achieve multi
hop network synchronization, and improves the accuracy of
clock parameter estimation by optimizing the timing of local
clock value adjustment; SC uses the estimation of prior distri-
bution mean to compensate synchronization error; LCMLE is
an improved algorithm based onMLE, which is characterized
in that the estimation accuracy of the clock phase difference is
improved by multiple bidirectional time message exchanges.

The results are analyzed from three aspects, (1) Synchro-
nization error: including average synchronization error and its
standard deviation; (2) number of time messages: the number
of messages sent and received by BETS was tested; (3) effect
of parameter selection on relative clock drift rate estimation:
convergence analysis and number of iteration were tested
when choosing different parameters.

A. MEASUREMENT OF PRIOR DISTRIBUTION

PARAMETERS

In BETS, it is necessary to determine the parameters of prior
distribution, which is susceptible to ambient temperature.
In order to compensate synchronization errors accurately at
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FIGURE 5. Distribution of the mean of synchronization error.

different temperatures, a prior distribution family should be
measured. Let Tenv i(1≤ i ≤ N ) represents the ambient
temperature when the prior distribution is measured. In the
interval [Tenv 1, Tenv n], the difference between adjacent
discrete temperature is constant, which is given by

1T env = T =env
i+1 −T envi

By setting different temperatures in the lab, the prior dis-
tribution family corresponding to the different temperature
can bemeasured and is given by:N1(µ1, τ

2
1 ), . . . ,Nn(µn, τ

2
n ).

The parameters of the prior distribution family will be stored
in the sensor nodes. When performing BETS in the deploy-
ment site, the real-time temperature will be measures by the
on-chip temperature sensor [28], and distribution parameter
closest to the current temperature should be selected for error
compensation.

Extensive tests are required for measuring the parameters
of priori distribution family, in order to evaluate the effective-
ness of BETS, a priori distribution family of synchronization
error mean θ at 22◦C, 25◦C and 28◦Cwas measured. In order
to reduce the influence of node hardware difference on the
test, we use 20 nodes in the test and measured synchroniza-
tion errors of all combinations of node pairs (C2

20), and this
method is also adopted by [10]. After synchronization, a pos-
itive pulse signal with a period of 500 ms will be output from
the node IO, by measuring the difference of the rising edge
of pulses with a digital oscilloscope, clock synchronization
error can be obtained.
Each node pair was tested for 5 times and averaged. The

results are shown in Tables 1 and Fig. 5. Table 1 shows the
frequency of synchronization error mean θ at 25◦C. It can be
seen that θ is concentrated in the range of 22.5 µs to 30 µs.
In Fig. 5, horizontal axis represents the synchronization error
mean, and vertical axis represents the corresponding fre-
quency number. Experimental results at three different ambi-
ent temperatures were performed by Gaussian fitting. From
the curve, it is reasonable to assume that θ obeys Gaussian
distribution. According to the median values of each interval
and the corresponding frequency in Table 1, the estimation of

TABLE 1. Results of the mean of synchronization error.

parameter µ at 25◦C (represented by µ̂25) is given by

µ̂25 = 17.5 × 0.010 + · · · + 35 × 0.005 ≈ 26.4µs(25◦C)

Similar calculation gives

µ̂22 = 28.7µs(22◦C), µ̂28 = 29.1µs(28◦C)

B. SIMULATION OF BETS ALGORITHM

To simulate clock synchronization in large-scale WSNs, net-
work hops is set to 100, network nodes are numbered from
0 to 100 and the clock of node 0 is defined as the refer-
ence. The synchronization error of the ith hop is defined
as the clock difference between node i and node 0 after
synchronization is completed. The clock model is built by
Simulink modules in MATLAB, both clock difference cal-
culation (by LCMLE and TSICA) and error compensation
parameter adjustment (by BETS) can be conducted with the
timestamp information extracted from this model. The clock
runs at 16 MHz and the drift rate is 30 PPM. The initial clock
differences of sensor nodes obey uniform distribution in the
interval [-10 s, 10 s]. By adding Gaussian noises (N (µd, σ 2

d ))
in the clock model, clock synchronization with random delay
variation can be simulated. In the following three scenarios,
the parameters of noise and BETS algorithms are set as
follows.

scenario A: µd = 35 µs; scenario B: µd = 20 µs;
scenario C: in the first 50 hops, µd = 35 µs, in last
50 hops µd = 20 µs. σd = 15 µs in all scenarios. The
parameter of BETS was set to µ̂25, which is the mean of prior
distribution measured at 25◦C. In simulation, time message
sampling will be taken for 10 times when adjacent nodes
perform synchronization. The tests are performed for 5 times
in each scenario and the results are averaged, which are shown
in Fig. 6(a), (b), (c) and Table 2.

In scenario A, due to the lack of estimation and error
compensation mechanism in TPSN, its accumulated syn-
chronization errors increase linearly and the total synchro-
nization errors after 100 hops reaches 3307 µs. TSICA will
adjust the clock value before estimating the clock parame-
ters, thus the synchronization error could be limited within a
bounded range. However, when estimating the clock parame-
ters, the TSCA fails to make full use of the statistical informa-
tion to improve the synchronization accuracy. Therefore, its
synchronization error accumulation is only lower than TPSN,
which is 1318 µs.
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FIGURE 6. (a). Test results for scenario A. (b). Test results for scenario B.
(c). Test results for scenario C.

In static compensation, the accumulated error is 929 µs,
which is about 72% less than that of TPSN. The accumulated
error of LCMLE (832 µs) is close to that of static compensa-
tion, however, the error curve of LCMLE is much smoother,
showing that its standard deviation of synchronization error
is smaller. The accumulated error of BETS is 393 µs, which
decreased by 53% compared with LCMLE, and its standard
deviation of synchronization error is 2.2 µs, which is about
half of that of the LCMLE (4.5 µs). Compared with other
algorithms, the synchronization error accumulation and stan-
dard deviation of BETS are smaller.

In scenario B, since the static compensation only uses the
constant µ̂25 to compensate for the synchronization error,
If the actual synchronization error was less than the preset

TABLE 2. Comparison of average single hop synchronization error.

error compensation parameter, an over-compensation could
occur. Although the average single-hop error of static com-
pensation is the smallest in this scenario, but its standard
deviation of error is larger. The BETS can effectively use the
time message to dynamically adjust the error compensation
parameters, which avoids the problem of overcompensation,
and its synchronization error accumulation is less than that of
LCMLE and TSICA.

In scenario C, when the synchronization error between
the first 50 hops and the last 50 hops of the network
changes, the static compensation and TSICA cannot handle
this change, therefore, the synchronization error accumula-
tion curve of fluctuates before and after 50 hops.

Since the precision of LCMLE is related to the processing
delay of time message, its synchronization errors also change
correspondingly, but its error fluctuation was smaller than
static compensation and TSICA. Similar to scenario B, due
to fine adaptability, the error fluctuation of BETS is minimal.

In the above three scenarios, LCMLE could reduce both
the average and standard deviation of synchronization error
compared with static compensation. However, its synchro-
nization accuracy depends on the processing accuracy of time
messages. Since there are some random delays (such as ISR
processing delay) that could be hardly estimated, which limits
the improvement of accuracy in LCMLE at hardware level,
however. Nevertheless, its performance is still better than
TSICA.

By utilizing the prior information of the synchroniza-
tion error and adjusting the synchronization error compen-
sation parameter, the BETS could overcome the influence of
above-mentioned unfavorable factors and achieves superior
accuracy.

The accuracy of clock synchronization algorithm is gener-
ally related to the number of samples, so we compared the
synchronization errors of BETS, LCMLE and TSICA as the
number of time messages is changed. The simulation settings
are the same as those in scenarioA.As can be seen fromFig.7,
the BETS has lower synchronization error when sending
and receiving the same number of time messages. When the
number of time messages is 3, the synchronization error of
LCMLE is 12.7µs and those of TSICA andBETS are 11.3µs
and 8.9 µs, respectively. With the increase of number of time
messages, the synchronization error of both algorithms
decreases gradually. With the number of time messages
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FIGURE 7. Comparison of the number of time messages.

FIGURE 8. The effect of µd on synchronization error.

increases to 30, the synchronization error of LCMLE
decreases to 3.4µs, and those of TSICA and BETS are 3.9µs
and 2.2 µs, respectively. However, as the number of time
messages exceeds 30, the synchronization accuracy barely
improves, for example, When the number of time messages is
60, the synchronization error of LCMLE is 3.1 µs, and those
of TSICA and BETS are 3.5µs and 1.9µs, respectively.

Fig. 8 shows the accumulated synchronization errors in
BETS when µd increases from 10 µs to 40µs. Compared
with LCMLE, although the BETS is adaptable to the variation
of µd , the test results shows the limitation of dynamic adjust-
ment ability of synchronization error.With the increase ofµd ,
the synchronization error curve also moves up. In practical
applications, the parameters closest to the current ambient
temperature should be selected from the prior distribution
family to maximize the compensation accuracy and reduce
the influence on synchronization accuracy if the variation
of µd is drastic.

C. OUTDOOR EXPERIMENT OF BETS

To evaluate the BETS in real scenarios, we performed outdoor
test. Due to the limitation of experimental conditions, it is
difficult to set up the large-scale network in practice. Thus,
a linear WSNs with 12 sensor nodes is constructed in the
experiment, which includes 11 hops. We deploy sensor nodes
alone the river bank (Fig. 9) and the average distance between
node pair is about 130 meters. On the day of conducting the

FIGURE 9. Outdoor deployment topology of sensor nodes.

experiment, the outdoor temperature ranged from 21◦C to
30◦C. Due to different start time, there are random initial
clock differences among sensor nodes. When all nodes are
started, node 0 will send a synchronization request message
to node 1, as soon as node 1 has received this message,
it synchronizes with node 0, and subsequent sensor nodes
synchronizes in the same manner.

TPSN, TSICA and LCMLE are taken as the comparison,
synchronization experiments are carried out at around 25◦C,
The parameter of BETS is set to µ̂25, which is the mean of
prior distribution measured at 25◦C in the lab. The results are
shown in Fig. 10. the accumulated error of TPSN is 403 µs,
and those of TSICA and LCMLE are 152 µs and 108 µs
respectively. From the fluctuation of error curve in the Fig. 10,
it can be seen that the standard deviation of synchronization
error of three other algorithms are also smaller comparedwith
static compensation. Compared with LCMLE, the accumu-
lated error of BETS (48.4µs) is significantly reduced. Thus,
the outdoor test shows that the accumulated synchronization
errors in multi-hopWSNs can be further reduced by selecting
appropriate error compensation parameters.

From Fig. 7, it is shown that when the number of time
message exceeds 30, the accuracy of synchronization will be
hardly improved. Thus, in the actual experiment, the maxi-
mum number of time message sending and receiving is set
to 30. Fig. 11 shows the relationship between the number of
time messages and the accuracy of clock synchronization in
practical experiments. It can be seen that the error curve of
BETS lies in the lower left of Fig. 11, indicating that the
BETS requires less time messages when achieving similar
synchronization accuracy of LCMLE and TSICA. As the
synchronization error is approximately 8µs, the BETS needs
to send and receive 6 time messages, while the number for
LCMLE and TSICA is 12. If the synchronization error needs
to be reduced to 6µs, the BETS will have to send and receive
9 time messages, while the number for LCMLE and TSICA
are 18 and 24, respectively.

Since the variation of ambient temperature may lead to
a slight change in actual synchronization error, we have
performed synchronization experiments at different ambient
temperatures, and different prior distribution parameters
are selected to investigate its impact on synchronization
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FIGURE 10. Test results for synchronization error.

FIGURE 11. Comparison of the number of time messages.

FIGURE 12. Synchronization error at different temperatures.

accuracy. Fig. 12 shows the synchronization results at 22◦C,
25◦C and 28◦C with prior parameters set to µ̂22, µ̂25 and
µ̂28 at each temperature. The 11-hop cumulated synchro-
nization error for each ambient temperature are labeled
in Fig. 12 in µs. It can be seen that the minimal error
will be achieved if the selected prior distribution parame-
ter matches the current ambient temperature. For example,
if the parameter of the BETS is set to µ̂25 the least accu-
mulated error(47.7µs) will be achieved at 25◦C. No matter
whether the ambient temperature rises or falls, the accumu-
lation of synchronization error would increase slightly to
49.1µs (22◦C) and 49.7µs (28◦C), respectively. Therefore,

TABLE 3. The relationship between gradient and number of iterations.

FIGURE 13. Convergence with different gradient settings.

in order to achieve the optimal synchronization accuracy, sen-
sor nodes should select appropriate parameters to set BETS
algorithm according to the ambient temperature measured in
real time.

D. RELATIVE CLOCK DRIFT RATE ESTIMATION

In order to calculate the clock synchronization execution
period, this section estimates the relative clock drift rate with
gradient descent method. The experiment was carried out on
sensor node hardware. Node A sends time messages to node
B every 1ms for 10 times. Finally, the time stamps recorded
by nodes will be uploaded to PC for analysis.

The performance of the algorithm is closely related to the
selection of parameters. Fig. 13 shows the convergence of
gradient descent method when the convergence condition is
ω+
BA − ωBA ≤ 1 × 10−6, where ω+

BA is the updated value of
ωBA after each iteration. When the gradient α < 2.5 × 10−8,
ωBA will converge unidirectionally after each iteration; when
α > 2.5 × 10−8, ωBA will oscillate as it converges, and the
number of iterations will increase at the same time. Further
experiments showed that if α > 4.5× 10−8, ωBA will unable
to converge. Table 3 shows the relationship between number
of iterations and value of gradient. When α = 4 × 10−8,
15 iterations are needed. Whereas if α = 2.5 × 10−8, only
4 iterations will ensure the convergence, when α is larger or
smaller than this optimal value, the number of iterations will
increase.

Considering the convergence condition and clock drift rate
in actual senor nodes, we chose the following parameters to
estimate the relative clock drift rate: the initial value of ωBA
is 0.8, the gradient α = 2.5 × 10−8, and the convergence
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FIGURE 14. The relationship between the number of iterations and ωBA

(α = 2.5 × 10.8).

condition is ω+
BA − ωBA ≤ 1 × 10−6. Fig. 13 shows the

variation of ωBA after each iteration. The horizontal and
vertical axes represent the clock values of nodes A and B,
respectively. For the convenience of analyzing, the time when
node B received the first time message was set to 0. After
each iteration, ωBA (the slope of the line in Fig. 14) continues
to increase to fit the sampled time data. After 4 iterations,
the convergence condition was reached, and finally ωBA =
1.000008. From the conversion, we can know that the clock
difference caused by clock drift between sensor nodes A and
B will increase by about 28.8 ms per hour.
Defining the relative drift rate between adjacent node i and

node i+ 1 as ωi,i+1(0≤ i ≤ n), and the estimation for ωi,i+1
will be performed along the synchronization route. Finally,
ωmax = Max{ωi,i+1}ni=0 can be obtained by sorting algorithm.
Finally, clock synchronization period will be given by (11)
when the allowable maximum clock difference 1ϕmax is
specified according to practical application scenarios.

VI. CONCLUSION

To solve the problem of error accumulation of clock synchro-
nization in multi-hop WSNs, this paper presents a Bayesian
estimation-based time Synchronization (BETS) algorithm.
The precise compensation of clock synchronization error
is realized by combining the prior information of synchro-
nization error and time message sampled from the network
deployment site. Experiments based on the simulation and
hardware platform show that the BETS could improves the
synchronization accuracy effectively, and the number of
time messages sent and received is reduced compared with
existing algorithms, which is suitable for energy-constrained
WSNs. In order to optimize the execution cycle of the syn-
chronization, the gradient descent method is used to esti-
mate the relative clock drift rate, and the convergence of the
algorithm is tested with different parameter settings. In this
paper, the Gaussian synchronization error is compensated.
However, if the network contains complex routing or network
congestion occurs, the estimation of clock synchronization
error will bemore complex. Therefore, it is necessary to study
the synchronization error compensation method in the above
scenario in the future work.
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