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ABSTRACT
CLOSED-LOOP CONVEYOR SYSTEMS
WITH MULTIPLE POISSON INPUT AND MULTIPLE SERVERS
by
El Sayed Abdel Razik E1 Sayed

The objective of this research 1s to investilgate
the multi-item, multi-loading, multi-unloading closed-
loop conveyor systems, and to evaluate their performances
as queueing'gystems, where an ordered discipline 1s
considered. There are two types of arrivals - singlets
and doublets —'eaéh governed by a separate independent
Poisson distribution.

The conveyor systems studied are structured
according to"the possible alternative destinations of
an arrival, as 1t may be 'lost', recirculafed, or.
stored.

In the first paré of the stﬁdy, a mathematical
model 1s presented for both homogeneous and heterogeneous
serviced conveyors, in which the arrivals denled service
at the last channel are consldered flost‘ to the system.
The service times are exponentlially dlstributed. The
steady-state probabillitles of 'n' ltems in the system
are determined. Also, three measures of the system's
performance are developed, namely: (1) probability'of

the system beilng idle; (ii)'expected number of unlts

.
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in the system; and (iil) probability of a lost arrival.

The second part of this reséarch is presented in
a mathematical context, lnvolving the closed-~loop
conveyorsrwhen reclirculation of lost units ié permitted.
The steady-state probabilities, énd the system's measures
of performance are discussed for cases where either
homogeneous or heterogeneous servers are allowed.

The third part of this study 1s the formulation of
a mathematical model for a two-channel closed-loop ‘
conveyor where storage of infinite capécity exists at
the last channel. - The general solutions for the
measures of the system's performance are derived.

The last pért of this research is a simulation
énalysis_of closed-1loop conﬁeyors. Conveyors, with
.either storage or recifculatioh, are dlscussed. Also,
tﬁe transient solution of a two-channel conveyor without
storage and lost arrivals is included. The systemé
are analyzed through the use of Fortran IV and G.P.S.S.
simulatlion language. .

Thils research has clearly demonstrated the
. feasibility of solving the multi-ltem, multi-channel
conveyor system through the application of queuelng
theory. Also, the closed-loop conveyor systems with
multiple-inputs are more efficient than those with

singlet iﬁput.

5
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CHAPTER™I

INTRODUCTION

Conveyor Systems

The conveyor ls the key materlal mover iﬁ most
high volume manufacturing operations. The conveyor
1tself, incoming and outgoeing material, loading and
unloading points, and work statlons, form a system that
poses é nuﬁber of interesting problems for the analyst.
. As a result, a body of, knowledge has been emerging |
under the heading, 'Conveyor Theory'(9).

There are more than fifty types of conveyors
classified by the American Materials Handling Society
(AMHS), such as gravity conveyors, belt conveyors,
endless-chain conveyors, pneumatic conveyors, SCrew
conveyors and vibrating confeyors. Among this varilety,
we might distinguish four important conveyor systems in
wnich any of the conveyors can be used. These'systems
are: -

1. Controlled movement systems whilch afe reversible:
these typically move at the command of an operator, being
indexed away from a work staﬁion as‘;aterial 1s loaded
for storage and reversed when the materlal 1s to be
recovered. _ |

2. The fixed conveyor system whlch 1is used to link

together two production centers: 1t is exemplifiled by a

group of workers placing units of production, onto a
K
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gravity fed roller conveyor, to be transported. to
another location where a second group” of wofkers will
remove them, ‘

3. Power and free sjsteﬁé: these consist of part
carriers which can ?e connected to and'disconnécted
from the moving portion of the conveyor at will.

4y, Closed-Loop: are irreversible, continuous
operafing systems with part'carriers which can not be
removed. ’

The closed-loop conveyor systems are generally
much slmpler and lower in cost per unit length or per
unit capacity than the open-loop systems(18), but, they
are not nearly as flexible. The low cost of the closed-
loop systems resulted 1in the wide épplication of them.
Thus, 1n this research, we shall deal wiph such

conveyor systems.

Statement of The Problem

The mechanical design of closed-loop conveyor
systems 1s very well understood, bﬁt thelr operating
characteristics as part of Integrated ménufacturing
systems have not until recently, been researched. A
.typical closed-loop conveyor is shown in Filgure 1.

The conveyor, together with incoming material,
loading and unloading stations, work stations, and
processed unlts, appears to possess the properties of

a queueing system. Arrival times of incoming units
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can follow deterministic or pfobabilistic Histributions.
Poisson, negative exponential, general, and Erlanglan
distributions are examples of the loading and unloading
stations arrival patterns. ' -
Incoming units can be transferred to the service
stations according to a predetermined qugueing
disecipline. Also, allowing unlimited or truncated
storage at elther the loading or unloading statlons
is a factor, which should be considered in studying
conveyors. The mathematical analysis of conveyor
systems under varying conditions f the above constralnts
has led to increasingly cdmplex queuelng situations. ‘
Past research haslalﬁays concentrated mainly on
fhe case where all incoming units are homogeneous
. with respect to the required operations and the service
time. ‘However, no work has been carried out on the
multi-item case, where more than one type of unit 1s
placed on the conveyor and each type requires operations
different from the other types, thus resulting in
different service times. A typical-example(16) is
that of the repair and mainfenance of large assemblles,
each consisting of several identical units. Sometlimes,
only one unit is in need of repair, at other times,
more than one unit (in one assembly) is in need of
repair. In thls case, the arrivals can be governed

by a multiple Poisson distributlon.



This research focuses mainly on the closed-loop
conveyor as a qué eing syStem. The system uhder
cdnsideration has the foilowing properties:

o 1. Two types,of’a#rivals; each type 1is
. independent and has a Pbisson.distribution.

2. M-Channels; where the service rate at each -
channel has a negative expornentilal distribution.

3. The service fates at all channels can be
homogeneous or heterogeneous.

4. The service time of a unit from the first
type of arrivals 1s ¢ times that of a unit from the
secbnd type.

5. Queue discipline 1s ordered entry; l.e. an
arrival has to check'with the first channel first, 'if .
busy, then to the second, and so on, until all the
M-channels are exhausted.

6. The system has uniform loading and unloading
rates and the conveyor travels at a constant speed.

With the above focus in mind, the specifile

objectives of the study is to evaluate the performance

of the closed-loop conveyor system under certain -
conditions. The system's performance is measured by
means of certain criteria known as measures of

performance or effectiveness, derived from Queueing

Theory literature. These measures are:

1. Steady-state probabillties of the system,



2. 'PM: the probability that the system is idle,

3. Eth]: the expected number of units in the
system,

L, Pr(w=0): the probability that an arrival
will have no walt prior tocservice, and

5. PLp.} the probability that an arrival will
be recibculated. ‘

Specific conditiohs are structured according
to the possible alternative destinations of an arrival
as it may be '1oét‘, recirculated, or stored. Hence,
these conditions are:

1. Lost Arrivals: an argival that can not be

serviced at the last channel.

2. Recirculation: an arrival that can not be

serviced at the last channel is allowed to recirculate
and enter the system as a new arrival.

3. Storage: an arrival that can not be serviced
at thé'second last channel is allowed to enter a
storage allocated at the last channel and then wait to
recelve servide. |

. Each one of the above conditions will be

treated twice; first assuming that the servers have

homogeneous service rates, and second, assuming

heterogeneous service rates.

For each of the above conditlions, the relationship

between the measures of performance and the conveyor



system's parameters will be studied.,.Such parémeters
include: (a} the number of the service channels;

(b) the traffic intensities of the arrivals; (c¢c) the
service tiﬁé ratio between,arrivals; (d) the proportion

of recirculated units; and (e) the storage capacity.

Research Design

The queueiﬁg systems in this research are dealt
with, by two basic methods of attack, those belng the
theoretical-mathematical approach and the technlques
of simulation analysls. The mathematical approach of
the systems considered two cases: |

1. Ste;dy-State Case: assumlng that the service
channels are capable of serving at a faster average
rate than units ar:ive, i.e. p = % < 1 (p is referred
to as. the 'Load Factqr' or the 'Traffic Intensity',

A is .the average arrival rate and u 1is the average
service rate), then the steady-state is regﬁhed when
the queue behaves independéntly of the inltial state of
the system and the probability of having a given

nuﬁber 'n' in the queue remains constant with time.

4 formulation of a set of differentlal-difference
eqﬁations for every case 1s also derived. .Solutions

of these equations are glven.

2. .Transient or Time-Dependent Case: situatlons

at which the probability of having a given number 'n'

o>



in the queue 1s not constant since being dependent on
time is referred to as a transient case. The transient
solution of the two-channel closed-loop conveyor with
ordered entry and multiple Polsson input 1s derived
using the Runge-Kutta method.

A simulation anﬁlysis was. undertaken to analyze
-the tﬁo and thpe;~channe1 conveyor systems with
recirculatién and storage at each channel. Effect'of
the recirculatio; time and the capacity of the storage
on the utilization of the serviée channels is also
stu@ied. Systems with lost arrivals and withoﬁt
storage are simulated. Simulation programming-was

conducted in G.P.S.S. III/360.

‘Importance of This Study

This study has three maln potential contributions.
First, this study enrlches the literature of conveyor
theory by presenting results ébout cases that were not
researched adequately in the past. An example is a
system involving multiple input and recircualtion.
Second, is the extenslon of Queueing Theory to the
treatment of closed-loop coOnNveEyorsS, especially the
multiple-item case. This case is not frequently
investlgated due to its complexity. Third, with respect
to appllcations, the results of this research would

hopefully enable design engineers to maximize




the perfofmance, efficlenciles, and effectiveness of

the conveyor systems under given constraints.

+ OQOrganization of Thils Dissertation

The presentation will follow-thils pattern: After
the introductory Chapter I, Chapter II is devoted to a
review of the literature on gueueing and conveyof
theories. In Chapter III, the M-channel closed-loop
conveyor, with homogeneous servers and without storage at
any .of the channels, will be mathematically analyzed.
Chapter IV presents the ‘two and thpee channel conveyor
systems with ordered entry allowggzeheterogeneous servers
.at fhe service channels. In Chapter V, thé results of |
an analysis of the recirculatlon problem with homogeheous
or héterogeneous servers will be presented. Chapter VI
contains the analysis of the two-channel closed-loop
conveyor system model with storage of different
capacitlies at the second channel, whille reclrculation 1s
not permitted.

Chapter VII is concerned with the simulation
analysis of two and three-channel conveyors with lost
arrivals. &he effect of recirculation time aq@
-caﬁacities of storage on the performance of the system
are also presented. Finally, Chapter VIII 1s reserved
for the summary, concluslons, and recommendatlons for

future research.



CHAPTER IT .
CLOSED-LOOP CONVEYORS AS A QUEUEING SYSTEM:

A LITERATURE REVIEW

In Chapter I,_it.was established that the conveyor
together with related elements can be perceived as a
queuelng system. The purpose off this chapter is to
examine past research on the subject. The scope of "
examination 1s limited to studies that treat the
conveyor system as a queuelng problem. This 1is the
main frame of reference of thé present study. It seems
logical to review two types of past studles: foremosti
the studies wilthin the domaln of 'Conveyor Theory', and.
secondly, queueing theory literature that can be
valuable for treating conveyor problems.

The presentation in this chapter parallels the
issues owtlined in the statement of the problem in
Chapter I. Accordingly, the problem of lost arrivals
is presented first. Next, literature pertinent to
recirculation is reviewed. Then, £he matter of storage
will be discussed. Finally, literature rélevant to

" the multi-item prdblem wlll be assessed,.

Conveyors w1th Lost Arrivals

Disney's technical note (5) appears to be the
first published work in which a conveyor 1s treated as

a multi-channel queueing system with ordered entries.

10
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He chose a power and free conveyor system with 'n'
ldentical work stations. Every entering loaded -hook
(Pendant) tests one or more sensors, placed before each
statlon, in a serlal order. If a sensor indicates that
the station is idle,”tﬁen the pendant 1s switched so

as to enter the first such statlon 1t tests, and awaits
service. If the pendént tests all switches and if

all are in a position indicating a fully loaded station,
then the unit 1s 'lost' to the input system. In -
queuelng terms, the prdblem is viewed as multi-channel,

in which arrivals must enter the first empty channel.

. A system of equations for a two-service station without

.storage~at elther of the channels, were developed.

Disney then determined such performance measures aé
the probabilities of: (a) an idle system, (b) lost
arrivals, and (c) station one(l) being busy. Also,
the expected number of items in the system was evaluated.
Pritsker (34) viewed the conveybr system as a
specialized queuelng problem charactérized by the
followlng: (1) no storage facllities existing at the
channels; (2) the output lines from the channels do
not interact with the input lines; (3) all channels
have equal service rates; and (4) there is no feedback
of items, and those that cannot be served are lost to
the system.

Pritsker analyzed and compared the performance of

S e T ——
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two cases of different arrivals and service
distributions for 'm' channels (Poisson arrival /
eprnential service and constant qrrival rate / general
service system). He found that the probability of a
lost item and the 1dle time, to be greater when arrivals
are Poissén, than when arrivalgiare at predetermined
instants. Thils agrees with intuition.” Scheduling of
arrivals 1s more Important than scheduling of service
time. Since fewer ltems are lost, and the;e is ﬂgis
1dle time when arrivals are determined, the expected
number of units in the system will be greater. The

f
major conclusion of Pritsker's study Is that ther€ are k/

many parametfers assoclated with the type of conveyor

_ systems studied. These parameters do not significantly
affect the steady—state probabilisticrperformance.of
the system. Examples of such variables are: (1) the
‘delay (distanée) between service channels, and (2) the
.form of the service distribution if inter-arrival

distribution 1s exponential.

Phillips(32) extended Pritsker's work and
investigafed the m-channel ordered entfy conveyor
serviced queueing system, with lost arrivals, where
either homogenéous or heterogeneous service rates
exist at the service channels. Steady-state
equatlions are derlved which gilve the probability of

'n' items in the system at any arbitrar& time 't°'.



o

13

Phillips obtalned some results for two cases: (1)

Poisson arrivals with exponentlal service rates; and

1(25 gamma distribution time between arrivals with

exponential service rates. ,
Muth(30) extended Kwo's.work (26) on closed-loop
conveyor systems. Muth gave a formal Wmathematical
description of thée time and space dependence of
material flow in a closed-loop conveyor system. The

solution of the reéﬁlting equations provides conditlons

of feasi 1ty as well.as erlteria affecting the design

"-and the opekation of conveyors., His work consists of

a study on ¢ ntinuous material flow, such as belt
conveyors. is specifigally assumed, that materilal
flows 1nto the loading‘station, and ou% of the unlecading
station. This is not of a constant nature, but follows
a fixed pattern which repeats ltself perilodically
with time. |

An important result of his work is that
incompatibility depends on, the ratio (T/P) &f conveyor
period to work-cycle perled, and on the presence of

harmonics In input and output flow rates.

“Muth(31) 1n another paper, analyzed a closed-loop

i conveyor system having a slingle loading station, a

single unloading station, and discrete time varying
input and output flows. The ratio (r/p), which 1s
the remalnder of the ratio éonveyor period (r) to

-

\
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work-cycle perlocd (p), 1s shown to bé an important
criterion for compatibility and optimization.

Helgeson(18) analyzed overhead monorail non-
reversing loop type qénveyor systems. He was able to
develop some mbnographs with which designeré are able
to determine the number of spaces and other parameters
of the conveyor.,

Gregory and Litton (13) studied a conveyor system
conslsting of equally-spaced hooks passing before a
number of work statlons. The work pleces are processed
by the first available work stafion aftef which they
are transferred to a separate system. In thelr study,
they‘assumed that the processing times are independently
and exponentially distributed. They found that the
ilncidence of missed units is minimized, if the operators
are placed in descendlng order of work rate along the
conveyor. o

In another paper, Gregory and Litton (14)
presented an approach fbf&the solution of the dlscrete
conveyor model for service time distrib;tions which
are general bﬁt bounded, where there is no‘étorage
at the work stations and no recirculation, l.e. =
system with lost arrivals. The service or processing
times are random varlables, which have a general
distribution with the exceptlon of the aésumptién that

there is a finite upper bound on the value that the
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rag§bm variables can take. The model was then solved
byﬂhsing a Markovian analysis. Therefore, the steadyf
state ppobabilities‘and the expected number of units
can be évaluatgd.

" An approacﬁ that has been used.extensively in
studying the closed-loop single hook system ﬁas been
the study of the individual work station. .Reis,
Dunlap and Schneider_(36) investigated the effects Sf
changing -the banking disciplines of the individual
'stations. The effects usually consldered were, the
expectea delay at a station, and the expected production
for the station.

Heikes (17) developed an approximated model for
predicting the performance of a conveyor system
consisting of single unit carriers or 'hooks'. These
move past a series of loading statilons, where attempts
are made to place them onto the hooks, then past a
serles of'unloadinglstations, where attempts are made

to remoﬁe them from the hooks.

Conveyors With Recirculation

Pritsker (34) studied the problem of recirculation
for m-channel closed loop conveyors. He considered a
mathematical and a simulated approach for studylng
recirculation. The mathematical approach was conducted

under cost constraints. One of the major concluslons

"
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of Pritéker's study is thét the feedback delay (distance)
does not significantly affect the steady-state
proﬁabilistic performance of the system. Because of
the complexity of Ehe distribution of recycled items,
Pritsker constructed a simulation model uslng the
SIMSCRIPT programming language for studying conveyor
systems with feedbacks, |

Phillips (32) studied the m-channel ordered entry
conveyor systems wilth lost arrivals. The problem of °
recirculation was analyzed‘by using only simulation .
techniques, and thus, some results were obtained for
the following cases: (1) Poisson arrivals with
exponential service rates; and (2) gamma distribution
time between drrivals with exponentiél service rates.
Phillips fdund that feedback delays appear to ha;e no
effect on the expected queue length or the probability
that eaéh channel 1is busy, ' '

Phillips and Skeith (33) extended Phillips' work.
(32) and presented the results of a simulation analysis
of a conveyor-serviced ordered entry system with
" recirculation of the 1ost'items. Thelr results can be
summarized as: |

1. The-recirculétion traffic can bhe reduced by
either increasing the feedback delay constant or

increasing the storage capacity of the system.

2. Slower recirculation times will decrease
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conveyor traffic and help to reduce the competition
for space at the input side of the system.

Burbridge (3) studied the problem of recirculation
for closed-loop conveyor systems. .Analytical and
experimental approaches were presented to study the
effects of the conveyor parameters on the flow of
traffic in a -conveyor system. The entire conveyor
system is analyzed by means of GERT (Graphical

Evaluation and Review Technique).

Conveyors With Storage

Disney (7) studied a two-service station éonveyor
wlthout storage at the first station, but 'n' unlts
can be stored at-the second station. TFor the two
service case, with an équal amount of storage at both
the service channels (M=N=1, M is the maximum amount
of storage allowed before service one(l) and N is the
maximum amount of storage allowed before service two(2)),
Disney 1lllustrated the probabllity of both statlons

being busy, as follows:

2 2
p =2/ ¢ £
11 2 i=01'
where p = the load factor (A/u),
A = the average arrival rate,
and u = the average service time per service.
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Disney found that the iwbalance, caused by the
1ack of storage facllities, can be corrected by allowing
limited storage. The amount of storage required to
achleve balance depends on the load factor, and f
generally the greater the load factor, the less the
storage 1s reﬁuired to achleve balance. Also, the
service facilities farthest from the polnt of input,
should be glven more storage capaclty. Disney concluded
his researph by noting that the extension to more than-
‘two channels is theoretically feasible, but not
computationally attractilve.

Gupta (15) extended Disney's studles to a general
case where the maximum number of units allowed in
ochannels one(l) and two(2) are M and N, respectively.
This differed from Disney's model whére the maximum
amount of storage in channel one (1), was only one
unit. Using the generating functions technique, Gupta
obtéined'the queue size distribution in the steady-
state case.

Pritsker (34) studied the m-channel closed-loop
conveyor without storage at the first (m-1) channels
and an infinite storage at_thé mth channel. This
corresponds to the case where all items are removed
from the conveyor for processing by the last channel.
In thils case, no item is lost. Pritsker found,

for the 'm'-channel conveyor with Polsson arrival and
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exponential service, that the last channel will be
busier when infinite storage 1s provided.

Phillips (32) studled the m-channel conveyors
wlth ordered entry where storage was permltted. He
found that the allocation of additional storage to ’
servers, at which the utilization is low, will tend
‘to balance the work load’and correct the bilas of the
ordered entry system. Thié observation was previously
noted by Disney, for an ordered entry system without
storage.

Phillips and Skeith (33) presented the results
of a éimulation analysis of a conveyor-serviced ordered
éntry queueing system with storage at each channel and
recirculation of losf items. They found that therge
are complex interéctions between, the storage at each
channel, the recirculation delay constant, and the
number of items which must be recirculated. The exact
form of thils interaction was not determined, but the

effects of this interaction have been made evident.

Multi-Item Conveyors

Conveyors with multiuloadiné points and multi-
unloading points wefe studied by Morris'(28), who
showed that by increasing the speed of the conveyor
beyond the loading and unloading ratés, the amount of

interference at both the loading and unloading
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stations increased. He also solved the problem of
multi-item carriers by increasing the capacity of each
carrier to two units (similar units that réquire the
same service time). By doing so, the amount of
interference at the loading station was sharply
decreased.

This literature review would not be complete
without due consideration to other publishéd material
of queuelng theory, relevant to this research. This
section examines these studies, although they were
not conducted in a conveyor context.

Harris (16) derived and plotted the steady-state
probabilities of arrivals and whether the arrivals will
have to Wait for service ;n a single channel, first
come - first served queuelng system, sin which the
arrivﬁl diécipline is a multiple Polsson process. His
discussion 1s restricted to batches of sizes-one and
two for algebraic simplicity. The steady-state
probability of 'n' units 1in the s&stem is deriyed
and plotted with va?ying P, and P, (p1 and p, are
the traffic intensities of the singlet and doublet
arrivals respectively). The average queue length,
and the probability that an arrival willl not have to
wait prior to service, are given. However, Harris'
case 1s a special one, later considered by,Ancke: and

Gafarian (1). They studied the case of a single
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server queueing system for 'm' different types of
customers having different Polsson arrivals and
exponential service times where the queue diécipline
is FCFS. The characteristic equations of the system
are derived; ;uch as the mean value of the walting
time and the expected number of tasks in the system.

Sharma (52) studied the case of varlous input
sources as did'Gafarian, but Sharma considered a phase
type service. There is one 'server at the first phase
while two parallel servers are at the second phase.

Tn another model by Sharma (42) the number of parallel
servers at the second phase can take any value from
one(l) to L. The probability distributlion functions,
for the number of units waiting for service in each
queue; as well as the mean number of units in the
_éystgm, are pbtained.

Truemper and Liittschwager (45) consldered a
case similar to that of Harris. ~They assumed that the
Poisson arrivals are from both finlte and infinite
populations. The only difference between Harrils'
work and that of Truemper and Liltschwager, is that
of allowing a2 Poisson arrival from a finite
population. Characteristic equations of the system
were derived.

Kotiak and Slater (23) studied a quéueing system

with two types of customers served by two desks.
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They assuméd that the customer's arr%val 1s a mixed
Poisson stream, having exponential service-time
distribution, with different means characterizing the
two types of customers. The yueue discipline is FCFS.
Kotlak and Slater consildered two schemes. In écheme I,
each type of customer has a particular desk, for which
he queues on arri¥al. In Scheme II, all customers keep
in a single queue and process indifferently to elther
desk. It was shown that.Scheme IT is more efficient
than Scheme T.

The two-channel queueing system with heterogeneous
servers has been investilgated By Morse (29), Saaty (39),
and Krishnamoorthi (24). Morse (29) studied the problem
in order to illustrate th; approach.of using the hyper-
exponentlal distribution to represent tandom queueing
service. Saaty (39) discussed the problem in order
to 1llustrate a technique for detefmining the translent
probabilities for time dependent queues. Krishnamoorthi
examined the problem in order to overcome the objections

to a random selection queuelng system.

Cdnclusions

The preéeeding revieﬁ of the literature suggests
the following conclusions:

1, The m-channel closed—loop conveyors wlthout
storage'at any channei and allowing a single input,

have been carefully studied.

B



2. Conveyors wlth recirculatlon werg not
adequately treated analyticaliy. However, some
recirculation problems were analyzed by simulation
technlques.

3. Solutions of the two-channel c¢losed-loop
conveyors with Sporage at eithef the first or the
second channel were possible.

4, The multi-item closed-loop conveyor systems

have not been dealt with.
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" CHAPTER IIIX
CLOSED-LOOP CONVEYOR WITH HOMOGENEOUS SERVERS
. AND LOST ARRIVALS
The conveyor system of interest in the remainder of
this dissertation 1s called the 'closed-loop conveyor

with multiple inputs'(Figure 1). One application of

this conveyor 1s he repair of large assemblles, e.g.
eross-bar frames ahd telephone exchanges, each consist-
ing of several 1ldentical units; sometimes, only one
unit is in need of reﬁair, at other tiﬁes, more than one
unit (in one assembly) 1s in need of repailr, where, the
units are beilng transferred to the service stations ﬁy
using the conveyor. This 1s a situation of multiple
inputs. Another appiication of this conveyor‘is the
case of transferring multi-items which need to be
assembled, and take‘different times to do so.

In studylng the multi-item conveyors with ordered
entry, the éirival systematlcally checks statlon one(1l)
through M-1, and if service is denled at station M,
then one of the following three possible sltuations
occurs: (1) the arrival is '1ost' to the system; (2)
the arrival jolns a storage at the service channel
where it remains until the channel becomes aﬁailable

for service; or (3) the arrival recirculates and

agaln becomes a new arrival to the first station.

24
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At thils time, let us turn our attention to the
first alternative, and study the M-channel closed-
loop conveyors with homogeneous servers at the service
channels - using automatic machines at the service
channels té-serve the arrival with egual service rates
(a case of using homogenéous servers) - and no
storagé 1s allowed at any of the-service channels. Two,
three, four, and M-channel conveyors will be examlned
in this chapter. This system consists of a closed-loop
conveyor, several loading statlions, and ungoading

statlons.

General Assumptions

The assumptions made concerning the conveyor
system under consideration are as foliows:

1. There are two types of Iinput arrivais. Each
unit of the first_type requires only one operation
to be processed at a service channel; henceforph,

referred to as a singlet unlt. By contrast, each

unit of the second type requires more than one

operation; henceforth referred to as a doublet unit.

2. Each type of the above arrivals, is
independent from the other and 1s governed by a
different Poilsson distribution.

3. The service time of each channel has a negative
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exponentiai dlstribution.

4, The service time of g doublet unit 1is ¢ times
that of a singlet unit. |

5. The queué discipline is ordered entry, l.e.
each arrival first checks with the first channel, ir
"occupied, theﬁ with the second, and so on, until 1t is
serviced at the first avallable channel.

6. No random fluctuations in either the loading
or the unloading rates.

7. No storage 1ls assumed at the loadlng stations,
i.e. every arrival finds a place on the conveyor, it
does not have fo waif to be placed on the conveyor.

8. After the units are being serviced at the
service channels, they leave the system by other means
than the conveyor used in the system.

9. The conveyor travels at a unlform speed.

The conveyor model was set up in the Department
of Industrial Engineering;‘the University of Windsor,
Windsor, Ontarioc. The model 1s shown in Figure 2.
There are two types of arrivals -singlets and doublets -
each type has a particular kind of sticker. Before
seeking service, the arrival-being placed on the
conveyor passes through a laser beam, at whicg time
the laser beam unit recognlzes 1it, as elther a singlet

or a doublet arrival. The arrival then passes through

a light beam of a photoelectric cell, where an
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electric unlt counts the numbers of the arrivalé and
the average time befween grrivals. A photoelectric
cell is connected to each channel, in order to 1ndilcate
whether the chaqpel is busy or idle. If the channel 1s
busy, the light ;f the photoelectric cell goes off and
vice-versa. Each of the photoelectric cellé.that are
connected é;'the service'channels, operates a pneumatic.
diverter. The arrival séeking service at a service

channel will be pushed by the diverter to the first

availéble channel.,

Two-Channel Closed-Loop Conveyor

with Homogeneous Service Rates

In addition to the general assumptions, it is
assumed that: |

1. There are only two service channels.

. 2. The two channels have equallservice rates.

3. YNo storage is al;éwed at any.of the channels.
- 4. If the arrival 1s denied service at th%//

second channel, it 1s considered 'lost' to the system.

jet P.. = the steady-state probability that i singlet
units and j doublet units are in the system;
Ay = arrivai rate for singlets;
A = arrival rate for doublets; and

u = service rate at the channels.

3
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The probability of more than one arrival or more
than one service in time At is negligible. The

equilibrium probabilities can then be derived as

follows:
P (t+At) = P (£).[1~(A +r )At] + P (&).ult
(1] 0D ’ 1 2 10
4 .
+ P°1 t).[¢ nat] IITI - 1
- - u 2 ;
P“(t+At) P“(t).[l (A1+A2+¢)At] + Cbuﬂ.t.P“(t)
+ uAt. P (t) + A At.P (%) III - 2
11 2 0o
= _2 o T
Poz(t+At) P02[1 ¢p§t] + Azﬂt.POI(t) IITI - 3
Plu(t+ﬂt) = Plo(t).tlf(11+xz+u)At] + 2uAt.P2°(t)
+ Uat.P (t) + A At.P (%) IITI - &
$ 11 1 00
P (e+bt) = P (8).[1-(ELyuat] + a at.P (t)
11 11 ¢ ' 1 01
+ A2At.P10(t) III - 5
P (t+At) = P (t).[1-2uat] + X At.P_ (t) IIT - 6
20 20 : 1 10

Rewriting equations III - 1 through III - 6 and
by dividing by At, the steady-state equatlons are then

obtained by settlng the derivatives equal to zero.
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The steady-state equations are given as follows:
—(l1+A2).Poo(t) + u.Plo(t) + %.Pol(t) =0 III - 7

u u
—(11+A2+$).P01(t) + 2$.P02(t) + U.Pll(t)

+ A .P () =20 IIT - 8
2" 00 :

_oH = - -
2$.P°2(t) + AP (£) =0 IIT - 9

U
-(11+A2+u).P10(t) + 2u.P20(t) + E'P11(t)

+ A .P () =0 ITI - 10
1 oo
@y P () + A LP (8) +# A P (£) =0 IIT -1l
d} 11 1 01 2 10
_2u P () + A LB (t) =0 a ITT - 12
' 20 1 10

Set p1=L1 (traffic intensity of the singlet
u

arrivals) and p2=iz (traffic intensity of the doublet
u .

arrivals) in the above system of equations. In this set
there is oﬁe dependent equation, l.e. we can assume a
value for one Pij and solve all others in terms of it.
Using matrix notatlon, one can write thils system as:

A C=3 ' IIT - 13

where p 1is a square matrix, 1ts components are shown
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- as follows:

~(p tp,) % 0 1 0 0

p —(p1+p2+$) i 0 1 0

A o= o P, —% 0 0 0
P, 0 0 -(p +p +1) é 2

0 P, 0 P, _(Q%l) 0

0 0 0 p 0o -2

1

C is a column matrix of PiJ for given values of 1 and ]J.

P
00

01
02
10

P
P
P
P

11
P

20

0 is a null column matrix. Solving Equation III-13 one
can get Pij's in terms of P _ . These probabilities are

glven below:

P01 = ¢02P°0
' , '
P =% p%.p

02 5 "2 00
P:u - p1'Poo
P11 - ¢p1p2'Poo
P = 1p2,

20 2 1 00
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By defining the boundary condition,

2 2
z z Pi =1 i+ < 2 III - 14
1=0 J=0 J

one can then c¢btaln all values of Pij' Rewriting
equations III - 7 through III - 12 wusing matrix

notatiocns,

B C + co =0 IIT - 15

where C0 is a column matrix having zero elements, except
the last element, which has a valﬁe of -1.0; B is the
same as the matrix A except that each element in the
last row of A is set as 1.0.
By solving Equation III - 15, one gets:
1

P, = - , III - 16
1+ (°1+ ¢p2) + ;(pl+¢pz)

Consequently, all the other wvalues of Pi can be cal-
culated.
The expected number of units in the system can be

detefmined,by using the followlng formula:

o

E(n] = & ¢ (1+3).P, 1+] < 2 IIT - 17
1=0 j=o J
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Substituting by the wvalues of Pij in equation III - 17,

one gets:

(py+ép,) + (py1+dp,)*

EL =
n 1+ (91'*"3’92) + ;5(91'*"1’.02.)2

IIT - 18

Also, the probability that an arrival will have no wait

prior to service is determined by using the following

formula:
P_[w=0] : % |
W= = ~P i+ < 1 ' III - 19
r. i=g 1j=0 ij "
o
consequently, \

1+ (Dl+¢P2) ,
Pr[w=0] = : III - 20
1+ (p,*dp,) + %(p,+dp,)2

Three-Channel Closed-Loop Conveyor

-

with Homogeneous Service Rates

By allowing three‘channels without storage, one can

write the steady-state probabllity equations as follows:

- ] E. = —
(AI+A2).POO(t) + u.Plo(t) + ¢'Pn1(t) 0 - 111 21

U
_(A1+A2+;).P01(t) + 2%.P02(t) + P (%)

+ 2 .P (£) =0 III - 22
2 00
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M
S 0h,42E) R (E) 4 WP (8) + AP (8)

+ 32 p (t) =0 ' ITT -
¢ o3 .
38, P (t) 4+ A .P (t)=0 III -
¢ 03 2 02

(A #X +w).P () + 2u.P (t) + 2 P (%)
1 2 10 20 1 00

. u -
[ + 5P (1) =0 IIT -

$+1 .
—(A1+l2+u(-$—))-P11(t) + Az.Plu(t)-+ AP 6E)

+ 2B P (t) 4+ 2u.P (t) =0 TIT -
¢ 1z 21

_(ot2 ' - _
075-)U.P12(t) + Al.Poz(t) + Az.Pll(t) 0 IIT

-(a A 20 P (8) + 3w P (8) + AP (8)

+ Yp (t) =0 III -
¢ 1

2

2¢+1 ' _
—(—ﬁﬁrJu.le(t) + AP (8) + AP, () = 0 III -

3uP (t) + A.P (t) =0 11T -
30 ‘' 1 20

Rewriting Equations III -~ 21 through IIT - 30 in
matrix form, as in IIT - 13 and IITI - 15, one can then

solve these equatlons to gét Pid's in terms of Pna

23

24

25

26

27

28

29 .

30



35

P01 - ¢p2'Poo
2
p =% p2.p
02 2 "2 oo
3
p =%p3.p
93 6 2 00
Plo = pl'Pou
P11 - ¢p1pz'Puo
= 9% .2
P12 2 plpz'Pnn
= 1,2
Pzn 2p1' 6o
= 9,2 P '
P21 2p1pz' 00
3
p
p =-1l.p
30 6 00

Using the boundary condltion

: 0F P =1 i+ < 3 ITT - 31
1=0 j=0 1J

one gets the value of Puo as follows:

' 1
P° = - - III - 32
)] 2 3 .
+ + + = + + - +
o1 (01 ¢pz) 2(p1 ¢pz) G(p1 ¢p2)

The expected number of units in the system can be
determined by using the foilowing formula:
~ 3 _
Eln] = T & (1+j)Pyy 1+j < 3 III - 33
Substituting the values of Pj_‘j in Equation III - 27,

one gets:
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(p +9p,) + (p,+dp,)* + %(p +¢p,)°

1+ (p1+¢pz) + %(pl+¢pz)2 + i(p1+¢pz)3

Efn] =

and Pr[w=O] can be determined as follows:

1+ (p,*+ép,) + %(p,+¢p,)?

PT[W:OJ - 2 1 3
1+ (p1+¢p2) + %(p1+¢oz) + E(pl+¢pz)

Four-Channel Closed-Loop Conveyor

with Homogeneous Service Rates

Following the same steps, as in that of the two and .
three channel cases, one can write the steady-state
equllibrium probability equations for the four-channel

case without storage at any of the channels.
—(A +r ).P (t) + u.P (t) + B.p (£) =0 III - 36
1 2 00 10 ¢ 01

i
—(A1+Az+$).P01(t) + 2%.Poz(t) +.u.P11(t)

+ AP (8) =0 ITI - 37

-(A1+A2+2%).P02(t) + AZ.POI(t) + u.Plz(t)

+ 32, P (8) =0 III - 38
$ 03
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H
_(A1+A2+3$).P03(t) +_12.P°2(t) f u.Pla(t)

+ 42 p (£) =0 III
b on
SRR () + A LP (£) =0 III
B ¢) oy 2 g3

-(Alflz+u).P10(t) + 2u.P20(t) + Al.Poo(t)

;(t) =0 III

+ Lp
b 1

o+1
—[11'['?\2"!-].[(—5—

)]'P11(t) + Az.Pln(t) + Al.Pul(t)

+ 2L P (£) + 2u.P (t) = 0 IIT
¢ 12 21

+2.
-[Al+12+u(¢$—)].P12(t) + Al.Poz(t) + Az.Pll(t)

+ 3P (t) + 2u.P (%) =0 TIT
¢ 13 22
_(%+3 : -
(ia—)u.Pla(t) + AP (8) + AP (£) =0 IIT

—(Al+l2+2u).P2°(t) + 3u.P30(t) + Al.Plo(t)

+ 2P () =0 III
b 21" .

2
“Oa 4 +(BOELyT P (8) + A LB (t) 4 A .P ()
o2 $ 21 11 o2 290

+ 3u.P (t) + 2K.P (%) =0 IIT
31 - ¢ 22
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2¢+2 | * - _
_(J;cb_)u.P“(t) + Al.Plz(t) + AZ.P“(t) 0 III - 47
.
-(A1+A2+3u).Pao(t) + AI.PM(t) + E.P:ﬂ(t)
+ ’-Iu.PN(t) = 0 ‘ TIT - 48
_(3%*Lyu.p (&) + A .P__(£) + A .P_(t) =0 IIL - 49
¢ 31 1 21 2 30 .
“4u.P (8) + A .P (t) =0 III - 50
L g 1 30 ,

Solving the above equations, one gets the following

values for Pij:

P = ¢p P
01 0o
2
P 2°p2.p
02 2 2 00
3_3
p =2Ffip
03 3 00
P ::.?ie—la‘-_P
0% 24 00
P = p .P
10 1 00
P11 - ¢p1p2;P00
2
P =% p p-.P
12 2 1 2
3
P =275 p%.p
13 s PP o0
P = %p2,P

20 1 00
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_ 8,0
Pz: 2pip2 Poo
= ¢,
Pal ep1pz Puo
P =._p.i.P
30 & 00
=¢
Pul e plpz'Pom
P = £i.P
%0 24 00

Uéing the boundary condition, one can get:

1

P =
00 2,1¢.° 3, 1 Y
l+(pl+¢p2)+%(91+¢p2) t5lp top ) +=(p +¢p )

“eess III - 51
The expected ﬁumber of units in the system can be

expressed as:

2 | Y
E(n] = (p +¢p )+(p +9p )*+%(p +¢p )’+g(p +op )

. 1+(pl+¢pz)+%(pl+¢pz)2+%(pl+¢pz)3+?%(pl+¢pz)“

eesss LIILI - 52

and <

i+(pl+¢pz)+%(pl+¢pz)2+é(pl+¢pz)3
1+(p1+¢p2)+¥(p1+¢p2)2+§(pl+¢pz)3+;%(pl+¢pz)“

Pr[w=O] =

esese IIT - 53
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M-Channel Closed-Loop Conveyor

with Homogeneous Service Rates

There could be as many as 'M' channels in the
system, and without storage at any of these channels,
one can write the steady-state equilibrium probabllity

equations as follows:

, & u -
-(A1+12).P00(t) + u'P1n(t) + $.P01(t) = 0 ITI

’ff/rt\\ —(X_+X #iu). .
(A ., 1u).Pyg(E) + A P

(£) + 2.P,.(t)

1-1,0 b 1l
+ (1+1)u.P (t) = 0
Wefye1,0077
where 1 = 1,2,3,....,M-1 IIT
-Mu.PMO(t) + AI.PMfl’O(t) = 0 . IIT

SEha!
_(A1+12+%u).903(t) + u.Pij(t) + 5 Ju.P (t)

"T0,J+1
+ AP £) = 0
A, 0,3_1( )
where J = 1,2,3,....,M-1  III
MU =
ME.Pom(t) + 2, Pg ue1(t) = 0 IIT

o1t
_£A1+A?+(——$l)p].Pij(t) + (A1) Py o (6)

+(J%.-)H.Pi,j+l(t) + ll.Pi"l,j(tl

4o

54

55

56

57

58
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4 AP £) = 0
A, 1,3“1( )
where 1=1,2,3,....,M-1
- J = 1’233,---0,M"‘1

“and 1+3 ¢ M-1 III - 59

_(oi+ B : _
(Q_Eiqu.Pij(t) + A WPy g(8) 4 Az.Pi,J_l(t) 0 \
‘where i=1,2,3,....,M-1

. J = 1,2,3,.-..,M-1
) and i+ = M ~ IITI - 60

By‘;nduction, the general term of the probability of

having 'i? singlet_Units and 'J' doublet unlts in the

system ls found as: .
P = ..¢j piéj P
1j 11 g1 2" 00
where - 1 =20,1,2,....,M

J=0,1,2,...,M . |
and i+] < M IIT -~ 61
For evaluating the system's pérformance, threé
measpres are proposed, as follows:
1. The probability that all channels are idle (Poo):

Using the boundary condition

g [ T S s - —
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M M
"L I Pij =1 i+ < M IIT - 62
1=0 j=0
one gets Pon
- 1
P = —
00 M ) R IIT 63
L —(p +¢p )"
s=0 s! 1 2

2. The expected number of units in the system:

M

1 s
I +
P by (p tép,)

E[n] = ITI - 64
) 1 S ‘
g-!— (p1+¢p2)

[T o =1

g=0

3. The probability of a lost item ( the probability
that all channels are busy at the time of arrival of an

item), 1.e. 1-P,[w=0]:

M-1 S

720 Sr.(p top )7

g= . R
P [w=01 = III - 65
T M 5 :

z %7 (pl+¢pz) '

s=0 .

From the above prgsentation, there are four
-important indeéendent variables: 1) P, - traffic
intensity of singlet units; 1ii) P, - traffic intensity
of double units; iii) ¢ - service time ratio of the.

doublet unit to that of the singlet unit; and iv) M -
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the number of channels.

There are three measures of performance of the
system. .These measures are: 1) P00 - the probabllity
of the system being ldle; ii) E[n] - the expected
number of units in the system; and 1i11) Pr[w=0] -~
1s the‘probability of a unit having no walt before belng
serviced.

The effect of the independent variables on the
measurés of performance of the conveyor can be summarilzed
as follows: :
1. Effect of P, and p2: By fixing the value of ¢$=2
(1.e., the service time of a doublet unit is twice that
of a.singlet unit) and by fixing the number of the

channels in the system equal to two(2), one gets:

- fF

1
P = ~ III - 66

0 1 4 (p +2p ) ¥ N(p +2p )%
1 2. 1 2

(D1+202) + (D1+2pz)2
2
1+ (p1+202) + %(pl+292)

Eln] =

III - 67

1'+‘Cp1+2b2)

1+ (p +2p ) + %(p +2p )%

Pr[w=0] = III - 68

By changing the values of,p1 and‘pz, the above measures
of perfOrmancé are plotted in Figﬁres 3,4,5,6,7, and 8.

It is apparent that P (probability that all channels
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are idle) is minimum, when p1=p2=1.0.- Also, keeping
P, constant, at a high value, and inereasing P> will
result in a decrease in the value of Poo' So too,
maintaining a high value of'pz, while increasing the
value pl, will result in an 1ncreése in the expected
number of units in the system (E[nl)..

However, maintaining a high value for p1’ whille -
increasing the value of P, wlll not result in a high
expected number of units in the system. The maximum
value of E[n] is reached when p1=p2=1.0.

In order to minimize the probabllity of lost
arrivals, one needs to malntain a constant high value
~of p2 while decreasing the valﬁe of pl;

5. Effect of the'number of the channels: By fixing the
value of ¢=2 and by fixiﬁg the values of P, and pz,
while changing M (number of service channels), one gets
the effect of the number of channels on the system's
measures of performance, as shown in Figures 9,10, and
11,

As.p1 increases, M increases up to a certain valug
to allow PUD to approach a constant value. Beyond that
M value, M does not{affect POO.

E(n] increases‘with the increase of p. . Further-
more, E[n] requires, as 1t approaches a constant value,
a higher M value, at increasing values of pl, more SO

than at lower values of pl.
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Pr[w=0] approaches a maximum value as p1 decreases,
For Pr[w=0]7to appyoach a constant value, it requires a
higher M.value, at higher values of pl, more so than at
lower values of p1'

3. Effect of ¢: By fixing the values of p1 and p2 an@
M (the ﬂumber of service channels 1is 2) and

by changing the value of ¢, one gets the effect of the
service ratio of a doublet unit, to that of a singiet
unit qh the system's performance, as shown in Figures 12,
13, and 1. '

From these figures, 1t 1is obvious that, in order to
minimize the probability of the system being ldle (Puo),"
one should consider the following polnts:

1. K ep i?)at a high value, whilé iﬁcreasipg the
value of p . However, the opposlite will no% result in
minimum values of Poo. '

2. As ¢ (the service time ratlo) lncreases, the
values of Pou will décrease. However, as ¢ increases up
to a certain value, Puu will approach a constant value:

Beyond that ¢ value, ¢ does not affect P

Following the opposite of the above procedure, willl

result in increasing:the probabllity, that an arrival

will have no'wait prior to service. Also, increasing ¢
T )
will result in a slight increase of the expected number

r"h\\wfa?f units in the system.

In order to maké the results more useful - 1n &
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'

practical sense - these results have been coded in
Fortran IV. The programme 1is glven in Figure 15 and
is compl tély self-contained with the followlng features:
(i)‘t probabllity matrix is set for any number of
channells (M); .and (11) the solution of this.probability
matrix is glven in the output, where all the probabilitiles
are given.'

Also, comﬁuter prog{;mmes ts determine and plot the

probabllities: for two, three and M-channel conveyors

are given 1n the appendices.
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FIGURE 15

CLOSED LOOP CONVEYOR SYSTEM WITH M CHANNELS AND
NO STORAGE AT EACH OF THEM, ALLOWING MULTIPLE

POISSON INPUTS
DIMENSION A(120,120),B(120,1

1MM3(120) ;MN1(120)

DIMENSION AA(1L400)
MM1=0,0

DO 100 M=2,100
IF(M.EQ.2)GOTO 10
M2=M-1

MM1=MM1+M2
N=(M+1 ) *M-MM1
WRITE(6,50)M,N

FORMAT (20X, ' NUMBER OF CHANNELS',I3,10X,'NUMBER OF
1EQUATIONS' ,I3) -

DO 800 Iz=4,20,4
PS=IZ

R2=PS/20.

DO 800 Jz=4,20,4
PT=JZ .
R1=PT/20. \
WRITE(6,250)R1,R2
FORMAT(6X, 'R1=' ,F10./4,6X, 'R2
WRITE(6,1)
FORMAT( 6X, ' #* ¥ ##

SALAM=0.0 \\4///

******!)

ISUMN=0.0
ISUM=0.0
SADAT=0.0
SABRY=0.0
SUM=0.0
SUMR=1.
SAFER=0.0

DO 150 II=1,N
DO 150 JJ=1,N
A(II,JJ)=0.0
B(II,1)=0.0
IC=M+1

DO 70 IJ=1,IC
MN(IJ)=2-1IJ
DO 80 JKL=1,IC

MM ( JKL ) =-JKL

DO 90 IJK=1,M
MN1(IJK)=IJK
DO110 JKS=1,IC
MM3(JKS)=1-JKS
PROBABILITY P(5,0)

),MN(120),MM(120),

—

et

1,F10.4)
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132

550

133

134
120

140

135

136

"~ FORMAT(6X,'PROBABILITY P(K-1,0)='

60

ID=M-1

DO 120 K=1,ID
ISUM=ISUM+MN (K)
ISUMN=ISUMN+MN(X+1)
KK=ISUM+1+K¥M
PROBABILITY P K,O

A(K, KK)~—(R1+R2+K)
WRITE(G 132)K,KK,A(K,KK)

FORMAT(GX ‘PROBABILITY P(K,0)=","A(",I3,',"'

1=',F10. 5)

JJJ TSUMN+2+(K+1)#¥M

PROBABILITY P(K+1,0)

A(K,JJJT)=K+1

WRITE (6,550) K,JJJ, A(K,JJJ)
FORMAT(6X 'PROBABILITY P(K+1 g)="
1=',Fr10.5)

PROBABILITY P(X,1)

. KK1=ISUM+2+K¥*M

A(K,KK1)=0.5
WRITE(G 133)K,KK1,A(X,KK1)

FORMAT(GX 'PROBABILITY P(K,1)=",'A("'

1=',F10.5) -

PROBABILITY P(0,0) -
A(1,1)=R1 S
IF(X.EQ.1)GOT0120
SUMR=SUMR-+MN (K-1)
KK2=SUMR+(K-1)*M

A(K,KK2)=R1
WRITE(6,134)K,KK2,A(K,KK2)

1=,F10.5)

CONTINUE

DO 140 KL=1,IC

SUM=SUM+MN (KL)
KK3=SUM+KL¥M

PROBABILITY P(M,0)
A(M,KK3)==M
WRITE(6,135)M,KK3,A (M,KK3)

AT

,IA(l

»13,"

»13,7,°

3133'

FORMAT(6X 'PROBABILITY P(M,0)=","A(",I3,"

1=',F10.5)

KU=KK3-2

A(M,KK3-2)=R1l

. WRITE(6,136)M,KU,A(M,KU)
FORMAT(6X , ' PROBABILITY P(M-1,0)=
1=',F10.5)

PROBABILITY P(C,L) EQUATION NO ()
IE=2%M-1

DO 700 K1=IC,IE

JR=K1~M

JR1=JR+1

JR2=JR+2

I,IA(!

»1357,

»I35")

I3,

»I13,")

»13,

,13,1)

»13,!

)

")

)
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JR3=K1+2
F1=JR/2.
C PROBABILITY P(0,L)
A(X1, JRl)——(Rl+R2+F1)
WRITE(6 137)K1,JR1,A(K1,JR1)
137 FORMAT(GX ' PROBABILITY P(O L)=",'A(',I3,',',I3,")
_ 1=',F10.5)
C PROBABILITY P(0,L+1)
F3=JR
A(K1,JR2)=(1+F3)/2.
WRITE(G 138)K1,JR2,A(K1,JR2)
138 FORMAT(GX 'PROBABILITY P(O L+l)=1,'A(',I3,",',I3,")
1=1,,F10.5)
C PROBABILITY P(1,L)
A(K1,JR3)=1.
WRITE(G 139)K1,JR3,A(K1,JR3)
139 FORMAT(SX 1 PROBABILITY P(l L)*' "A(CY,I3,',',I3;,7)
1=',F10.5)
C PROBABILITY P(0,L-1)
A(K1,JR)=R2
wRITE(s 141)K1,JR,A(K1,JR) -
w1 FORMAT(EX 'PROBABILITY P(0,L-1)=',"A(',I3,',',I3,")
1=',F10.5) .
700 CONTINUE
F2=-M/2.
A(2%M, M+1)—F2
. A(2¥M,M)=R2 :
C EQUATION NO (6) . -
RSUM=0.0
1S=1
385=0.0
SADAT=0. )
SALAM=0.
DO 160 1IJ=1,ID
DO 170 IK=1,ID
F4=1J
IF((IJ+IK).GT.M-1)GOTQ 170
SALAM=SALAM+MN (IK)
LZ=SALAM+1+IJ+IK*M
IL=2¥M+IS
A(IL,LZ)=-(RL+R2+IK+FL/2.)
WRITE(G 142)IL,LZ,A(TIL,LZ) .
142 FORMAT(GX,'PROBABILITY P(K,L)=',"A(",I3,',',I3,")
1=',F10.5) o
SADAT=SADAT=MM3(IK)
LZ1=SADAT+2+IJ+(IK+1)#*¥M
A(IL,LZ1)=IK+1
WRITE(G 143)1L,L21,A(IL,LZ1) ,
143 FORMAT(GK " PROBABILITY P(K+1 Ly=','4(",I3,',1I3,")
i=',F10.5)
LZ2=SALAM+2+TJ+TK%M
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145

500
4oo

111

154

A(IL,LZ2)=(Fl4+1)/2.
WRITE(6,144)IL,L22,A(IL,L22)

FORMAT(6X, ' PROBABILITY P(K,L+1)=','A(',I3,',"

=',R10.5)

PROBABILITY P(K-1,L)
IF(IK.NE.1)GOTO 500
RSUM=RSUM+IK

TL1=2¥M+IS ¢

IL2=IJ+1

A(IL1,IL2)=R1
WRITE(6,145)IL1,IL2,A(IL1,IL2)
FORMAT (X, PROBABILITY P(K-1, L)=",'A(",
1=1,F10.5)

TF(IK.EQ.1)GOTO40L -
L%3=SALAM+IK+IJ-1+(IK-1)#*M
A(IL,LZ3)=R1

WRITE (6,146)IL,L23,A(IL,L23)

FORMAT(GX ' PROBABILITY P(K-l L)=',14(",I3,',"
.1=' ,F10.5)

LZA=TK*M+TT+SALAM
PROBABILITY P(X,L-1)
A(IL,LZU4)=R2
WRITE(6,147)IL,LZY4,A(IL,LZY)
FORMAT(6X, "PROBABILITY P(K,L-1)="','A(',
1=',F10.5)

IS+IS+1

CONTINUE

$5=0.0

SALAM=0.

SADAT=0.

CONTINUE

PROBABILITY OF EQUATION (7)
SABRY=0.

SADAT=0.

SALAM=0.

SAFER=0, -

DO 1000 IIJ=1,ID

DO 180 IIK=1 ID

FS=I1J

IF(IIK.EQ.1)GOTO 111
SAFER=SAFER+MN(IIK~-1)
SALAM=SALAM+MN(IIK)
SABRY=SABRY+MN (IIK)
IF((IIJ+IIK).LT.M)GOTO 180
IF(IIJ+IIK.GT.M)GOTO 180
LZ5=(IIK)*M+IIJ+SABRY+1
TLU=2%M+( (M-2)#(M-1))/24+4IIK
IL5=TI1IJ+1

A(ILY ,LZ5)=-(TIIK+F5/2.)
WRITE(6,154)ILY,1.25,A(TLY,LZ5)

FORMAT (6X ' PROBABILITY P(K,L)=','A(',I3,’

1’13’l

/

31331

5135

3I3:'

! J!)'I3’

)

)

)

)

")
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1=1,F10.5)
IF(IIK.NE.1)GOTO 200
A(IL4,IL5)=R1
WRITE(6,148)ILY, ILS,A(ILY4,IL5) :
148  FORMAT(X,'PROBABILITY P(X-1,L)=",'A(',I3,',',I3,")
© 1=',F10.5) . )
200 LZ6=SAFER+1+IIJ+(IIK-1)¥M
LZ7=ITK¥M+IIJ+SALAM
A(ILY,LZT)=R2 .
WRITE(6,152)ILY ,LZ7 ,A(ILY,LZT)
152  FORMAT(6X,'PROBABILITY P(K,L-1)=','A(',I3,',",I3,")
1=',F10.5) .
IF(IIK.EQ.1)GOTO 180
A(ILY4,LZ6)=R1
: WRITE(6,149)TLY,LZ6,A(ILY,LZ6)
149  FORMAT(6X,'PROBABILITY P(K-1,L)=','A(',I3,',',I3,")
1=1,F10.5)
C PROBABILITY P(XK,L-1)
180  CONTINUE
SABRY=0.
SADAT=0.
SAFER=0.
SALAM=0.
1000 CONTINUE"
DO 210 IIR=1,N
A(N,IIR)=1.
B(IIR,1)=0.
210- CONTINUE
B(N,1)=1.
WRITE(6,221)

- 221 FORMAT (6X, ' PROBABILITY MATRIX')

WRITE(6,230) ((B(IH,JH),JH=1,1),IH=1,N)
230 FORMAT( *RIGHT HAND SIDE',10(F10.5))
NN=N*N ¢
MNF=0
DO 2000 I=1,N
DO 2000 J=1,N
AA(MNF+1)=A(J,I)
" MNF=MNF+1
2000 CONTINUE
. CALL SIMQ(AA,B,N,KS)
WRITE(6,240)(B(I,1),I=1,N)
240 FORMAT(6X,'*¥% S OL U T
800 CONTINUE
PRINT 900 .
900 FOHMAT(GX,'********** END OF CASE EEXX
1EERRREL) :
SUMR=0,
SALAM=0. -
ISUMN=0,
ISUM=0.

TON *%1,6(F15.9))
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SADAT=0.
SABRY=0.
SUM=0.
SAFER=0.
CONTINUE
STOP
END




CHAPTER IV
CLOSED-LOOP CONVEYORS WITH HETEROGENEOUS SERVERS

AND LOST ARRIVALS

‘Chapter IIT dealt wlth closed-loop conveyors
Having homogeneous servers. It was assumed that the
servefs had equal service rates. Thls sltuation is
exempliflied by the case of using automated machines as
servers. . )

There are many situations in practice, where the
servers have unequal service rates. This 1s
illustrated in the case where operators afe at the
service channels. In this sityatgpn, the operators
work wlth unequal service ratés, due to the phygical‘and
mental differences between them.

Thils chapter deals with sltuations where the
. servers have unequal service rategs. The steédy—state
probabllity equations of two and three channel closed—
loop conveyors and the system's measufes of
performance are evaluated. The two-channel conveyors
having more than two input sources are also dealt with.

‘In additlon to the general assumptions of the
system, gifen in Chapter III, one assumes that:

%: The service rates of thé first, second, third,

th

and M channel are ﬁ;, Ha , ﬁ;,...,uM, respectively.

2. The service rate ratlo between the service

[ 65
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rate of tﬁe ith channel to thaﬁ of the ISt channel 1s

=M
Oi, i.e., Oi iy . o
‘3. The traffic‘intensity of the slnglet arrivals
1s pa1= Ai and that of the doublet arrivals 1s p;= ij,

One can now proceed to develop the steady-state

probabllity equatilons.

Two-Channel Closed-Loop Conveyor

With Heterogeneous Servers

Conslder the case of a two-channel conveyor without
storage at any of the service chénnels. The service
rates at the first and the second channel are u; and U,
respectively. )

Let P(i,j) equal the steady-state probability that
channel 1 has 1 units and channel 2 has j units, wlth
i=0{1 and J=0,}. One cén now proceed to derive the
equilibrium probabllity equations as follows:

0 O(t+At) = P ,O(t)[l - (7\1'}';\2)1313]

l1u1 Azu1
S ver i ooy )]At'Pl,O(t)
. - ”

Aluz ‘ lzuz
+ [A1+12 ETl T, )]At.PO,l(t)

- Aqu
Py, (t¥8E) = By L (0)[1 = (Aa#dp + (—l¢§;
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s y)Jat

TERET
Ay, Aauy
MRS ve- v TePE PO
..... IV - 2
+ = - A, + (221
l,o(t At) o{tII1 = (Ay+2, (A '
Azl U2
+ ST 1 ¢ Py (0) Gl
Aalg
—Tj—;j—y)ﬁt + (A1+A2)At.P0,0(t)
..... IV - 3
= A1 Aapa
Pt 8) = By (00 - GG * stua)

'xlﬁ; Aalls
R vl Y GRS PR R

+ (11+A2)At-P1’0(t) + (7\1+A2)At-P0,l(t)

Follwoing the same steps as in Chapter III, one
can obtain the steady-state probability equations as

follows:

- Al Azl 1
(A1+32).P(0,0) + [3-5— + ¢(Ai+i2)].P(l,O)

Al ' ‘kzﬁz _
[Al+;2 ¥ ¢(11+32)].P(0’1) =0
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SLOathe) + G 4 e R(0,1)

L}

Aada_ , _ Aaig -
* e P st P = 0

.‘ttlo Iv hand 6 I
Al lzﬁi |
. A1ﬁ2 " xiﬁi‘
* [11+12 * ¢(11+12)]'P(1’1)
+ (A1+2,).P(0,0) = O IV - 7

4

‘_ ML. Azl AUz Azlio
[A1+A2 Y cvrrvy R vr T ¢(hﬂ.z)J..P(l,ﬂ)

o

& (A1+hz).P(1,0) + (A1+4,).P(0,1) =

.‘:t.-. IV"—_B
» A * \ ,
, \
Solving the above system of equations as 1t was
followed in the -solution of the two-channel conveyor

with homogeneous servers and using the boundary condiltion

F I P(LLi)=1
1=0 §=0 .

one obtalns the following:

&

p(0,1) = [QLA2L8) (5, 4p,)7]

(°{(pr+pz)3 + ﬁ%f}%féi)(p1+pz)2 (1+20,)
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@ |
. + 02(%¥}%149)2 (p1+p2) (340;)

+ 0, (Il$%&43>3 (1+0,)} ‘ IV - 9

Lad

P{1,0) = {[0, (ﬁii%iiie (pr+02)] Lprtps)

& 11+l2/¢

__— Nithe T (m +l2/¢)92]}

/ ((p1+p2)° +'(§§$§§4f> (p1+p2)?(1+202)

+ @2(%%$%§£ilg (p1+p2) (3+402)
PPN

+ oz(%fg%fiifa (1+0,)} . IV - 10

o

A +A2/¢

P(1,1) =l{(91+92) [patpa+t (i—qﬁr——-)ezj}

/ {(p1+02)? <§—$§&43> (p1+p2)? (1+20,)
¥ 0, (J13R200y2 (p14p,) (340,)

' 4

+ 02 (JEY)E (140,)) C w-o1

The measures of the system's performance can be ~
W .

evaluated as follows:

1. 'P(0,0); Probabllity of the system being idle: -

P(0,0) = {[ezc%—},}z&)z] [2(p1+p2) + (Xlﬂdi

o (Ral6,3) £ {(atpe)?
" 1 2

S
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-

» (Jaihelt (pi+p2)® (1+20)

0 (ML) (piagy) (340,)

\ _—
+ ez(xli—;‘z—/—‘k)‘a (1402)} _ Iv - 12

2. E[n]; The expected number of units in the system:

E[n] = {[0: <lii§£ii> (p1+p2)1 [(p1tp2)

Ai1tAa/d
R1+12

(%l%%&iﬁ) + 2(Dz+pz) [(pitp2)

+

+ (3 Iiz—ﬂ)e 1+ (pr+pa)?

é‘.

+ 0, (JL2200) 7}/ ((p3tp2)7

+ (520 (p14p2)? (14202)

+92(%T%%§é$)2 (D}+Dé)_(3+@2)

400, (J1FR2/8y3 (140,)) S0 IV - 13

A tA
1EA2 C e
3. P(1,1); The probability of a lost item: (see .
equation IV-11)}. = : _ -

4. The probability that the first server 1s.busy is.

given as Pl(busgkixl, where
] . &

l'Xl =..{(pl‘*'pz) [(P1+Dz) + 2(Xl;§1€?)92]

. . Kl%%léi)z (pl+pz)92 (140, )} /
7- ’ L ) 'ﬁ\ ! *
RN A - '
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S . J

Wpatpa)® + R/ (5,4p,)2 (1420,) F;*___,,/;Z
+ 0, ( A1tAa/¢ . s

e ). (pateg) w(3+02)

> | -
o0, (2xFAa/0ys (340, v - 14
Ar1tAs o

5. “The probability that the second server is busy is

given as P, (busy) = y, where ™

C ((orten)? [oatps) + (ALFAZ/8y (14037

A +}\ 3 /
/ (pat0)® + (AR (pa#p2)? (1+205)
& .
+ 02 (JLERID)2 (prps) (3+0:)
6 ' ' . i .
a + 0 (JER2)? (1400} o IV - 15

Verification of the Results
", Setting the arrival rate of the doublet units equal

to zero, 1.e., 1,=0, in equation IV-12, one obtains:

P(0,0) = {92(l+2p1+02)} / {@z+391@z+92+291®z

" 4p103+pi+oll) , W -~ 16
- . . \\\
which 1s the same as P(0,0), evaluated for one type of
arrival. Also, sefting @,=1, in equatlon Iy-16, one o
obtalns: I .
/
7



T2

P(0,0) = 2/{p} * 2p1 + 2} IV - 17

Equation IV-17 is the same as that developed by

Disney (5) for a two-channel conveyor wilth homogeneous

b
servers.

Effect of Service Rate Ratlo on

the Measures of the System's Performance

The effect of p1, P2 and ¢ on -the performance of
the closed-loop conveyor system, was investigated 1in

Chapter III. To study the effect of the service rate

ratio(®) on the performance of the two-channel closed-

loop conveyor, the value of the following parameters

are kept constant:
(1) p1=1.0 (traffic Intensity of the slnglets equals

to unity); and

(11) ¢=2.0 (service time of a doublet arrival is twilce

that of a singlet arrival).

Substituting the above values in equations IV-11,

Iy-12, IV-13,.and IV-15, the effect of ¢ can then be
evaluated. Figures 16, 17, 18, and 19 illustrate the
;ffect-of-the-service rate ratlg, on the perfofﬁanqe

of the system. The probability of the system being
i1dle (P ) 1pcreases as © increases; whille the expected

number of units in the system (E[n]), the probability

of a lost arrival (Bli) and the utilization qf the

z

— .
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second channel decrease with the increase éf o.
However, i1t was found that when ©=0.4, that the

probability of the first channel belng busy (x1) and

‘the probability of the second channel being busy (x2)

have almost equal values. ’

Three-Channel Closed—LooE'Conveyor

With Heterogeneous Servers

Let ﬁ%’ Ha, and'ua'be the service rates at the first,
secdnd,.énd the third channel, respectively. P(i,j,k)
equal the steady-state probability that channel 1 has
'11 units, channel 2 has 'Jj' units and channel 3 has 'k’
units, with 1=0,1; j=0,1; and k=0,1. The steady-state

' pfobabilit& equations are derlved as follows: .

A1 Ag My
_(11+l?).P(0,0,0).+ (R 4 32T R(1,0,0)

AUz Aafa .
+ [7\1*‘7\2 + ¢(l1+lz)]'P(0’1’O)

llual  A2Us -
+- [l1+lz ¢(A1+12)J'P(0’0’1) = 0

+ 8 0 0 Iv-’le

7\11-1 A ]11 '
—[(Alfaz) + (x +i + ¢(1§+Aé))3.P(1,o,o)
]

1
e+ e

11U3 ) léﬂa '
* [x1+12 ¥ ¢(11+12)]'P(1’°’1)
¢




[ (A1+Az)

-L(x1+d2)

-[(K4+l25

-[(11+12)h_

78
+ (A1+12).P(0,0,0) ='0 | Vv - 19

+ EXIUZ + A2y 7. P(O 1 0)

A1tz d{A1+22)
+'[§i$iz + ¢(§§£i;)J‘P(l’l’o)
+‘[§igiz + ¢(§iﬁiz)].P(o,1,1) -0
verer IV - 20

+ (iiﬁiz + ¢(§§ﬁ§2))J.P(o,o,1l
+ I3 +.¢(§§3§233'P(°'1Ji)
+‘f§iﬁi2 + SOy P (1,0,1) = 0

| . IV - 21
+ (11U1 . lel 11ﬁ2

A1+)\2 Tll'{"lz) + Aj"}'lz

s lzuz 10
+ ETXT;XZT)j-P(lslso)

o

Ajlls Azl
* [11+12 ¢(11+12)]'P(1’1’1)

+ (A14A2).P(1,0,0) + (A1+12).P(0,1,0) = 0

" e an IV-22

A Ny "‘Azﬁl, .llﬁs
¥ (k1+12 * ¢(11+12) * 11+12 e

+ _Tiz%%“T] P(1,0 1) + (A1+13).P(D,0,1)
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P ERIE "'léﬂ] =
+ I d(A1¥A2 )]‘P(1’1’1> =0
..... v - 23
llﬁz lle llﬁz
~[(A1+d) + A1tAz ¢(7\1+;\2) * Ai+iz
: Azlg |
U Teveve AR AUTETEY
A ='
+ [A1+i R rere 1.P(1,1,1) = 0

« v s IV-QM

.

_[11ﬁ1 + lzuj A:uz + AaUz % Ails
Artio ¢(11+Az) J\:1"1':’\2 p{A1+A2) AitAs

11U3
+ —Ti—;i—yj LP(1,1,1)

+ (A1+A2).P(0,1,1) + (Ay1+rz).P(1,0,1)
+ (Az+r,).P(1,1,0) = o' IV - 25
Writing the above equations in matrix form, one can

obtain the values of P(i,j,k) in terms of P(0,0,0),

as follows:

P(0,0,1) = £ P(0,0,0) R .
< |

P(0,1,0) = £yP(0,0,0)

P(1,0,0) = gzP(O;O;O)

P(0,1,1) = E3P(0,0,0)
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P(1,0,1) = £,(0,0,0) L e .
P(1,1,0) = EsP(0,0,0)
P(1,1,1) = £¢P(0,0,0) £5
where:
: /f

w1 A1+ /O ) uy (A1 +A2 /)

C(Aq4ha)? 2 : (Ayt+iaz)?
ooy o1t/ LG /e

[ (= (11+K;)2
vy (A14+r2/9)

+ 03)% + 053]

(A1 +2)2
[(02"’03) (l + ™ (A§+A§/¢) +}92'|"03)

(A1 #A0)? 1 [( (A +Ar2)?2
1 (A1 +r2/9) w1 (A1+h2 /%)

+0,)% + 20,1

~ oy (——athad® [ Lathads s )2

p1 (Ar+r2/9) py (X1+A2/¢)
(11¥iz)2 . (A +Ag)2
t T/ (1120 * 0201 LS

(K1+12)2 ]
w1 (A1+h2/9)

-+

9;)% + 20, - ©,] + 05[1 +

[ (11+K2)2“]‘[(. (A 4+r,)?
1 (A1+A2/9) n1 (A14A22/¢)

+ 03)% + Qs]

. 2 o o,
ﬁ%%%j%%§%$j'+ 20 + 03] + 03 (% (A3 +A2) )

L1+ ﬁ1{11+22/¢)

Qs o k0,7 [ o,

[(u1(11+12/¢) +,Qzl + 0,1 [(UI(lafli/¢)'+ 0,.)
(A14+A2)?

p1 (A1 +A2/9)

(A 4222 C 2(A1#A5)%
TOa+.787) & E /)

(140,) + 9305 + (1

+ Q,+ 20,)]%
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o (A1¥h2)° | '
Fl - E-{[[ul (?\;.'1'}\2/49) (QZ+2O.3) + (02+®3) :

(140,+04)] [(——2a¥22)2 4 gy2 4 g7

1 (A1 +Az2/¢)

C(Agtrg)? (A A )2 2
STt n7ey LGToner,7ey + 99)

(A1+r2)°
+ u1(5\i+;\§/¢) (1+0,) + 0205]1}

(Ay+2p)? 5}1 +22) %
ey (L rtamary t 02 2091

/ 1[0:

S (A1thrz)? (A +2)2
g = GlGroaaayey * 090 It ma/ey + 92!

+

057 [(0+05) (—aA2loc i1 4 0, + 05)]

n1 (Ay+ra/¢)
(A1+Ar2)? (Ay4r2)2 2
- Eroaaa7ey LGy, /ey T 09)
+ = (Aa¥Aq)” (140,) + 003] Eezﬂegj

W1(A1+A2/¢)

 AtA2)? vz e 2(A¥Ag)3
(u1(31+12/¢)) (1+ ﬂ1(1}+12/¢)

+

+ 0, + 293)}

. (A1+hr2)? (Ay+hrp)?
A SRS v O eY R

2(A1¥2)2 y S
(A 7gy T 0+ 201 a’

[1 +

el {(= (Aatha) +.93)% + 93} )

ts 7 I FA 2 /8)
' {%gfﬁ/)z . '
‘ ) 2. Lt
/ {92(1 + ™ (k1+12/¢) + 62. + 263?} :]
. ‘f . .
£, = £0 (T—aphad® 4 gs L (tha)®

u1£11+?2/¢) 1 (A1+X2/9)

1 (A1+22/¢)

1

(140,) + 0,008 / {(1 + 2D 46, 420,) 1)

@ .



A -

Es = E{L( (A1+r2)” ;’@3)2

U1(11+1z/¢)

(Aq4N,) 2
‘ul(xi+xi/¢) +1 40

951 [(92+03)

+ @3)j

(Ar+r.)?
n1(Ay+trz2/9)

_(Aa¥r)?
P a7y (1402) + 02000

) [atdads o,

- 02( U1(11+12/¢)

v

(#1207 o ¢y, _2(0g4hs)2
u1{i1¥x2/9) n1(A1+A2/¢)

/- {02(

--\i + 0, + 205)}

. (Aa+r2)2% 2 (A1+Arp)?
ee = HLGGTRL/e) ¥ 007+ 00 Tt /m)

11 L _20as)? 3
+ ezl+ea]} / {0201 + u;(li+12/63 + 2% 203)}

By imposing the boundary condition:

.1
z P(1,J,k)=1
1,3,k=0
the measures of the system's performance can be
- evaluated as follows:

1. Probability of the system being idle; F(0,0, O) -

6
P(0,0,0) =1/ (1 + &+ L gs) Iy - 26 :
_ st

| 2. Expected number of units in the systém; ElnJ:

:

Elnl = . % (1+j+k) P(1,]},k)
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which glves:

%]

. : &
E[n] = [E+El+52+2(53+€u+€5)+35§] / [1+4E+ I

£ ]
s=1 o
‘3. The prébabdlity of a lost item; P(1,1,1):

‘ .
P(1,1,1) = Ee/(3+E+ I E.)
2 s=1

4. The probability that the first server is busy;

&
Pl(busy) = ¥, Where:

8 .
Elgsj.

w1 = [Ea+Eq+Es+Ee] / [1+E+
_ . s

Verification of the Results

. \ A - . : .
Set the arrival rate of the doublets, equal to

LA i

‘zgro (L.e., A§=QI;'OZ=03=i (sysﬁem of homogeneous

servers) and d1=1.0. One then obtailns the followlng:

r

£ = 0.06667 p .
£, = 0.21111
N
- g, ="0.72222i
' ) o
€3 = 0.05556
E, = 0.07778
£s =

. 0.36667 e

el

17
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Eg = 0.16667‘

Substitute in equation IV-26, one obtains

P(0,0,0) = 5—¢gzz = 0.37500

Substitute in equation III-32 for p£=0 and p;=1,

cne obtains:

P = &= 0.37500
which 1is the same és that calculated from equation IV-26.
The generalization of a set‘of equatlons describing
the system in terms of the channels, appeafs most
formidable. So too, the speclal case of channels
numbering more than three, appears most unattractive from
the mathematical analysis polnt of view, as the number of
equations required to describe the system having 'M;
service channels iS‘EM. For the three-channel system,
eight equations were required. Sixteen and thirty-two
equations are required for four and fng channels,
respectively. Solution of any.of these sets 15
numerically posslble by uslng computer programming,
whiie 1ts analytical solution 1s not consildered

analytically feasible.
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Two-Channel Conveyor Having More Than Two

" Input Sources and Heterogeneous Servers

In addition to the general assumptions of the
system glven in Chapter III, one considers that:
| 1. There are N types of arrlvals, each type 1s
governéd by a different independent Poisson distributlon
with mean arrival rates Aii, Az,...,AN.

2. The service time needed for an arrival from
type '1' 1s ¢, times that of a unlt from the first type
of arrival (ﬂ%teu $1=1.0).

3. The servlice rate ratioc between the service
rate of the second channel and @he first 1s 0., i.e.,
O2=uz/H1. . ’

4. Traffic intensity o, =X /1y

One can now proceed to write the steady-state

probability equations as follows:

N

—(Elxi).m,m + u1((iilli/fbi)/(igli\i)).P(l,O)
N N
+ uz_((izlai/q»@&u/(izlxi)).P(O,:L) =0
..... v - 27
N | N N
~[(i§1Ai) + pg((15111/¢1)/(151A1))?.P(O,l)
R N
+(p1(iilxi/¢i)/( E A4).P(1,1) = 0

i=1

e Iv - 28
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N N N
~[CZ A)) + w2 (C Z A, /0,)0/( % A01.P(2,0)
g=1 20 (1=1 17717yt

. N N
+ w2 (CZ A /9.)/C L A,)).P(1,1)
BRRFICIE YA S|
N
+ (Z Ai).P(o,o) = 0 Iv - 29
1=1
[us(C 2 )(N )) '((N /(2 )]
-[u LA/, )/C E A + u LA /9 ZA))
BRRPT A M A e | ERRFICRE YRS AL PR

N
JP(L,1) + (%

A).B(0,1) = 0
1=1 ~

Solving the above system of equations and using the

boundary condition:

P(i:j)=l
=0

T [ b

i,
one obtains the following:

N "N N :
CP(0,1) = [( % p,)2 (CEA,70.0/C 8 2.0)]
| 1011 g=1 1 7A7T 000

e )3 ((N )(N ))
/ I + A /0,0/0 2
1217170 7 LM 1=1 1"

N
(2

N .
=y E li/¢i)

91)2 (1+20,) + 0,((
‘ . d=1 .



P(1,0) .=

P(1,1)
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N ) N
/ (E Ay)) (12 py) (302)

1 1

1
(C b /9,07 ( > 13 }
w 0 T A/9, )/ C T 1+0,)
IR I IR :

'i[ ( p q ) /953/( : )
¢ L LA LA ]

=

N N
[¢z Yy + (2 A /e,0/C LA ))
'1=1p1 e YR SRR

' N N
(14021} / L E oy)" * SERWAR

: N N
ASENER

i=1 i=1

0, (C 2 /0,07 NSNS
+ L. A,/ LA T p,)
T e TS 3 y=1 1

N N
(3+0,).+ 0,(( T A, /0,)/C Z A )3
207 Bt T e

(1+02)} Iy - 32

Oy e I 3 o) # 02(C 3 AL /6
= {( I py )3 + 0, (¢ % A,/
_1=1pi e 2yt i
N N
/ (% Ai))]} TAR R pi)3
1=1 3=+

N B N :
+ (( 2n/6,)/C 2 A V) ( E py)? (1+202)
_ A A A FELE :
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N ' ‘N N :
+ 02(( T A /¢1)/( > Ai))2 ( py) (3+02)
=1 1=1 1=1

N N
0200 2 A, /¢,0/C T A,))° (1402))
1=1 1=1

The measures of the system's performance can be derived

i

as follows:

1. The probabllity of the system being idle; P

N
P = {[05(( zla /00/C 2 37 [2( z I oy)

00

( : /9,)/( z ) (( z /)
+ (1A JCEA) + 8,0 1A
LA ya

N N N
/ (L a PRRR VAR G pi)3 + (( T oA /¢ )
1=1 1=1 =1

N N

7 GEAD) (2 o)? (1420)
1=12 =1

. N N N
+ 0,(( Z A /¢i)/( LA ))2 ( °i) (3+0,)
1=1 . 1=1 i=1

N N
+ 0,(6 I 2 /¢i)/( I Ay DER (1+02)}
=1 i=1

2. The expected number of units in the system; E[nJ:

N N N
Eln] = {[0,(( £ A,/¢,)/C 2 2,)) (% p,)]
IR A I A A 1
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NoOQ
[( ) pi) + E A/ 830/¢ E Ay)
1=l 1=1 * 1=1 1
( ; ) g ; 2001
+ 02(( L A,/¢,)/( L
ERERR T M A

N
0;)° («, 2 1790702 x))
=1 1=1

+ (
1

M=

1 -
N N . N
+2( L py )P L0 T ) + 02(( z A /940
i=l : 1=1
: 1)1} {f § )? (( N.; /6,.)
I A / P + )y )
1 4o1 1 go1 1771

~

(
1=1

N N
/ CEA)) (I opy)* (14202)
1=1 i=1

N N N
02(( & A,/0,)/CE A 0)* (T py) (34829
s 1 Y i

3

N N
(( Z A,/¢,)/C Z X 1) (1+02)})
ERRPIC I SR AR FRC I :

4=

3. The probability of a lost arrival (P(1,1)) as in
Equation IV-11.



CHAPTER V
CLOSEP-LOOP CONVEYOR SYSTEMS

WITH RECIRCULATION

The previous chépters of thls paper dealt only,
with the case of closed-loop conveyors with lost !
arrivals, where homogeneous or heterogeneous servers
were allowed 1n the system. The analysis carried out
so far, consldered an arrival - denied servibe at the
last servlce channel - as lost to the system.: In real
life situatlons, this might not occur. When the arrival
1s denled service at the last service channel, it does
not leave the system, but rather recirculates along the
recirculation line, and reenters the.éystem w;th the
new arrivals. If the item, after having fécirculated,
finds a service station idlé, 1t enters the service
facllity. If that condltion does not exist, the item
once aga{n recirculates. The procedure 1ls repeated
until the 1tem'can enter the service facility.

Pritsker (34) studled the steady-state condltion
of a conveyor system with feedback. The input rate to
'the service channels (™) ié the sum of the arrival
rate (A) and the proportion that are fed back, say

PmA“ s, therefore,

AY = A+P A°
m

80
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and

Pr¥fsker found that the expected number of busy
channels 1s not directly a function of the number of
channels, nor of the input distribution. The feedback
delay constant does not affect the probabilities
associated wiﬁh the system's performance. The reason
for this, is that, the feedback delay causes recycled
ftems to arrive at the first channel at a later time,
but with the same.1nter—arrival‘distribution. .

Phillips (32) simulated an ordered éntry closed-
loop conveyor with recirculation. He found that the
recirculation traffic can be reduced by elther
increasing the feedback delay constant or by incfeasing
the storage bapacity-of the system. Also, optimum
results with respect to thg expected number In the system
can be attained by settingrthe feedback dglay conspant
approximately equal to the average service rate;\ .

An extensilon of Pritsker's work was the simulatilon
study done by Philllps and Skelth (33). The system
analyzed by Phlllips and Skelth 1s exactly the same as
that studled by Pritsker, except that storage 1ls allowed
at any service statlen. . Conclusioﬁé of their study

agreed with Pritsker that the reclrculation time has

-
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1ittle effect upon the probabillstic properties of the
queuelng system at the service station.

Disney and D'Avignon (46), studied a single server
where the units after being served elther immedlately
join the queue again with some probablllity or depart
'permanently with the complementary probability. The
feedback mechanism depends an the 'state! of the system,
as well as on the amount of the service time expendéd
on the 1tem and, in a Markov manner, the 'history' of
the prevlous feedback|decisions. The input‘to the
server consists of two streams: (1) a stream of new
arrivals, which is taken to be a Poisson process, and
(11) a stream of feedback ltems, which, in general, 1s
not Poilsson. _

Burbridge ( 3)-studied a closed-loop conveyor
where recirculation 1s permitted. Two basic approaches
were utllized in studying the conveyor systems. The
fifst of these approaches was the analytical approach,
where atpention was focused.on the finlte queueing
problem that exlsts at the service faclillty. The
problem was represented by a GERT (Graphicél Evaluation
and Review Technique) network, using the concept of
imbedded Markov chalns. Burbridge estimated and
approximated thé steady-state probabiiities_and the
probabllities associated with recirculating units.. The

second approach considered by Burbridge was the

© e et & b T
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experimental approach,‘where.conveyors with
recirculation and storage were analyzed. Burbrildge
derived the distributlon of 'T', the time between
successive arrivals in a stationary branching Poisson

process. He showed that the probabllity density functlon

for T can be given by:

?\(IL~i-a)e_7\(l'*'a‘)t 0<t<k J
: . (
£p(6) = ¢ {a/(1+a) e (1¥a)K £=k
{?\/(l+r:t)}e_}\t_)\aLlc t>k
\ .
where " A = the arrival rate.

a = r/(1-P), where
r = probability a primary arrival will
recirculate

P = probability a recirculating arrival

will recirculate

~
il

the recirculation time

The recilrculated unit Will be stored on the conveyor
until 1t finds any of the service channels unoccupied.
Then, 1t can be serviced. iflthe input rate 1s A and
the recircuiated proportion 1s PrA, the_effective input
~will be more than the origlnal input, consequently the

recirculated proportion will increase with the time

i
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‘untll the cdnveyor 1s packed. Therefore, the proportion

of the recirculated units can bg kept constant, for a
fixed arrival and service rates, by decreasing the
original input by a portion equal to the reclrculated
proportion. ) | N\
The purpose of this chapter is to lnvestigate the

problem of recirculation for the M-channel closed-1o0p

-

-conveyor and to ihvestigate the two-channel conveyor

having heterogeneous' servers with recirculatlon.
Results are given for these systems with no storage at

any of the channels.

M-Channel Conveyors With

Homogeneous Servers‘and Recirculation

The case studied here is similar to the case of the
M-channel conveyor that was studied in Chapter III, of
this paper. The servers have equal service ratgs (u),
and no storage 1s allowed at any of the service channels.
When the arrival checks all the channels and finds they
are occupied, the arrival then recirculates and enters
the system as a new arrival. The reclrculated arrival
might be a singlet or a doublet unit. However, the

recireulated arrivals follow a Polsson dlstribution.

Let Ae

n

. the effective arrival rate of the singlets

he

2 the effective arrival rate of the doublets
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o = the proportlon of the recirculated arrivals

-

Pij = the probabllity of having 'i' singlet and
131 doublets in the system.

Then Ael = A1+ale1 | V-1

and Aez = l2+alez , vV -2
. The proportion of the recirculated arrivals can

be determined eilther énalytically, or by simulatilon.

It was shown in Chapter III that the probability of an

item being recirculated (Prec) 1s gilven as:

Prec =1 - Pr(w§0) s, Where
’ M-1 . M
P.(w=0) = { £ =y (p1r+p2)%} / { I 27 (p1+4p2)°)
. s=0 °° ‘ s=0 *°

or simply, Prec can be expressed as:

1

M .
Proo = U ar (oatde2)t / {3 27 (patp2)®)

rec 5=0

The arrival rate of the recirculated singlet units 1s

given by:
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and

the arrival rate of the reclrculated units is

I

-t

22 (D;+¢D;)M

‘|

=2l s

1 M
ST (p1+dp2)

s=0

The proportion of the recirculated unlts can then be

determined by equation V-3, consequently, Ael,and

lez can be evaluated. One can now derive the steédy-

state probabllity equations for the M-channel case, as

i1t was followed in Chapter III.

[ 4 ILL].p (t) + n.P_ () + 2P (t) =0
- 0o 10 ; 01 .

l-o \5
LI I V—Ll
ISR VR Ve A S
(725 + 122 + 1p].Py o (8) + T Fa-1,08) + ¢.Pi;(t)
+ () Py o(6) = 0

where 1=1,2,3...,M-1 o V-5
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9

A _ L
~[Mu] Py (8) + iy By g (8 =0 V.- 6
f[I%% + 15; +'%_Jtpaj(t) + ﬁ.Plj(t) e
+1 . Az _
+ )u.EO,Jfl(t) + I:E.Po’j_l(t) =0
where j=l,2,3,...,M—l ‘ v - 7
My Az _ _
—~5-Pont) * T3 Po, 1 (t) = 0 V-8

—[i§é + i§§'+ (i+%)u].Pij(t) t(A41) WPy 5 (8)

DR, (6) ¢ 2Ly g ()
Ae p _
+ I:%.Pi’j_l(t) 0 -

where i=1,2,3,...,M-1

§=1,2,2,...,M-1

and i+] £ M-1

-[(i+%)u].PiJ(t) + e, L (6)

A2

+ l—G.Pi,j—l

(t) =0

where 1=1%2,3,...,M=1

4

J=1,2,3,...,M-1

and 1+ = M

V- 10
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Setting p1=k1/ﬂ and p2=kz/ﬁ and writing the above
system Qf equations in matrix notations, one can then
solve these equations in terms of POD, and the'general
term of the probability of having '1' singlet and 'J'
doublet units in the system 1s gilven by:

L

j |
- o p141 P2+J
Pyy 7 ooy Lo Lodt By,
.Wwhere 1=0,1,2,3,...,M
3=0,1,2,3,...,M

and 1+j < M vV - 11

The value of Poo can be evaluated by using the

boundary condltion:

MM
f I P, =1 1+§<M
1=0 j=0 9

- 1in the equilibriﬁm equatlons. P00 is given as:

M
= 1 Py P25 _
Poo =1/ 1L Sy Iig * el v-12

The expected number of unlts In the system can be

evaluated as:

1

n~m=

M .- : _
_ 1 0255
E[n] {szl G-17 [I%é + ¢1;;] } /A

s

-
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p1 P28 _qs

[1-a + l—u] } V' 13
The probabillty that an arrival will have no wait

prlor to service, or the probabllity that an arrival

being recirculated, (P, ,) 1s derived as:

| M-1
Prec = tz %T[“gl * vfgajs}
g=0 . 3] e
M -
/sl e £2%) vV - 14
5=

Two—-Channel Conveyors With Heterogeneous Servers

And Recirculation

In Chapter IV, the two and three channel conveyor
servicéd queueing systems with no storage at ény channel
and heterogeneous servers were consideféd allowing
multiple-Poisson inputs of singlet and doublet arrivals.
The sltuation described and dealt with in Chapter IV
considered the case of lést arrivals; i1.e., arrivals
that find all the servers busy willl never return to the
system, so it leaves the system by other means than
the conveyor under study. However, 1n practicality,

" the system can be economlcally feasible if either storage
or reclrculation 1s allowed at the éervice channels.

The seéond alternative wlll be considered in the
analysls conducted in this problem, while the first

alternative will 5e dealt wlth later. Conslder a two-
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service channel conveyor with service rates y; and U2

at the first and second channel, respectively. The

recirculated singiet and doublet units follow Polsson

distributions, with mean arrival rates aX, and ol,,

respectively, where o is the proportlon of the

recirculated units. The value of o can be determined

either analytically, or by simulation. It was shown

in Chapter IV, that the probability of an item being

recirculated Prec=P(l,1); where

Let

P(1,1) = {(p1+p2)? [prtpat (223227940 73

P(1,3)

€1

€2

Il

Artis

/ Upata)? + (FLER2LE) (p,4p,)2 (1420,)

+ 0, (J1EA2L8y2 (5,40,) (346,)
1 2

Ait+Az

b0, (140,) (A1Fraleysy V - 15

probability of having 'i' and 'j' units
at the first and seéond channel,
respectively.

effective arrival rate of the singlets
effective arrival rate of the doublets

proportion of the recirculated arrivals

The arrival rate of the recirculated singlet units

is glven by AeI.P(l,l) and that of the doublets i1s
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gliven by Aez.P(l,l). The proportions of the recirculat-

ed unlts can then be evaluated using equatlion V-15.
‘Following previously established procedures, .the

steady-state equilibrium equations can be derived as

follows:
M Az Alﬁl A2l
['l_'_a + l_a]-P(O,O) + [7\1+l2 + ¢(7\1+12)]-P(1,0)
yopadz o __del2 9 p(g,1) =0 v - 16
A1tAas d}(;\l'*‘;\z) * ? - R
M ‘A2 Aila Aal>
[ror + 722+ 357 ¥ s0a ey P01
A1y | Aaia _ :
it T cve v ERLIC R A I 17
_ }Ll 7\2 llll:[ ;\2]-11
el el ves vk Yovrove RALACTLY

ArHo Asla
S v el Tovesve ALLACTER

+ (T§§ + T%%).P(O,O) =0 : v - 18

L) Goads + o) 3R D)

Al A2
+ (3= f I:E)‘P(l’o)
Al o, A2 _ : _
+ (F2L 4+ £22).P(0,1) = 0 v - 19
Setting p1=ll | p2=A1; and 0,=22 and solving the
R TP "1 Ha '

above system of equations using the boundary condlition
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| % P(i,])=1
J
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one obtalns the followling:

P(0,1) =

P(1,0) =

P(1,1) =

ArtAa/ p+p : +
[(quihelty (Batayzy o q(R1tB2ys

+ <§11§2/¢> (812822 (1420,)

+0, (Jph2c)? (°1+P2> (3+62)

+ 02 (P (140,))

{[@2(A11§2/¢.) (Dl"'Dz)] [(01+92)

Gt oty

/o« QR Bz

+ 0, (Jthellyz (21302) (340,)

+ 0, (282 (1402))

(Rfezye (2afea 4 Jufdaltyo,)y

/ {cﬁl—ﬁz)a+ (Q1phaloy (01fB2y2 (1426,)

+ @zcxlz%zéi)z (3302) (3+0,)

+X
+ (;j;xzii)a (1+02)}
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The probability of the system belng ldle 1s glven as:
P ='{02(A1+12/Q)2 (2(01+92) ¥ ( 1+32/Q
00 i A1tz l-a A1+Az

v 0, (ILii£49>>} / 18102y

+ (ilii2/¢) (pl+02)2 (14+20,)

+ ez(%@)z (23302 (349,)

+'®z(%%}%§£$)3 (1+@2)} v - 20

The expected number of units in the system can be .

evaluated as:

. 3
E[n] = {62(11+12/¢) (Dl+02) (D1+Dz AMtda/d

A1tAs 1-o Art+d
AMitAa /¢ Dl+02 2 (A1tAa/d
+ 92()\1_*'12 )) + ( ) (A]_'*'Az )

+ 2(24302y2 (B1202 g, (Jutlaltyy)

/ ((2a02ys y (QLA2/0) (01022 (1450,)

+ 0, (ipel0yz (B1E02) (340,)

+ ez(%iiliii)3 (1+0,)} v - 21
1+A2

Effect of the Reclrculated Proportlons

on the System's Performance

The effect of p;, P2, ¢, and M on the system's
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performance was digcussed in Chapter III. To study the
effect of the recirculated.proportibns {(a) 6n the
system's performance for tﬁe M-channel conveyor wilth
homogeneous servers, the values of the following
parameters are Rept constant:

1. .p1=1.0 (Traffic-intensity of the singlet units
équals unity.)

2. $=2.0 (The time needed to serve a doublet unit
1s twice that of the singlet unit. )

3. M=2.0 (There are two service channels.) v

Substituting the above values in eqﬁations v-12,

V-13, and V-14, one gets:

P =1/ {1+ (1F202) 4 51202y v - 22
00 l-c

B(n] = (1202y (3 4 13202y /gy o 11202

l-a
+ 3(11202)2) | Cov-23
and
_ 1+2p2 l+2p2 l+2p2 2
Proe = (1 + 33225 /7 {1 + =952 + 3 )*1}
cees. V= 24

The effect of the recirculated proportions on the

‘performance of the system is shown in Figures 20, 21,
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p2=0.’-l ‘
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o
o
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Fraction of the Reclrculated Uﬁits; o

Figure 20. Effect of ¢ on Py, for the two-
channel conveyor with homogeneous
servers; p:=1.0
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p2=0.4
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Fraction of the Recirculated Units; g

Figure 21. Effect of a on E[n] for the two-

channel conveyor with homogeneous
servers; p;=1.0
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Filgure 22, Effect of a on Prec for the two-
channel conveyor with homogeneous
servers; p;=l1.0
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and 22. It is conecluded that the probability of the
system belng ;dle (Poo) and t?e probability\that an
arrival will be recirculated, dectease withwfhe increase
of the fraction of the recirculated arrivals; while

the expected number of unlts ih the system E[n] increases
with the increase of a. To study the effect of the
recirculated proportions (a) on the system}s performance
for the two-channel conveyar with heterogeneous servers,
the values of the following are kept fixed:

1. ¢=2.0 kThe time needed to sérve a doublet
unit‘is twicé that of the singlet unit.)

2. p1=1.0 (Traffic intensity of the singlet units
equals unity.)

3. ®2=O.HA(Service rate of the server at the
second channel is 0.4 times that of the server at the
first channel.)

Substituting the above values 1n equatilons vV-20

and V-21, one obtalns:

o 1+p2/2y2 1+py 1+p,/2
P =l0.4(HE0)7 IR + ()

14p,/2vv 4 reltpy 1+p,/2
+ 0. M(FERRLDY 7 UEER)® + 1.8

1+poye2 1+p,/2y2 ,l¥ps
cl-a )% + 0.136( 1+p2 ) (1-a )

Ll+pa/2 2
+ 0'56(_i%3§—) 1
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and

E[n] = {O.u(lI£;£2) (1+P2) (l+pz + lIE;i2

1+p,/2 l+p 1+p.)2
Vordilh) i gz

+ 2(%%2&)2 (%§§1 + o.h(l%géé_))}

1+ 1+p,/2 1+p
/ UTg®)® + 1.B(-HRLE) (1022

+ 0.136(1I$;£2)2 (1+°2) + 0.56(3%5%53)3 }

The effect, of the fraction of the recirculated
arrivals on.the probability of the system being idle
ahd the expected number of units in the system-for the
two-channel conveyor with heterogeneous servers, is
shown in Figures 23a and b, respectively. It is
apparent that the probabillity of the system belng idle
decreases with the 1ncfease of o, while the expected
number of units in the system increases as o inereases.

The‘results of this chapter provide the designers
of closed-loop conveyors with important relationships
between the parameters which are involved in the design

of such conveyors.
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Figure 23a.

Effect of.a on Poo for the -
two=channel conveyor with
heterogeneous servers; p1=1.0
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CHAPTER VI i
THE TWO-CHANNEL CONVEYOR SERVICED HOMQOGENEQUS
QUEUEING SYSTEM WITH STORAGE AT LAST CHANNEL

The analyses of the Eonveyors studied previously,
in Chapters III, IV, and V, are only applicable to
systems where no storage was allowed at any of the
channels. .

The situation of no storage exlsts in such cases
where the units are unloaded from the conveyor, as soon
as they arrive at the unloading stations. There are
situations where storage 1s allowed before service
facilities. Suppose an arrival seeks service at any of
the service channels and finds all the channels are
ﬁhsy ; instead of being lost to the system or recirculat-
ed - the arrival will then enter any of the storages
that are avallable at the service channels and then wait
to bé serviced. In cases where all the storages at‘
the service channels are full, the arrival is either
considéred lost Eo the system or it recirculates.
Allowing storaggs,lat the service facilities:

(1) reduces the amount of 1ost units and the recirculat-
ed units;. (1i) the delay time between one service and
the next is reduced to zero; and (1ii11) there 1s more
conveyor space available.for items seeking service

because of off-line storage.

112
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Disney (7 ) and Gupta (15) investigated the ordered
entry convéyor system with homogeneous servers, while
storage 1s allowed at each channel, Disney found
in the case where storage is allowed at the service
channels, that the storage facllities should ﬁot be

allocated evenly. Rather, to achieve balance, the

servicers farthest from the ilnput must be given the

greatest amount of storage.

Phillips and Skeith (33) in a simulation study
showed that in most cases, when storage was allocated
evenly, the utilizatlon of Channel one (1) increased
even more, while the utillizatlon of'the subsequent
channels decreased slightl&.- Based on these findings,
a general rule should be noted: the maxiﬁum bglancé
and the overall efficiency can best be obtained_by
allocating extra storage to the last channel in the
ordered queueing system wioh storage at oach channel.
Disney ( 7 ) examined the homogeneous many-server
queuelng system with storage allowed at each channel
and reported that the solution of thls case appears
unfeasible.

Based on the above findings, the derivations to
follow represent a two-channel homogeneous ordered
entry conveyor with no storage at the first channel and
a storage of variable capaclty 1s allowed at the

second channel,
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The following cases of conveyors with storage at

the second channel were studied.

Case l: Conveyors With Homogeneous Servers and

Storage at the Second Channel

In addition to the general assumptions made in
Chapter III, one can assume that (1) the storage at the
second channel is of different capacities and (2) the
servers at the channels have eéual service rates. 1In
the derivations which follow, the term Pij is the
probability of having ‘'i' units at-the first channel

(i=0,1) and 'j' units at the second channel (j=0,1,2,..,N).

Two-Channel Conveyor With Storage

of Unit Capacity at the Second Channel
Following the procedures outlined in Chapters III,
IV, .and V, one can derive the steady-state probability

equations to be as follows:

_ Alu Azu
(A1+A2).P00(t) + (111.)\2 + ¢(A1+lz)).P10(t)

Alu .; Azu ' =
(A +2 ¢ (A +2 J)'901(t) 0
ol 2 1 2

a8 s e VI-l

: - Au Aa i
{(llflz) +-§l o + o (h ))}.POI(t)
: 1 2 1 2
A H lzu
+ (o 4 )P (&)
llflz ¢(R1+12) 11
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Au A )

G Y T a0 (t)
12 12

Il
o

.P
02

v

. e e e VI-2

. Ay A,
{(AI+A2) + (l il + YRS ))}'Poz(t)
1 2 1 2

A Aoy T
+ (—4 2 ). (t) =0
A +A A +A
AN, ¢ ( . 2) 12
«s s saw VI - 3
A Aau
—{{h 42 ) + (Ll 4 Z__)}.p
t 1 2) (R +A ¢(A_+A ) } 1o(t)
1 2 1 2
Aju Az
RS e wlis o wr v DAL
1 2 1 2
+ (A +X )P (t) =0 . VI - 4
1 2 00
Alu Asu

—{( 4 )+ 203 )12 (£)
1 2 11

T T )
1 2 1 2

A H AU
) 2
Gt g B,
1 2 1 2

+ (A +A ). P (t)
1 2 01

+ (A +2 ).P_(t) =0 VI - 5
1 2 10

—2( ] .
A +A A +A
1" 2 ¢( 1 2_}

Plz(t) + (A1+A2).P11(t)

+ (A 42 ).P () =0 Vi - 6
1 2 D2

In the above set of equations, there is one

dependent egquation.. Meaning we can assume a value for

4 -

one P and solve all others in terms of this. Using
13

a1 T =
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A0
{
matrix notation, one can write this system of equa*ions

das: ‘ f r

Here, é is a column vector for all values of Pij;
for given values of 'i' and 'j'. 0 is the null column
ﬁatrix. A is 6 x 6 matrix with elements of the
above equations.

Solving the above system of equations, one obtains

Pij in terms of-Poo. These probabilities are given

below:
2
P = {2(p + D} s o{(¥r1tPy (4¢p)+4p)
o1 = 1Ble o) R b R A e
1 2 12
+“3(p1+p2))} -~ vi -7
3 ¢ 2 $
P o= {(p +p )P 1/ {(pl+pz/ ) (4ol+402/
02 12 00 P +p (p +p )
2 12
+ 3(pl+92))} VI - 8
dp,+4p,/¢
= bl Tl
P10 {(p1+pz) ( > ¥, + (¢1+02)).Pb0}
/ {(ﬂl+92/¢) (4pl+492/¢
p1+p2 p1+92
+ 3(pl+p2))} . VI - 9
2p,+2p, /b "
= 2 (LP1T<Pa/® .P
P {(pl+pz) ( I + (pl+pz}) 00}

11
‘ . 1



117

/ {(p 1+92/¢'! z (49 1+492/¢
o}

+ +
1 p2 pl pZ
+ 3(pl+pz))} VI - 10
3 -+ g
Po= {(p +p ) (P1TR27% o (b 4p ))p
12 1 2 prte2 1 2 00
/ {(g1+gz/¢) (421::pzf¢
1 2 12
) + 3(p +p ))} VI - 11
1 2

The value of P00 can be determined by imposing the

boundary condition:

1 2
I © P =1

i=0 j=0 13

P00 is given by:

p o= ((Patea/tyd (Aeitlen/e L oLy
00 p +p . p +p 1 2
1 2 1 T2 .
/ (aPitealey L g e1tea/e,’
p_+p p_+p
1,2 2
(p +p ) + 5(P1¥P2/ % ) Loy
1 2 p +p 1 2
eI
EPRENTD Sl VA IR PR
pl+p2 1 2

4
+ (p +p ) } vI - 12
1 2

The expected number of units in the system E[n] is

given by:
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’ 3 2 2
E[n] = {'4{3li33133 (p +p ) + 7(&1131133 (p +p )
p J.-I-;:. ‘1 2 p +p 1 2

2
3
+ Q(Eliﬂzfiq (p +p )
p_+p
1 2 .
4
+ 300 40 ) ) 7 acerte2/e,
' 3
+7(.p_.liﬁ.2../.i) (p +p)
p_tp 1 2
1 2 ) 2
+ 5(Eliﬂzéi) (p +p )
p.tp 1 2
1 2
o+ 3(&lf£2£ﬁq (p +p )3
p tp 1 2
i 2
+ (p_+p )u.} . vI - 13
1 2
\ ) .
The probability of a lost item is given as:
P(lost) = { (p ..!.p )3 ({p +p ) + (pl+92/¢)) }
' 1 2 1 2 p1+p
/ { 4(01+oz/¢)4 + 7(91+pz/¢)3(p o )
' p_*p - p_+p 1 2
” 1 2 1
| + S(ELEEEEbZ(p +p )2
p_+p 1 2
1 2
p1tpa/d, 3
+ 3 (————— +
. (p1+p ) (p1 pz)
+(p #p )%} VI - 14
1 2

Let the probability of the first channel being busy, be

represented by Pltbusy)‘=_x i where

.= { (o +0 )/ (Patea/t)
] . 1 2 p +p

>
I
Il care

j=0
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(o +p )2/(21R2/4)2
1 2 p1+p2

+ (o +0 ) 3/(Ra%R2/ty3
1 2 o *P

(p +p )“/(ELE&HED“
12 o +p

+.t.ll }
or simply,
x = (p +p )/((R1ER2 9y 4 (5 4p ) VI - 15
1 2 p1+p2 1 2

Two-Channel Conveyor With Storage

of Two Unit Capaci.ty at the Second Channel

No storage is allowed at the first channel, while
a storage of two unit capacity is permitted at the
second channel. The derived steady-state probability

equations are as follows:

A A
1k, 2¥ ) b (1)

~{A . ) .
f 1+A2) Puo(t) ¥ (A +A ¢{x +x )} 10
1 2 1 2

+

(ALB_ . R2M L, n ) - g
A +A (2 +x )} "ol _
1 2 1 2

LN S Y VI _16

Ay A2y
—({x +x + + )) .P t
(€ 1 z) (AlfAz ¢(A1+12) ) 01( )

+ (MR gAMLy p oy
A+ d(x . +X ) 11
1 2 1 2
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(.Rlu + Azu

+ ) .P t) = 0.
A A $ (A +2 ) oz( ) ‘
1 2 )
- A e VI _17
Alu Az2u y
-{{A +2 + + }) P (t)
(L 1 z) (A +2 (A +X ) 02 -
1 2 1 2
P LI LI
A #A (X +x ) 12
1 2 1 2
4R A2y p (&) =0
A+ (X +2 ) 03
1 2 1 2
- > e s s VI -18
. Au- Aoy
=((x +A + — P
((,1 2) + (A +X Y ENES) ))) Pua(t)
1 2 1 2
Alu Aol A
+ (i + =2 )P (£) =0

A FA (h +4 )
1 2 1 2

"R VI _19
N
((A +2 L 1
- 1_2)+(A+.\ (A +2 )
1 2 1 2
Aju A,
1 + 2 ) P
A +A (X +X ) 11
1 2 12 : ‘
+ (A 42 }.P (t) =0 VI - 20

1 2" oo

)).P_ (t)
10

+

(t)

¢ ALK Azu
=((x +2 + 2(: + : }) .P t
( 1 z) IA +27  $(A 1) ) 11()
AT, AT,

A FA d (X +A ))‘Plz(t)
12 1 2

+ (A +) ) .P ()
120 o

=+ (A #2 )P (t) =0 Vi - 21
Sl 2 10
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- Au A2u
((A1+lz) * 2(AlfA2 * ¢(11+A2))°P12Ft)

+ (11+A2).P02(t)}? (A #2 )P (£)

-

Asp A,

+ -+ 2 Po(t) =0
(A +A (A +2A )) 13()

17 2 12

LR S VI-'22

Aim Arp
A FA $(A +2 )
1 2 1 2.

=2 )P (£} + (X +1 ).P ()
_ 13 1 2" o3

/s e () =0 I - 23
‘1 2 12

Solving the above system of equations, one obtains

the steady-state pfobabilities (Pij) in terms of P00

as follows:.

o 2 pltp2/¢
By =d (o 40 02300 w0 ) + a(B022Y) yp
plip2/é
VAR 4(5:;3;"—) ((p1+p2)
p1+p2/¢
+ (———)) ((p +p )
DI'HJ2 1 2
+ 2212028, VI - 24
Pl p2

: K
P o={ (p+p )3 )./ { 2(B102/8y2((, 4 )
1 2 00 PL+e, 12

02
N TG D CovI - 25
/ /\) N
= 4 aP1tp2/%, 3
903 { (Dl+pz) }.P00 VARt 4(;::;—__4 ((p1+p2)
2



122

p1tpo/4

+ 2 )) } Vi - 26
p_+p
1 2

_ 2
P10 = {‘(pl+02) ((°1+pa) + 8(pl+pz)

+ g(BLtP2/%y2y
+ 00

°17">

/18 BB ((p 4 )
o TR,
pl+pz/ P1+P5 /¢
vl s, ) e

1 2 1

+ (p_+p )) 1} VI - 27
12 |

prtpa/¢

' 20( LR SR
1 { (pl+92) ((pl+pz) + 4(p o )) }.P 0o

1 2
/ { 4(3£55¥352((p1+p2».

la]
n

p_ +p
1 2
pi+p,y/¢

+ 2( 1) 1} VI - 28
p +p
12

H
I

(o +p )% 3R/ 4(51—53ﬁ 3y

VI - 29
12 .

Y p1+pa/d
{ (p +p ) ((p +p )y + (——“————)) }.P
13 2 P, 02 00

pl+pz/¢)u

+p
P17

. .
pitea/ty) VI - 30
pl pZ

el
II

/ 1 4( ({p +p )
1 2

+ 2(

The value of 1'-‘00 can be determined by using the
boundary condition:

1 3
L z P..=1

i=0 §=0
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Pba is given by:

P = { a(gliﬂifigﬁ + 12(EJ:I!EQE)S(p 0 )
00 p1+p2 : p1+p2 1 2
+
+ 4(EL;EA£EJ“(0 +p )2}
P Y, 12
/¢ 3(24i235346
o *+p
+ 20(21_P27¥ °2}¢)5(p *e)
o *p
1, 2/ _
+ 20(3%55L13“(p *o, )2
o te,
1
_l_ﬂzﬁi 3 3
+ 13(p 0, ) {p +p )
1 pg/¢ 2 4
+ (p ¥ )< {p +D )
2
+p /‘b 5
+ 4(;?:33-—4 (pl+pz)
+ (p 4+p )8} VI - 31 -
12

The expected number of units in the system E[n] is
given by:
E[n] = { 8v3n + 20v"n2 + 24v3n3 + 26v2n't + 14vn3
+ 4% } 7 { 8v® + 20vSy + 20vHp2

+ 13v3n? + 8vZn" + 4unS+ 16} VI - 32

- P 1l+02/¢
p_+p
1 2

where
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and '-.n=‘p+p
1 2
The probability of a lost item is given by:

P(Tost) = { (p +p )% ((p +p ) + (P21P278), 4
. 1 2 1 2 Dl+02
P1+p2/%, 4
/1 4<——p1+92 " (e v

5
p1t+ ) : '
+z(p—‘—;§3ﬁ)) } VI - 33

1 2

- The probability that the first channel is busy is given

" by Pl(busy)-= X : where

3
x= L P |
j=0 13
or simply,
2 3
""n—---1 D‘ ™ s e mssas
X =57 et e
which gives:
= n . ‘ . p—
X e R : Vi - 34

Verification g£~Resﬁlts

I

Let the arrival rate of the doublets equal zero,

'i.e.,-k2=0, in equation VI ~ 31. One can then obtain the

following:
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P = (8+ 12p + 4 p2 ) / ( 8+ 20p + 20p2
0o 1 1 1 1

+ 13p3 + 8p" + 4p3 + pb )
1 1 1 1
which can be rewritten as:

(i) 'P = { 4(p +1) (p 42) } / { ( 8 + 20p + 20p2
. 0o - 1 1 1 1

+ 13p3 o 8p%. 4+ 4p° + p% 1}
01,1:; n1 pl pl

Equation (i) is the same equation given by Disney (5 )

in equation (ii) which follows.

il

(ii) = { 4(p+1) (p+2) } / S

where S = p5 + 4p5 + 8p% + 13p3 + 20p2 + 20p + 8

It is obvious that equations (i) and (ii) are identical.

: /

Two-Channel Conveyvor With Storage

of Three Unit Capacity at the Second Channel

A storage of three unit capacity is allowed at the
second channel. Followihg the same procedures as in the
case of the two unit capacity storage, one can develop

the steady-state probability equations as follows:
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X A
LI 2H

Aty e(a )"Plo(t)
1 2 1 2

—(x +x }.P (t) + (
1 2 0o

( Ay Aau
A +A d(A +A )
1 2 1 2

}.P_(b)
el

=0

.. Aru A2u
‘((h1+l2) + (A1+12 + ¢(A1+Az))).P01(t)

Aru xzu

Alp Azy
Tt e B, ()
1 2 1 2

SO )+ (R MMy (g
1 2 0

A +A (A +X ) 2
1 2 1 2
- P RT Ao
1 + 2 .
+ (A + A (A +X )) Plzct)
1 2 1 2
¢ (2l o LI SN

) .P
A +A $ (A +4 ) 03
102 1 2

* o s ae

AJH A U
- 1 2
( (A1+lz) * (A +X $ (A +X )))'Poq(t)
2 1 2
s 28 (0

y
(l +A ¢ (A +A ) T
1 2 1 2

-
=0

- Ayju Ay
((11+l2) + (l + +¢(l oy ))). lo(t)
172 12

+o(cMe 4 AaM vy P (b)
X +A 2(h 42 ) 11
12 1 2

+ (l +A + ¢(A +A )).Pll{t)
1 2 1 2 .

VI - 35
=0

VI - 36
=0
vl - 37

38
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+ (M1#h2).P_ (£) =0 Vi - 39

CLOae) + 228 v o R 1LE | (6)

llﬁ Aau
* (A1+A2 * ¢(A1+12))'P12(t)

+ (11+12).P01(t)

+ (A1+Az).P10(t) = 0 VI - 40

et

SLOathg) + 2(PH b 2T (6)

AR Azl
* (A1+12 * ¢(31+12))'P13(t)

+ (}\1+)\2);P11(t)

+ (11+l2)-P02(t) = 0 vi - 411

A Azp |
[ (A 4+2,) + 2(AllK2 + ¢(Alikz))]'P13(t)

A Al
* (11+lz * ¢(31+12))'P1u(t)
+ (7\1+7\2)-P12(t)

Lt (A1+Az);P03(t) =0 VI - 42

i A
2(11+Kz ¥ ¢(11f12))'P1u( )

+ (ag+22). P (t)
13
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+ (A1+A2)-P0h(t) = 0 : VI - 43

Solving the above equations, one can obtaln the

values of Pij Ih terms of POD, as follows:

P = 1{ 2n%(2n? + 5vn + 4v2) }.P
01 00
/ { v(16v?® + 32v3%n + 19vn? + 3v3) }
..... VI - 44
P..={ n%C3n + 4v) (v + n) }.P
02 [Hl]
/1 v3(16v?® + 32v%n + 19vn? + 3n?)}
..... VI - 45
P =1{2n"*(n + v)2 }.P
03 0o
/ { v3(16v? + 32v3n + 19vn? + 3n%)}
..... VI - 46
P = {n%(n + v)? }.P
04 00

/L vw*(16v3 + 32v2n + 19vn? + 3n?)}




where

10

11

12

13

14
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n(16v? + 24v%n + 9vn? - n?) } . P00

{ v(16v? + 32v%n +19vn? + 3n®) 1}

ooooo

n2(n + v) (n% + 6un + 8v?) 1} . P00

—

{ v2(16v? + 32v%n + 19vn? + 3n?) }

-----

n(n + 4v) (n + v)% } . P,

{ v¥(16v3 + 32v%n + 19vn? + 3n?) }

n*n + 2v) (n + V)% 1} . P,

{ v (16v® + 32v%n + 19vn? + 3n°) }

n(n +v)*} . P
00

{ v5(16v?® + 32v%n + 19vn? + 3n?) 1}

(py + p2/8) / (p1 + p2)

48

hg

50

51

52
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and n=mp1 + p2

' The measures of performance can be evaluated as follows:

The probability of the system being idle (POD):

Pou = { v8(16v® + 32v2n + 19wvn? + 3n3) } . P00

/7 { 16v® + 48v7n + 59v6n? + Udyin?

+ 30v%nY 4+ 21vin® + 12v2n® + Sun? + n®) }

The expected number of units in the system, E[n]:

Eln] = { 16v7n + 48vén2 + 67vsn? + 72v%n®
+ 67v3nS + 48vZn® + 23vn” + 5n° |}
/7 { 16v® + UBu7n + 59vin? + LhviRp?

+ 30vPn* + 21vin® + 12vZn® + Svn” +m® }

The probability of a lost item is given as:

P(lost) = { n(n + v)? 1}

/7 { 16v%.+ 48v7n + 59vfn? + 4Uvcn?

JR— N -
P L TS T e e m e ke
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+ 30v*n* + 21v3n® + 12vZn® + 5vp’?

+n® } o : VI --55

The probébility that the flrst channel is busy 1s

glven by Pl(busy) = y , where

2 3

=1 ~nh,n_n

x =5 01 -5+ g2 gat ]
or simply,
2
v

= n -

X =557 | VI 56

Two-Channel Conveyor With Storage

of N Units Capacity at the Second Channel

No storage 1s allowed at the first channel and
storage of N units capacity is allowed at the second
channel. One can write the steady-state probabllity

equatlons as follows:

| App A2l
SRR ENOR S ¢(11+12))'P10(t)

. .Xl.u . 7\2]-‘ _
et g o) By, (8 = 0
1 2 : 1 . 2

.. VI - 57

SLOahe) + (P + el T (6)
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. A1M . A2U
. ¥ (A1+ia ¥ ¢(1 il )) -F j( )
ALl A2 ~
+ (5H7 * s e Fo, g1 (8) 7 O
where j=1,2,3,...N-1 VI - 58
SLOa+Ae) + (Pt 2T ()

A1+, d(Ay+ha)

Asyu -
+ Uiy * Fnaey) - Fan(®) = 0 VI - 59

Ay -

+ ?

S[(ArtAa)

Ay Aa i
+ [A1+A2 * ¢(AI+A2)J'P11(t)

+ (11+Az)-Puu(t) =0 VI - 60

AU + A2

“[()\1+)\2)' (7\ +A2 _(ll'*')\z))].Plj(t)

-+

Al Azl i
[AllAZ * ¢(11132)]'P1,J+1(t)

+ (7\1+7\2).P0’j(t) + (7\1+7\2).P1’j_1(t) =0

where J = 1,2,3,...,N-1 VI - 61

A u A ﬁ
2[?”;7\2 + ¢(A11A2)].P1N(t) + §x1+A2).PON(t)

+ (l1+lz).Pl,N_l(t) =0 VI - 62

There 1s one dependent equation 1n the above set of
equations, which enables us to obtain all the values of

Pij ip terms of one Pij‘ Using
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1 N

120 jEO Pi4=l
we can obtain the values of the probabilitiés.

Tt was found that the above system of equations
could not be solved recursivgly. As a consequence, two
methods weré used to solve these equations: (1) é
computer programme method, and (11) a generating
functions method.

(1} The Computer Programme Method: Input to this
programme 1s as follows:

1. The capacity of the storage N;

2. The trafflc intensities of the singlets 'pi1'
and 'pp': These are referred to as Rl and RZ,
respectively; in the computer programme; and

3. Service time ratio '¢' denoted by "PHI' in
the computer programme.

Qutput of this computer programme consists of the
following, as in Figure 2U4:

1. The number of the steady-state probabllity
equations corresponding to the sforage capaclty N;

2. The vélues of Pij fof 1=0,1 , J=0,1,2,...,N;

and

3. The expected number of unlts in the system:

Eln].
(ii)‘The Geherating Functions Method: Let the

generating function be defined as:
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FIGURE 24

CLOSED LOOP CONVEYOR SYSTEM WITH STORAGE OF
CAPACITY M AT THE SECOND CHANNEL
DIMENSION A(30,30),B(30,1),AA(900)

DO 10 M=1,20

M1=M+1

N=M1%¥2+2

WRITE(6,20) M,N

FORMAT(GX ' SPORAGE CAPACITY M ='° ,12,6X,
1'NUMBER OF EQUATIONS N=',I2)

DO 200 IZ=4,20,4"

PS=IZ '

R2=PS/20.

DO 200 JZ=4,20,4

PT=JZ .
R1=JZ/20. -
PHI=2.

WRITE(6,30)R1,R2

FORMAT(6X 'RI= ,F10.5,6X,'R2=",F10.5)
BS=R1+R?2

AS=(R1+R2/PHI)/BS

WRITE(6,35)BS,AS

FORMAT(GX 'BS=',710.5,6X,'AS="',F10.5)
DO, 40 II= 1 N

DO 40 JJ=1 ,N

A(IL,JJ)=0.0

B(II,1)=0.0

A(1l,1)=-BS

A(1,2)=AS

A(1,M+3)=AS

MK=M+1

DO 50 K=2,MK

A(K,K)=-(BS+AS)

A(K,K+M+2)=AS

A(K,K+1)=AS

CONTINUE

A(M+2, M+2)--(Bs+As)

A(M+2,N)=AS

A(M+3 M+3)——(BS+AS)

A(M+3, M+u) =A3

A(M+3,1)=BS

DO 60 IK=1,M

A(IK+M+3, IK+M+3)——(BS+2*AS)

A(TK+M+3, IK+M+H) =AS *
A(IK+M+3,IK+M+2)=BS '
A(IK+M+3,IK+1)=BS

CONTINUE

A(2¥M+h N)=-2%AS
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80
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2000
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A(2¥M+L4 ,M+2)=BS
A(2%¥M+4 ,N-1)=BS
DO 70 ILS=1,N
A(N,ILS)=1.0
B(ILS,1)=0.0
CONTINUE -
B(N,1)=1.0

WRITE(6,80)

FORMAT (6% , ' PROBABILITY MATRIX')

WRITE(6,90) ( (A(TH,JH),JH=1,N) ,TH=1,N) )
FORMAT (6X,6(F15.5) ) A
NN=N#*N

MNF=0.0

DO 2000 I=1,N

DO 2000 J=1,N

AA(MNF+1)=A(J,I)

MNF=MNF+1

CONTINUE

CALL SIMQ(AA,B,N,KS)

WRITE(6,250) (B(I,1),I=1,N)

FORMAT(6X,'#%% 5 0 L U T I O N ¥#¥' 6(F15.9))

X=0.0

KI=M+1

DO 254 I=1,KI ‘
X=X+B(I+1,1)*I : e
CONTINUE -

Y=0.0

JIK=M+2

DO 256 I=1,JIK

Y=Y+B(I+M+2,1)*I

CONTINUE

EN=X+Y

WRITE(6,22) EN

FORMAT (68X, ! ¥*¥¥##¥%%%%¥ EXPECTED NUMBER OF UNITS**
1********—!F15 7)

CONTINUE

PRINT 900

FORMAT (6X, ' ##*#¥ END OF CASE *#¥#%1)

PRINT 24

FORMAT( 1 *********************************** ' )

CONTINUE

STOP

END

LA
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F.(x) =

P(§,Kk)x"
d K

M=

1

equations VI-57, VI-58 and VI-59

VI

_ Al C A2y
(A]"‘?\z)-POD + [l +>\2 + ¢()\1+32)J'P1
Al g Azl
+ ¥ = 0
[11+lz ¢(31+A2)] P01 0
A1l Aol
_[(XJ.-I-AZ) + (Al'l'}t ¢()& _”\—)—)]X.Plu
r_ Al A2l
* [11+12 ¢(11+X_T}x +P 11
Al AU _
( Iy f s egyixeP,, = 0
A1l Azl N-1
ol UERZER RIS v el T v vy DR LR 2 BV
Al Azu N-1
ML P PR Y o ves vy S AL I VR
An Aa N-1 =
) + [11+12‘+ ¢(11+A§71'x 'PO,N 0
. ;\1_]1 7\21-'~ N
- + + + . .
[(}\1 7\2) (;\1+A2 ¢(11+;\ ))] VX PON
l1u S .‘x£u N _ .
[A1+A2 0 Gy X Py =0



These eguatlons glve:

137

~[(A1+h2) + (,\?‘111 + ¢(AA§.K ))] X .Fy(x)
'L (A1+Ag).x.Pon
+ [7\)1\11;2 ¢(;\?i;{2)-].x.Fl(x)
¥ [)\?-}-1;2 * W_A?igz)]'x"Pl‘o
e ¢(x§i§2)3'Fo(") =0

From VI-60, VI-61, and VI- 62
~

SLOathe) + (PR 4 ey
¥ [1?11;{2 CvEI vl

- + (Ar+he) P = 0_'

;

L0 + 2R ¢ e e
¥ (A1+Az * ¢(AA+A y)-X-P .

+ (A1+Az2).x.P
‘ a1

117

+ ()\1+A2)-X-P
10

VI < 64

0 -
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“[(A1+A2) + 2(,\ + * 3 7\1"'3\2 )] K Py y-1
Azu
‘+ [7\1"'3\2 ¢(l1+;\2)] .PlN
~n N-1
+ (A+rz).x 'PO,N—l
N-1 o -
- Al A2l N .. ‘ N .
2[A1+Az ¥ ¢(A1+Az)] X WPy + (Mith2) X7 Pay
o . N
k\wj +.(31+A2)-X 'Pl,N—l =0
which glve:’
hlu A2l
{ [ (A1+12 ¢(11+12)) + (A1+A2)x]

-

[Oathe) + 2038 + ok ))]} Fy(x)

+ (A1#h,) Fy(x) + (Ay+3z).P
. ) 00

+ 3P [aA) (1-0)]

T+ [X(31+l2) - (A3+x2)

AP, Aou -
Cer v e +7\2))] P=0, VI~ 65

From VI-64 and VI-65 one obtains: ‘1

»

Folx) = L Lu wGthal0) Qu0x.?

N+2.P

- u(a +r/¢) (1-x)x 1N
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/;j-(A1+Az)x'{(ll+32)X2 ~L(A1+22)

p(A14ra/9) B(A14+A2/0)
i v e L e v SIS

/U [Ogy) + Bate/oh

. {(A1422)x = (Ma+rz) [(A1+h2)

+ QM] }x2

NEw g

Cu(A A2 /) WAy +A2/0)

* Ai+%2 [ (35555

+2(ayag)) - Lathe/8)y VI - 66

The generating runcfion solution requires the roots of
the denominator 1n equation VI-66. The roots X 5 X5

and_x3 were found to be:

SN ETE Y220 S

EIET/E)y ) L TL7e) NITWERTE
p = Quthard) (o o

v [ﬁ(;iiiz/¢)] p: [ﬁ(iii§§/¢)-+ 3it7a)] ]
x =1

The solution equations of the probablllities are glven

as:



£

where

G
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¢ P -y P =0 _ VI - 67
g P $ P =0 VI - 68

= w(Bele) (k) 1e1,2

e (x)&iii¢5 (1-x,)xy 0 4=1,2

= (11+lz)xi {(l1+lz)xi

Q
I

=
|_l.
|

© [ty + EatAe/0)y,
1+tA2 1

+ ﬂ(11+l2/é)} n
Ai1+hz

1,2 -

Solving VI-67 and VI-68 we obtain:

_Uy Y2 = ey, - 69
PIN ® Y1 02 = vzo1 "Too vi- o9
.
= Yy O2 - ¢§b1 . VI - '
Plu Y1 02 = Y201 'Poo 70

Using the boundary condltiqn:

N 1
z X

j:‘-‘O 1=0

we obtailn

0

o<
0
N I e =~

Pij=l

Py, = () / (Gl

ArtAz

-
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+ (A1¥r2) } vI - 71
From equations VI-69, VI-70, and VI-71, one can obtaln
.the probabilility Pnu, i.e., the probability of the system

being idle.

Case 2: Conveyors Having More Than Two

Input Sources With a Storage Capacity of N Units

at the Second Channel

This problem has a finite number of arrivals, each
governed by an lndependent Poisson distribution, with
mean arrival rates Ay, Az, Aa, ...,~Ak,' .,'AM.
The service time of an arrival from type k 1s ¢k times
that of the first type of arrival. Hence, it should be
noted that ¢1= 1. The case of the system Qith homogeneous
servers was studled.

Followlng the same procedures outlined in Case 1,
probabllity reasoning led to the following

differential - difference equations, characterizing the

model:
M M M
LI NI, O TG T e (B A,
(a2 a/e/CE A01.2 (6) |
+ H Z ¢, )/C L -Ag)d. |
kel KK gy KT

.
=0 ' ' VI - 72
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[ L ( r /6,371 : )] (t)
[ X+ (u.T A,/ T A )].P.L(t
o1 K NP s S R 03"
~ M M
* 0D A0/ ) Py (o)
M M
B A /O/C T )Ry gy (8) = 0
where 3=1,2,3,...,N-1 ’ . VI - 73
M M M
LI At P (R AR?J'PON(t)
' M M
+ (ukilxk/¢k)/(k£1 Ay ) - Ppy(t) =0
..... VI - 74
M M M
—[kil Ay F (ukzlkk/¢k)/(k£1 Ak)].Plo(t)
M M
MLIRIVANTAR AN -B L (8)
M
+ (I lk).P (t) = 0 . VI - 75
k=l (]
: ( " )/ ( T )] (
Tz A+ Cpzad )T P (t)
k=1 X e S SR
oM M
* B A/ () By g ()
M
).P (t)‘
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M
+ (2 APy o L (8) =0
jmp KOTTL,5-1
where J=1,2,3,...,N=-1 VI.- 76
z z ) (t)
((uw Z X 7¢,.)/C Z A NP (%
k=1 K K e KTTIN
M , 5
+ (2 AP (%)
ey K7TTON
M
v NPy e (8) = 0 VI - 77

The solution of the above system of equations was
obtained by'ﬁsing a computer“programme developed for
this purpose (see Appendix A). This computer printout
provlides the conveyor designer wi%h relevant values of
the measures of performance for any specifilc wvalues of
arrival rates, service rates, service time ratios, and

" for the storage capacilty. ol

- Equatlons VI-72 through VI-77 can also be solved

by using the generating function techniques as in Case 1.
The roots of the generating function denominator are

given by:

.M M
x = (pZ lk/¢k)/(§

A 1 +
1 k=1 k) [

k=1
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M .M
ukilxk/¢k ukilxk/¢k M
i 1/ 1T + % A] ]
M ™M wo1 K
) lk X Ak -
k=1 k=1
M M
x, = ( ukil M/ by ) / (kil Ak) [ 1 -
M M
L T 1/ L T + L lkj ]
k=1
A T A
k k
k=1 k=1
x =1

Substituting in the generating function equation, one

obtains the following:

_ ¢ b1y - Y2¥2 : _
PlN ( Y102 — Yz201 )'Poc Vi 78
p = ( W92 = Y20, -

10 ( Y10z — Y201 ) Pou Vi 2

where

M M
Y ( Ip £ Aa/6, /0 220 ) (A-x,)% 1=1,2
1 oy XTRTT 24Tk 17 :

M M
(Ipz A/9, /02
1 Nl

N+2
1 1

Q
1l

Md ) (1-x4)x =1,2

1
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and

M M
L adx, {(E
=1 K1 g=

A
1K

e =

by = ( Ak)xi - [

k=1 k

M M .
+ (p I A/6 Y05 X )]x
pe1 KORTO C TR
s M M
+ (pE Ak/¢k)/( X Ak)}
= k:

k=1 1

whete 1=1,2

-

Using the boundary condition

M

A Y/ L0 T A e )/C T AL
K N el

>
il
™=
d
1
—~—
nwm=

k

with equations VI-78 and VI-78, the system's

performance can be evaluated.

Case 3: Conveyors Having More Than Two Input Sources

and Heterogeneous Servers Where Storage of

Variable Capaclity is Allocated at the Second Channel
The‘purpose of the followlng analysis 1s to study
a two-channel conveyor wlth storage of capaclty N at the
second channel and-no storage at the first channel. The

servliece rates are ﬁ s, and ﬁ for the first and the
1 2

second channel respectively. Also, ﬁhe input arrivals
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havg the same characteristics as that studiled in

Case 2. The Kolmogorov-Chapman bifth—death equatlons

describing the system for the steady-state case were

found to be as follows:

M ' M | M
(NP (8) 4 t(u;kflzkmk)/_(kzlxk)].P”(t)
M M
* L B /d’k)/( INI-P (8) =
..... VI - 80
M M M- _
-[( f Ag) + (u2 Elmk/¢k)/(kzl;\k)].POJ(t)
M
+ [(py T A /¢ )/( E A ).Py (t)
k=1 =1
K M M )
* Ll I 0/007C 8 Ay 1120 40 (8)
= 0
where J=1,2,...,N-1 VI - 81.
F
M M M .
LCE )+ (uzkilxk/fk)/(kilxkn.PON(t)
M M :
+ [(ulkilak/cpk)/(kzlxkﬂ.PlN(t) = 0
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M M M
—[(kilkk) + (p;kzllk/¢k)/(k§lak)].Pln(t)
.M _ M
+ [(uzkzllk/¢k)/(k§lxk)]hPl1(t)
M
+ (kzlxk).Poo(t) =0 VI - 83
M M M
-[(kzllk) +.{(kzlxk/¢k)/(kilxk)}(u1+uz)].P13(t)
M M
+ [(uzkzllk/¢k)/(k£lxk)3.P1,j+1(t)
M
+ (kzlxk 5 _
M
+ (Z A VI - 84
* k=1
M M
—[(kilkk/¢k)/(k£l (t)
M M
+ (killk).POM(t) + (killk)'Plsm'l(t) =0

The above system of equations was solved by the
development of a computer programme.

This programme provides the convéyor designer with the
measures of performance.

(Note: The service rate ratilo (ﬁz/u;) is referred to
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as © {THETA; in the computer programme.,)

The previous equations can also be solved by using
the generating function technlque as it was developed
for Ca§es 1l and 2. Define

F.(x) = I P(J,k)x"

J K

]

oo =

1
From equations VI-80, VI-81 and VI-82 one obtains

&

the feollowlng:

M : M M
—[(kzlkk) + (uzkilkk/¢k)/(kzlxk)].Fo(x)
M

- (kzlxk).PnD
M M .

+ [(ulkglxk/¢k)/(k§lxk)],Fl(x)
M M ' T

+ [(ulkzlxk/¢k)/(k£lxk)].Pl0
M M

+ E(uzkzlxk/¢k)/(xk£lxk)].Fo(x) =0

cee. VI - 86

From equations VI-83, VI-84, and VI - 85, one obtailns:

{(‘M (M ) (M ) [('M )
{2 T A/, V/(x T A) + (x £ A) - A
T KR K k=1 K -1 K

1 k



M M

+ (ulkilxk/¢k)/(killk) +
M M
+ (uzkzllk/¢k)/(k£11k)]}.Fl(x)
M --gﬁ N
+ (kilkk)x (1-x).Pyy - [(kilxk)
M M o
+ (ulkzllk/¢k)/(kilxk)-- (kzlxk)x].P10
Mo M
"+-(kilkk)'F°(X) + (kzlxk).Poo =0

From equations VI-86 and VI-87, we obtain:

, : M M
Folx) = {uz[FkﬁlAk/¢k)/(k§1xk)J x(l—x).Plu
M
. N+2
= ul(kzllk) (l"‘X)x * -PlN
M M M

L

[( za)2x3 - ((
k=fk k=1

A )? G T A/6,))%E
k M2 LA/

l

44

M
 A(Xpp EoA/y 03P )
U2k=1 k ¢k 0

"f) RIS Ag) < : A * (s : WY
k=1 k=1 k=1
M M M
SRR xLCT A2 (3u2k§1xk/¢k>
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+ ((uzk§lkk/¢k)/(k§1AR)J2] + x[(uzkgilk/¢k)
m M L
2((pzk£lxk/¢k)/(kglxk))2 + (uatuz)
M M
((kilxk/¢k)/(k§lxk))2j
M M _
- ((uzkzlxk/¢k)/(kilxk))2} VI - §8 

'The roots of the generating function's denominator of

equation VI-88 are glven by:

M M M
x =|[2p2 & A /4, + (M2 5 A/0.0/70 & 2. 0)2
1 [ 2 K Pk e K0 k= X
v )/ ( s )2 ]

4 /0T A
k=1 k ¢k. k=1 k!

+ g ((

M - M
+ SQUARE ROOT OF {((Mz £ a,/¢,)/( £ A, ))°
| k=1 k=1
fhuy o (( : >(M')>2
W1 ¢ oAy + (W2 T a/0,.0/C T 2
oy M 0k oy KO0 B K

" M M ’
X= k=

A )02
k=1 k

1
(( s ERIA 3 ));]} »

+ ((ur T3 /2 ]
femp KPR 2 K :

M M
/200 £AN2 % 2 3 A /]
k=fk *pa1 X
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[[ T A/ b (2 A /6/CE A2
= 2 X /o + ((pH2 E / LA )
X “2k=l K’ Pk 2k=1 k% 1oy K

o M .M
+ a2 (2 A/ )/C T A ))2]
1r2 k=1 KRN 2Tk
_ M M
- SQUARE ROOT OF {((wz2 I A /¢)/( & M) ?
. k=1 k=1

[y s + ((u s | : 2
uy A /6 + ((uz T A /6. )/C L A))
=1 KTk fre1 KRN DK

] M . ' M
+ 2mam2(( Z A /¢, )/C £ A )2

SRS St S -
(Cur & /(1 :>)2jﬂ

+ 1 L A /¢, )/ E A

| mp KRN S TR
M
/ 2[( Z
k=

M
A/ ]

A)E 4y
k k=1

1

*

The solution equations are derived as follows:

- WiYe = Yoyy _

PlN Y102 = Y20; oo VI 89
p = ¥n0z - Y201 | ‘ '_

10 Y102 = 720, Puu_ : Vi 90

where’
. M M. .

v, = w00 2 A /¢, 070 2 2 )]x, (1-x,) 1=1,2"

1 WAt s S G S e LN
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M

U‘i = (& A )(1-x )}EN+2_' o . 1=1,2
k=1 g .
-and ¢ ='{(.¥ A )2x [( 2 X))z + p2 z % /¢, Ix?
_ 1 o K oy K e
- uz(kg SWIRER ‘ 1=1,2

Equations VI-89, VI-90, and VI-91

N M ) : M "M
= L Po,=(Zx.)/ T(ur T Xx./76,)0/C7C r.)
TECIE R R = TR 0 T
M
+ (I Ak)} VI - 91
k=1 , : .

yleld the measures of the'system s performance
It should be noted that the probability of the first
channel belng busy 1is given by equation VI-91 which is ¢
' independe@t of the storage capacity at the séeggd channel.
v T v gt .

‘ s . - “""N. ) P’
Effect of Storage Capacity '

.t

on the Performance of the System

The effect of p1, P25 9, and M on theiperformance
of the closedaloop conveyqr system was invest;gateq
in bhapters ITII, and IV. To stud& the effect of the
ﬁtbrage capacilty bn“the'performance of the two—chagnei{
closed-loop conveyor, the values of the'following
e S

" parameters are kept constaht:

(1) p2=1.0 (traffic intensity of the doublet units
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gquals unityj; and
(11) ¢=2.0 (the service time of a doublet arrival is
thlce that of 2 singlet arrival).
The effect of the storage capacity on the performance
of the system 1s shown in Figures 25a a;d.b.- It 1s
apparent £hat, P‘Ju apprqaches zero, as the storage
capacity.increases. Also, the expected number of unlits
in the system increases with the increase of the R
storage capaclty.

Tt was found that the capaclty of the storagé‘
. does not affect the utilization of the first channel.

The effect of the traffiq intensitles on the

" utilization of the first channel is shown in Figure 25c.

As the traffic intensities Increase, the utiiization'of
the first channel increases.

. When comparing the results of Chapters III,-IV,
and V for the two channel case, 1t 1s advisable to

- allocate storage at the seéond channel, rather than
allowing the lost arrivals to recirculate. This will

résult in a more efficient performance of the system.

—
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Storage Capaclty, N

Effect of -storage capaclty on the
expected number of units in the
system E[nl; p2=1.0
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Figure 25c¢. Effect of traffic intensities on the
utilization of the first channel for’
_a two-channel conveyor with storage
at the second channel.




CHAPTER VII °

SIMULATION ANALYSIS

In the previous chapters of thils dilssergation an
analytical.approach was taken to solve di%?Zient cases
regarding the loading and unlocading of the ordered-
entry closed-loop conveyors..

The purpose of this chapter is to present the
results of the simulation analyéis, and to compare them
with theoreﬁically developed results. Another objJjective
1s to analyze other cases - whilch ére not mathematically
feasible. -

The following cases for two and three channel
conveyors with homogeneous servers héve been examined:

1. Conveyors wilth lost arrivals and no storage
is allowed at any of the servlce channels.

2. Con&eyors with lost arrivals and a storage of
different capacltles was allocated at any of the service
channels. N

3. Convéyors with recirculation, and the
recirculated units have different recirculation times.

4, Distributions of the recirculated units; and

5, Transient-solution of the two-channel closed-
loop conveyor system wlthout storage at any 6f the

-

service channels.

LY

G.P.S.S., (General Purpose Simulation System) was

- 157
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chosen for this study because of 1ts avallability and
flexibility of structure. By employlng gimuwlaticon, a
computer model was developed. Then, it was actuated

by generating input data. The system's behaviour was

then recorded.

Conveyors With Lost Arrivals

The cases, of two and three~channel conveyors wilth
lost arrivals and no storage at any of the service
channels, were studied first. Values of e, were képt
constant while thét of pl‘were increased by decreasing
the service rate (u) and keeping the arrival rate
constant all through the simulation. )

‘A G.P.S.S. flow chart for the two-channel conveyor
is shown in Figure 26. The simulation was carried out
for ten thousand (10,000), twenty thousand (20,000) and
fifty thousand (SQ,OOD) trangsactions. It was found
that the steady-state could be reached at less than
ten thousnad (10,000) transactions. Accordingly,
simulations for Eg;\bhousand'(lo,ooo) transactions
were carrled out for a2ll different values of p1 and p2.
The relationship, between the total number of entries
to the channels and p1 for different values of pz, was
plotted from the simulated results for both the-two and
three-channel conveyor systems, as shown in Figures

27 and, 28.
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GENERATE GENERATE
(singlet) (doublet)

TEST
CHANNEL 1

TEST
CHANNEL 1

TEST
CHANNEL SEIZE . NEL 2
1 1
ADVANCE
K 2k '
0 ' &
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B|ADVANCE ADVANCE |3
k 2k
RELEASE RELEASE

&h & &

Figure 26. Simplified GPSS Flow Chart
g for a Two-Channel Ordered

Entry Queuelng System wilth
Multiple-Polsson Input and

No Storage at each ChannFl

Qg
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Figure 28. Number of entrles to the first channel
with p1; p, fixed for the three
channel case.
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It is obvious, that the number of entries to the
channels decrease with the ilncrease of P Also,-the-
number of entries, per channel, decrease as the order
| of the channels succeed from the first; e.g. the
number of entrles to the first channel is greater than
Ehat of the second channel, and the numbér of entries
to the second channel 1s greater than that of the third
* channel and so on. '
The utilizatlion of the service channels for

different values of pl, and pz,'for poth cases of the
- two and'ﬁhree—channel conveyors, without storage i1s
shown ‘in Flgures 29 and 30, It‘is apparent, that the
utilization of any channél increases with the increase
of p1 and pz. _Héﬁever, 1t should be noted, thdat the
-utilization of the first channel is alwgys greater than
the utilization of the second channel, and that of the
secbnd channel is greater than tbe utilizatlon of the
third channel, for the same values of p1 and pz. This
is true for both the twb and three-channel conveyor
systems. A sample of the input data and the output

results is shown in Table 1.

Conveyors With Storage

Additional simulatlon models were constructed to
study the second case, where storage of different
capacities were allowed at the service charnnels,

Based on Disney and Phillips' results, it is
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) with p,, pz fixed; three channel
conveyor without storage.
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' d
recomméﬁded to éllocate storage at the last channel to
achieve balance and maximum overall effic%ency;'
Storages of different capacities .were allocated at the
sé?vice channel for the two-channel conﬁeyo? system.
Effect of storage capaclty on the percentage utilizat}oh
of the channels 1s shown in Figures 31, 32, and 33.
It seems that the pgycentage of utilization of the
channels increase:& és-'.\the values of both °, and p2 . «
increase.' Storagé éaﬁécity dogs not séem to have any
effect on the channel utilizatlion, but the utilizatlon

of the storage decreases as thelr capacltles increase

according to the data in Filgure 34,

-

_Conveydré With Recirculation

' Simulatioﬁ models, to gtﬁdy the third case, were
developed. In this case; where a two-channelsclosed— *
loop_convéyor was considered, the arriyal first checks
Channel one (1), and if it 1s occupled, the arrival
then checks Cﬂ;;nel'éwo (2). If it is als;{busy,the
arrival- then recirculates and enéérs the system as E
new arrival and repeats the above procedufe, until it
receilves service at either of the channels.

The obJective of this analysis is to investigate
the effect of the recirculation time on the percentage

atilization of the channels., For fixed values of P,

and P, ahd for different values of -the recirculation

-
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time, the utilization of the second service channel is
higher in the case when there is recirculation, than if
there is lost arrivals. The two service channels have 4
almest the samé values of the percentage utilizafion.
These values approach similar values with the ilncrease
of p1 and pz. Also, 1t seems that the recirculation
time does not affect the utilization of the channel, as
shown-in Figures 35 and 36. A sample of these results

is shown in Table 2.

Arrival Distributions ggﬂThe Recirculated Units
It is difficult to determine mathematically, the

distributlion of thi‘redirculated units.' Therefore, the
fourth case of simulation was consildered to determine
'ﬁhe distfibutibn of the recirculated singlet and doublet
uniﬁs. A computer.programme (see appendices) was devel-
oped and the times between the regirculated unlts, after
fhey were d?pied service at the last chaanl, weré‘
‘recorded. 'Also,'the frequency dilstribution gurves“of the
récirculated units were plbtted. it\was found that the
.éf}ival rates of the recirculated units 110w a Poiséoql 
distribution, with means different from the input
Poisson distributions. Thé frequency dlstribution of tﬁe

/

recirculated units is shown in Flgure 37. g

i’ Transient;Solutioﬂ'éi,The Two-Channel Conveyor

The, PLfth case of simulation deals with a transient-



-

Channels .

Average Utilization @f the:

172
{

0.70 -

. 15t @hannel k‘\\\\\\\~ _
0.65 .
0.60

?l ~ 2nd dnannel
0'55 - /
0.50 .

300 690 © 900 ;200 1500 1800

~+ Recimeulation Time
Figure 35. Effect of recirculation time on th
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TABLE 2

Two-Channel Conveyor With Recirculation

Ugilizatlon Utilizatlion
Recirculation of the- of the _
time first second Remarks
channel channel T
: Wwhere:
300 0.651 0.522 1/x2; = 100
600 0.668 0.549 1/u, = 100
900 0.665 0.538 p; = 1.0
1200 0,670 0.552 1/x2 = 1000
1500 0.658 0.532 1/uz2 = 200
1800 0.665 0.545 p, = 0.2
120 0.7h44 0.656 1/21 = 100
240 0.751 0.671 1/u; = 100
360 0.728 0.636 p1:= 1.0
480 0.738 0.648 1/x2 = 500
600 0.729 0.642 1/u, = 200
720 0.729 0.636 pz = 0.4
- 715 0.847 0.796 1/x1. = 100
150 0.826 0.776 1/u; = 100
225 ‘0.816 0.768 p; = 1.0
300 0.817 0.773 1/xz2 = 330
375 0.819 0.783 1/u, = 200
Lt: 450 0.82% 0.787 pz = 0.6 -
50 0.917 0.893 1/x1 = 100
100 0.887 0.867 1/u; = 100
150 0.918 0.908 p, = 1.0
}\ 200 - 0.899 0.886 1/x2 = 250
+ 250 0.887 0.867 1/u, = 200
300 0.889 0.867 p2 = 0.8

|
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Figure 37. Observed‘frequency and the arrival
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solution of the two-channel conveyor without storage

at any of the channels, allowing mﬁltiple Poisson
inputs. Homogeneous serﬁers were allowed at the service
channéls. The time—dependent'equations can be derived

as follows:

dP,, (t) ' U
—— - + .P t + .P t + '} t
3t (Al 12) 00( ) u 10( ) . P“( )
oo R VII -
dp,.. (t) ' .
01— _(a +x +E).P (t) + 2Bp + u.P (%
dt (A1 l2 ¢) o;( ) ¢ UZCt) H 11( )
+ A P (%) . VII -
2 00
dP,, (t) u ' :
—L2_ " . oM, t) + x» .P (& VII -
” 2¢‘ P“( ) Az 01( )
ap. (t) S
—A8-7 o (% +3 4u).P + 2p.P (¢
” (A1 A, ) 1t)(.‘i:) p 20( )‘
+ Y P (&) + A .P (%) VII -
¢ 11 1 00
ar. . (%) . : .
11 o+l
11T o (&, t) + A .P (t) + i .P (t
dt ( i) u P11( )+ 2 10( ). 'A1 01( )
i e e VII -
dap, () . . -
—2L_ "~ = _op.P (&) + A .P (%) ' -VII -
dt < <Tf20 1 10
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Dividing the above equations by u and using the

matrix notatlons, equations"VII -1 to

be written in the followirf? form:

(L/w).P = Aa.P

. s .
P is a column vector. Its elements are:

&

P (.t)
00

P (%)
01

P (%)
02

= I.:].tl(t)

- P ()
11

P (t)

20

VII - 6 can

VII - 7

P 13 another column matrix. Its elements are:

-

Poo(t)

POI(%)

P (%)

02

10
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Pll(t)

qu(t)

and A 1s a 6x6 square matrix.” Its elements are:

'-(p1+p2) é 0 1 0 0

o ?(pl+p2+$) : 0 1 0

0 P, -% 0 0 0

é? P, 0 0 —(p1+92+11 % 2
0 o0 0, -3 o

0 0 0 o, 0 -2

The analytical s&lu;ion of equation VII - 6 is
feasible. Silnce we are ;nterested‘in the numerical
solution; a computer broéramme (see appendices) was
run to calculate the values of the probabilities and to
plot the time for the different values of 61 and pz.ﬂ
Let ¢=2, 1.e. the service;timelof the doublet unlt is

/=
twice that of the singat-unit. Samples of the trans-’

ient;solutions aref:éwn in Flgures 38 and 39. It is
important to note, that the time needed to reach the
steadywstqte 1s reduced by increasing the values of

the traffic intensities p, end pzué

T
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Comparison Between the

Theoretical and Simulated Results

Figures 40a and b show the relationship between
the traffic intensities and the probability of an
arrival having no wait prior to service for the two
and three channel conveyors wlth homogeneous Servers.
The valdes of p, (doublet's traffic intensity) are
kept constant, while the vlaues of p1 (singlet's
traffic intensity) are increased by an increment of 0.1.
~_ From the graphs, it is apparent that there 1s an
agreement between the theoretical and simulated results.
Also, the simulated results pdssess higher values. than
the theoretical ones. One explanation , of this, is
£hat this difference is due to the nature of the
simulation analysis; when calling the random numbers to
generate values for the arrival and service rates.
~These values of the random numbers do not fall in the
same range as those values from theoretically assumed

distributions.

=
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results. A three-channel conveyor
with homogeneous servers.
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CHAPTER VIII

SUMMARY, AND CONCLUSIONS

%

This research lnvestigated the multl-item, muiti—
loading and‘multi—unloédingIconveyor systems under
various conditions, The‘ahalyses and findings of this .
research can be summarized as follows: |

1. Conveyor systems wilth lost arrivals: These
conveyors are without storage at any of the channels,
with either homogeneous or heterogeneous servers. It
was found that the probability of the sygtem being
1dle can be minlmized, by setting the doublet's traffic
intehsity at a high level, whille increasing the value
of the singlet's traffic iﬁtensity untll the level of
probébility speclfled by the production-system is
achieved.l This will also haximize_the expected number’
pf‘units in the system. The reverse, however, is not
as efficient.

As the number of servlice channels increases, the
performance of the system increases. However, fhere_
is a cgrtaih value of the ﬁumber ofhchannels beyond
which the performance of the system does not seem té
be affected. |

Computer programmes were developed to solve the
steady-state probability equations and to .determine the

values of these probabilities for any number of
- P

184
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channels (M) and for any value of the traffic intensities
p1 and pz. _

2. Conveyor systems wlth recirculation: These
| conveyors are without storage at any of the dhannels
with either homogeneous or heterogeneous servers.
Arrivals that are denied service at the service channels
are allowed to recirculate: It was found that an
ihcrease of thé percentage of the reclrculated singlet-
0} doublet units leads to‘an improvement in the
system's performance. . |

3. Conveyor systems ﬁith storage: Storage was
allocated at the last channel where homogeneous Servers
were allowed. It was found that as the storage
capaclty increases, the system's performance is more
efficient. ‘ '

The findings of thls research suggest a numﬁer'of
conclusions:

1. This research has clearly demonstrated the
feasibillity of solving the multi-item, multi-channel
conveyor systems through the application of queueing
theory.

2, Closed-loop conveyor systems wlth multiple~-
inputs are more efficient than those with a single
input,

3. Allowing units on the conveyor system with

a high service time ratio (the service time of -the

’
s
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doublet unit to that of the singlet) will lead to
improvement in the system s performance\\‘

4. Allocating storage at the last channel will
result in a more efficient conveyor system, than
allowing the lost arrilvals to recirculat Generally,
cibsea-loop;conveyors with storage at_th:tzgst ehannel
are more efficient than those without storage.

5, Increasing the qumbepJof sefffee channels
leads to an imsrovement in the performance of the
‘'system. However, there i1s 2 certain value of the
" number of channels beyond which the perfermance does
not seem-to be affected.

§. Tpaffic intensity of the doublet arrivals has
a significant effect on the performance of tﬁe system.
As the doublets traffic intensity increases, the
-performence of the system will improve.

7. In the two-channel conveyor,systems,'the
utilization of the second sertice channel ipcreasee
by allocating storage at that chanhel.

8. The utilieation of the first service channel
for the closed-loop conveyor system with lost arrivals
1s always greater than the utilization of the second
chaﬁnel, and that of the second channel i1s greater than
the utllizatlon of the third channel, and 50 on.

9. The utilization of the first service channel

for the closed-loop conveyor system with storage at
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"the second channel, 1s independenf of the capacit& of
the storage. .

10. Allowing recirculation will improve the
system's performance. However, the recirculation time“\;
has no effect on the utilization of the service
fadilities. : . -

11, The findings are relevant for conveyor
designers as they attempt to determine the®optimal

parameters of the conveyor that can maximize bthe

performance and efficlency under given cost'constfaintsu

Suggestions For Future Research

There are many facets of the ordered entry
conveyg? serviced queueing systems which need to be
analyzed. The following areas are suggested for future
.research: |

1. Solution of M-channel closed-loop conveyor
systems wilth multiple Poisson input where storage 1s
allowed at each channel;

| l2. M-channel closed-loop cdnveyor systems with
more than two types of arrivals where homogeneous or
heterogeneous servers are allowed at the service
_channels; |

3. Analytilcal analysls for the distribution of
the recirculated units; |

4. Solution of the above cases wilth dlfferent



188
Y . ) >
arrival distributlions other than Polsson arrivals;

5. Applying queueilng theory to analyze'conveyor
‘systems with\multiple.ihputs other than the closed-loop
“conveyor systems; and

6. Cost analysis involving the relatidnships
which exist between the addition of extra servers, extra
stofage and allowing recirculation on the system's

performance.
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APPENDIX A

This appendix conslsts of computer programmes which
study and _simulate the closed-loop conveyor system.

Appendix A 1s composed of the following programmes:

FIGURE

FIGURE

-.FIGURE

FIGURE

FIGURE

FIGURE

FIGURE

FIGURE

41.

42,

43.
by,
45,
46.

u-?o

o

Computer programme coded in Fortran IV
to study the effect of the nupber of
service channels on the performance of
the system.

Computer programme coded in Fortran IV
to study the effect of storage capacity
on the performance of a two-channel

closed-loop conveyor having more than two

Inputs. ‘ :

Computer programme coded in Fortran IV
to solve the transient equatlons of a
two-channel closed-loop conveyor with

- lost arrivals.

[}

Computer programme coded in G.P.3.S. 360
to simulate a two-—-channel conveyor with
lost arrivals.

Computer programme coded in G.P.S.S. 360
to simulate a two-channel conveyor where
a storage of capacitles 4 and 1 are

Qa1lowed at the first and second channel,

respectively.

Computer programme coded in G.P.S.S. 360
to plot the frequency distribution of the

‘recirculated units for a two-channel

conveyor,

Computer programme coded in G.P.S.S3. 360
to simulate a two-channel conveyor with a
storage of unit capacity at the second
channel. '

Computer programme coded 1n G.P.S.S. 360
to simulate a two-channel conveyor with
reclrculatlion.
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FIGURE 41

P

CLOSED LOOP CONVEYOR SYSTEM WITH M CHANNELS
MEASURES OF PERFORMANCE

DIMENSION A(15),B(15),P00(15),EN(15),PRW0O(15),
1FAC(15)

DIMENS%ON POOS(20 20,20),ENS(20,20,20),PRWOS(20,
1,20,20 .
DIMENSION MM1(20,20,20),Y(20), x(2o) N
AMOVE=-1. . R
CALL PLOTID('SAYED ABDELRAZIK' 'U14900X2981)

CALL NLIMIT(200.)

FAC(1)=1, R

DO 100 II=2,14

FAC(II}=FAC(II-1)*II

A(1)=1.0

B(1)=0. ) )

DO 50 I=4,20,

PS=I ’ ™

R2=PS/20.

DO 70 J=4,20,4

QS=J .

R1=QS/20 - .
WRITE(6,60)R1,R2 ST~
FOHMAT(GX 'PRAFFIC INTENSITY Rl=',F10.5 6x:?TRAFFIc
1INTENSITY R2=',F10. 5) (’

C=R1+2%¥R2 \‘J

DO 10 M=2,13

ID = M -1

A(M)=A(M~1)+(1/(FAC(M=1))*¥(C**ID))

IF(M.EQ.2)G0T0 25
B(M)=B(M-1)+(1./FAC(M-2))* (C*¥*¥ID)

IF(M.GT.2)G0TO 10

B(M)=B(M-1)+C*¥ID

CONTINUE

DO 30 Ml=2,12

POO(M1)=1./A(M1+1)

EN(M1)=B(M1+1)¥PO0O(M1) .

PRWO(M1)=A(M1)*¥POO(M1)
WRITE(6,40)M1,P00(M1),EN(M1),PRWO(ML)

FORMAT{6X, 'NUMBER OF THE CHANNELS=',I2,6X,'P00=",
1F10.7,6X,'EN=',F10.7,6X, 'PRWO=",F10. 7)

POOS(I J Ml) POD (ML)

ENS(I, 3 Ml) =EN(M1)

PRWOS(I,J,M1)=PRWO(M1)‘

MM1(I,J,M1)=M1

CONTINUE

CONTINUE

A(1)=0.0
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CONTINUE

MM=0 °

DO 901 I=4,20,4

DO 90 J=4,20,4

DO 91 M1=2,12
Y{(M1-1)=P00S(I,J,ML)
X(M1-1)=MM1(I,J,M1)
CONTINUE -

CALL CALCO2(X,Y,13,AMOVE,6.,5.,0.,
YY=Y(I)/¥(I3)"
XX=X(I)/X(13)
IF(MM.NE..0)GOTQ 111
CALL SYMBOL(XX,YY,0.14, 3HR2— 0.,3)
MM=MM+1 .

CONTINUE

AMOVE=0.

CONTINUE

AMOVE=10,

CONTINUE

AMOVE=15.

MM=0

DO 920 I=4,20,4

DO 92 J=h, ,20 u

DO 93 Ml= 2 12
Y(M1-1)=ENS(I,J,M1) ,
X(M1-1)=MM1(I,J,M1) °®

~ CONTINUE
. CALL CALCO2(X,Y,13,AMOVE,6.,5.,0.,2.

YY=y(I)/¥(13)

XX=X{I)/X(13) «

IF(MM.NE.Q)GOTO 112

CALL SYMBOL(XX,YY,0.1h4,3HR2=,0.,3)
MM=MM+1

CONTINUE

AMOVE=0,

CONTINUE

AMOVE=10.

CONTINUE

AMOVE=10.

MM=0

DO 940 I=4,20,4 -

DO 94. J=4,20,4

DO 95 M1=2,12 - :
Y(M1-1)=PRWOS(I,J,M1) .
X(M1-1)=MML(T,J ML)

CONTINUE

CALL CALCO2(X,Y,13,AMOVE,6.,5.,0

- YY=Y(I)/Y(13)

XX=X(I)/X(13)
IF (MM.NE.0)GOTO 113

»0.

030

-

,0.

,0.2,0,1,2)

,1.0,0,1,2)

02012)
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CALL SYMBOL(XX,YY,0.14,3HR2=,0.,3)

MM=MM+1.
113 CONTINUE
AMOVE=0.

94 - CONTINUE
- AMOVE=10.

940  CONTINUE
CALL PLTEND(15.)
STOP
END

SR



20

15

16
35

ko

50

193

FIGURE 42
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CLOSED LOQP CONVEYOR SYSTEM HAVING MORE THAN TWO -
INPUT SOURCES WITH STORAGE OF CAPACITY M AT THE

SECOND CHANNEL .

DIMENSION A(30, 30),B(30,1), AA(900)

DO 10 M=1,20
Ml=M+1 :
N=M1#¥242

WRITE (6,20) M,N

FORMAT(6X,'STORAGE CAPACITY M=!
1EQUATIONS N=! I2)

S=5

DO 15 I=1,S .
R(I)=I/20.0 S
BSS(1)=0.0 x
BSS(I) BSS(I)+R(I)
BS=BS3(5)

R1(1)=0.05

DO 16 J=2,8

SR=J

.R2(J)=J/20.0

PHI(J)=3

ASS(J) ASS(J)+R2(J)/PHI(J)
AS=ASS(S)/BS
WRITE(6,35)BS,AS

,12,6X,'NUMBER OF

FORMAT(6X,'BS=‘,FlO.S,GX,'AS=‘,F10.5)

DO 40 II=1,N
DO 40 JJ=1,N

"A(II,3J)=0.0

B(II,1)=0.0
A(l1,1)=-BS
A(1,2)=AS
A(1,M+3)=AS
MEK=M+1

DO 50 K=2,MK
A(K,K)==(BS+AS)
A(K,K+M+2)=AS
A(K,K+1)=AS
CONTINUE

-A(M+2,M+2)=-(BS+AS)

A(M+2, N)-As

A(M+3 M+3)——(BS+AS)
A(M+3,M+4)=AS

A(M+3,1)=BS

DO 60 IK=1,M

A(IK+M+3, IK+M+3) =-BS+2%AS)
A(IK+M+3, TK+M+U)=AS
A(IK+M+3,IK+M+2)=BS . -

Y



b

60

70

80
90

2d00

250
254

256
22
900

24
10

194"

A(IK+M+3,IK+1)=BS
CONTINUE

A(2¥M+h4 N)=—2%AS
A(2%M+4 ,M+2)=BS3

. A(2%M+l4 N-1)=BS

Do 70 ILS=1,N

A(N,TLS)=1.0

B(ILS,1)=0.0

CONTINUE

B(N,1)=1.0

WRITE(G 80)

FORMAT(6X 'PROBABILITY MATRIX') .
WRITE(6, 90)((A(IH JH) ,JH=1,N) ,TH=1,N) ‘
_FORMAT (6X,6(F15. 59) k.
NN=N#¥N.

MNF=0

DO 2000 I=1,N

DO 2000 J=1,N

AA(MNF+1)=A(J,I)

MNF=MNF+1

CONTINUE

CALL SIMQ{AA,B,N,KS)

WRITE(6, 250)(B(I 1) I=1,N)

FORMAT(6X,'*** SOLUTION ¥EET 6(F15.9))

X=0.

KI=M+1

DO 254 I=1, KI

X=X+B(I+1, 1)*1

CONTINUE:

¥=0.

JIK=M+2

DO 256 T=1,JIK

Y=Y+B(1+M+2,1)*I

CONTINUE

EN=X+Y

WRITE(6,22) EN

FORMAT(6X "KE¥R¥¥X¥ EXPECTED NUMBER OF UNITS **#
1EEER R F15 7)

PRINT 900

.FORMAT (6X,T*¥¥¥¥ END OF CASE *¥¥¥¥1)

PRINT 24 :
FORMAT( l-x-********************************-}E 1 )
CONTINUE

STOP -

END )
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FIGURE 43
EXTERNAL VECTOR
DIMENSTION YY(1000),XX(1000),22(1000),RR(1000),
18S(1000),UU(1000), SUM(1000) ,TT(1000)
REAL *8x(25),XDOT(25)
COMMON R1,R2
REAL PLT(200)
NN=0.
AMOVE=-1.
CALL PLOTID('SAYED ABDELRAZIK','G14900U332"')
CALL NLIMIT(350.)
N=6
H=0.09
T=0,0
DO 16 J3=10,20,10
R2=JJ/20.
DO 15 II=10,20,5 -~
R1=II/20
WRITE(6,50)R1,R2
FORMAT(SX 'R1=',F12.5,5X,'R2=",F12. 5)
X{(1)=1.0 ,
X(2)= 0,0D0 N
X(3)= 0.0D0 -
X(4)= 0.0D0
X(5)= 0.0D0
X(6)= 0.0D0O
DO 1 I=1,500
TT(I)=T
CALL RKINT(T,X,N,
WRITE(6,44)T,X(1)
FORMAT(8(1X,E15.7
XX(I)=xX(1) ~
YY(I)=X(2)
ZZ(I)=X(3)
RR(I)=X(4)
SS(I)=X(5)

N,G,VECTOR) '
31){(2),3((3),}((1!),X(S),X(6),SUM(I)

T UU(I)=X(6)

CONTINUE - .
CALL CALCO2(TT,XX,502,AMOVE,5.0,5.0,0.,100.,0.,
'10.2,0,1,2)

TTL=TT (50 )% (1. /TT(502))

XX1=XX(50)* (1, /xx(502))

CALL SYMBOL (TT1,XX1,0.14,3HP00,0.0,3)
YY(501)=XX(501)

YY(502)=XX(502

CALL ?ALCO2(TT ,¥¥,502,0.00,5.0,5.0,0.,100.,0.,0.2,
10,1,2

TT2=TT(100)#* (1. /TT(502))
YY2=YY(100)¥(1./YY(502))

.CALL SYMBOL (TT2,Y¥2,0.14,3HP01,0.0,3)
27(501)=YY(501)

ZZ2(502)=YY(502)
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CALL CALCO2(TT,2%,502,0.00,5.0,5.0,0.,100.,0.,0.2,

10,1,2)

732 TT(lBO)*(l./TT(502))

223=2Z(150)¥(1./2Z(502))

CALL SYMBOL (TT3,ZZ3,0.14,3HP02,0.0,3)
RR(501)=22(501)

RR(502)=22(502)

CALL ?ALCOE(TT ,RR,502,0.00,5.0,5,0,0,,100.,0.,0.2,
10,1,2

T TT(200)*(1./TT(502))

RR4=RR(200)*(1./RR(502))

CALL SYMBOL(TTY4,RR4,0.14,3HP10,0.,3)
SS(501)=RR(501) _

SS(502)=RR(502)

CALL CALCO2(TT,SS, 502 0 00,5.0,5.0,0.,100.,0.,0.2,

10,1,2)

TTS TT(250)*(1./TT(502))
S55=88(250)%(1./35(502)) .

CALL SYMBOL (TT5,855,0.14,3HP11,0.,3)
UU(501)=88(501)

UU(502)=858(502)

CALL CALCO2(TT,UU,502,0.00,5.0,5.0,0,,100.,0.,0.2,

10,1,2)

T~ TT(350)*(1./TT(502))
UU6=UU(350)%(1,/UU(502))

CALL SYMBOL (TT6,UU6,0,14,3HP20,0.,3)
NN=NN+1
AMOVE=15,
T=0.0
CONTINUE
CONTINUE .
CALL PLTEND(45.)
STOP

_END

k-

SUBROUTINE RKINT(T,X,M,H,VECTOR)
EXTERNAL VECTOR
REAL¥8 X(25),XDOT(25),K1(25),K2(25),K3(25),Kl4(25),

1SAVEX(25)

DO 10 J=1,N
SAVEX(J)=X(J)

CONTINUE

T=T4+1

CALL VECTOR(T X,XDOT,N)
Do 11 J=1,N

Kl(J)=XDOT(J)
X(J)=SAVEX(J)+0.5¥H¥K1(J)
T=T+0,5%H
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CALL VECTOR(T,X,XDOT,N}
DO 12 J=1,N
K2(J) = XDOT(J)} .
12 X(J)=SAVE(J)+0.5*H*¥K2(J)
CALL VECTOR(T,X,XDOT,N)
DO 13 J=1,N
“K3(J)=XDOT(J)
13 X(J)=SAVEX(J)+H¥K3(J)
T=T+0.5%¥H :
CALL VECTOR(T,X,XDOT,N)
DO 14 J=1,N
. K4 (J)=XDOT(J) ‘ . C
14 x(J)=SAVEX(J)+(H/6)*(Kl(J)+2*K2(J)+2*K3(J)+Ku(J))
RETURN
END

SUBROUTINE VECTOR (T,X,XDOT,N) =

REAL ¥8 XDOT(25),X(25)

COMMON R1,R2
¥DOT(1)=-(R1+R2)¥X(1)+X(U)+X(2)/2. :
XDOT(2)=—(R1+R2+1./2, )¥X(2)+X(3)+R2¥X(1)+X(5)
XDOT(3)=-X(3)+R2¥X(2)

XDOT( B )=—(RI+R2+1.)¥X (U )+2¥X(6)+X(5)/2.+R1¥X(1)
XDOT (5)=-1,5%¥%(5)+R1¥X(2)+R2¥X(4)
XDOT(6)=-2.¥X(6)+R1¥X (L) :

RETURN . ‘

END



198.

FIGURE 44

SIMULATE

SIMULATION OF A CLOSED-LOOP CONVEYOR SYSTEM

WITH TWO CHANNELS, EACH HAVING NO STORAGE AND

ALLOWING MULTIPLD POISSON INPUTS AND THE

SERVICE RATE AT EACH CHANNEL IS EXPONENTIALLY

DISTRIBUTED.

DEFINITIONS:

CHALl AND CHA2 ARE THE NAMES OF CHANNELS 1 & 2

RESPECTIVELY :

XPDIS IS THE EXPONENTIAL DISTRIBUTION FUNCTION
UNIFO FUNCTION RN1,C11l

0,0/0.1,1/0:2,2/0.3,3/0. g ,4/0.5,5/0.6,6/0.7, 7/0 8 8/0 9,
9/1 0, lO

E R I

XPDIS  FUNCTION  RN1,C24
0,0/.1,.104/.2,.222/.3,.355/.4,.509/. 5,.69/.6,.915/.7,
1.27.75.1.387.8,1.6/.84,1.83/.8872.127.9,2.3/. 9 ,2.52/

94,2, 81/. 95,2. 99/ 96,3.2/. 97 3.5/. 98,3. 9/. 99,4.6/.995,

5.3/.998,6. 2/.999,7/. 9998

LUC

CHEC

BTIME
BYBYE

LEA

FVHRIABLE
GENERATE
GATE NU
SEIZE
ADVANCE
RELEASE
TABULATE
TERMINATE
GATE NU

" SEIZE

ADVANCE
RELEASE
TABULATE
TERMINATE
TABLE
TERMINATE
GENERATE
GATE NU
SEIZE
ADVANCE
RELEASE
TABULATE
TERMINATE
GATE NU
SEIZE
ADVANCE
RELEASE
TABULATE
TERMINATE

FNSUNIFO¥ 1
100 ,FN$XPDIS
CHA1,CHEC
CHAL

70, ,FN$XPDIS

‘CHAL

BTIME

1
CHA2,BYBYE
CHA2

70 ,FN$XPDIS
CHA2

BTIME

1

%1,5,5,39
280,FN$XPDIS

. CHA1,LEA

CHA1

140 ,FN$XPDIS
CHAL

CTIME

1
CHA2,SALAM
CHAZ

140 ,FN$XPDIS

CHAZ2
CTIME
1

CHECK CHAL
SEEK SERVICE CHAl

. LEAVE CHAl

CHECK CHA2
SEEK SERVICE CHA2

LEAVE CHAZ

CHECK CHAl
SEEK SERVICE CHAl

LEAVE CHAl

CHECK CHAZ2
SEEK SERVICE CHAZ2

LEAVE CHAZ



CTIME
SALAM
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TERMINATE 1

TABLE M1,5,5,30
TERMINATE 1 :
START 200,NP
RESET

~ START 10000 -

* END
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‘FIGURE 45

SIMULATE

SIMULATION OF A.CLOSED-LOOP CONVEYOR SYSTEM WITH
TWO CHANNELS AND MULTIPLE POISSON INPUTS WHERE
THE SERVICE RATE AT EACH CHANNEL IS EXPONENTTALLY
DISTRIBUTED. A STORAGE CAPACITY (4) AND (1) ARE
ALLOWED AT THE FIRST AND SECOND CHANNELS,
RESPECTIVELY.

DEFINITIONS:

CHAL AND CHA2 ARE THE NAMES OF CHANNELS 1 & 2
RESPECTIVELY.

XPDIS IS THE EXPONENTIAL DISTRIBUTION FUNCTION
UNIFO FUNCTION RN1,C11 '
0,0/0.1,1/0.2,2/0.3,3/0.u,u/o.s,s/o.ﬁ,s/o.7,7/0.8,8/0.9,
9/1.0,10 :

XPDIS FUNCTION RN1,C24
0,0/.1,;1ou/.2,.222/.3,.355/.4,.509/.5,.69/.6,.915/.7,
1.2/.75,1.38/.8,1.6/.8&,1.83/.88,2.12/.9,2.3/.92,2.52/.9&,
2.81/.95,2.99/.96,3.2/.97,3.5/.98,3.9/¢994.6/.995,5.3/

* N kK O K K K K K

.998,6.2/.999,7/.9998,8

LUC  FVARIABLE FN$UNIFO*1
GENERATE  100,FN$XPDIS . fﬁﬁ\\\
GATE NU  CHA1,NOT .
SEIZE CHAL y :
ADVANCE  100,FN$XPDIS ‘
RELEASE  CHA1
TABULATE  BTIME
TERMINATE 1 - :

NOT  GATE SE  STRS,MASH

) ENTER STRS

GATE NU  CHAL -
LEAVE STRS
SEIZE CHA1
ADVANCE  .100,FN$XPDIS
RELEASE  CHA1
TABULATE  BTIME
TERMINATE 1

MASH GATE NU  CHA2,SMASH
SEIZE CHA2
ADVANCE  100,FN$XPDIS
RELEASE  CHA2
TABULATE  BTIME
TERMINATE 1 :

SMASH GATE SE  STR,NOTT -
ENTER STR
GATE NU  CHA2
LEAVE STR
SEIZE CHA2



BTIME
NOTT

LoT

NAS

SSM

CTIME
NOTL
STR3
STR

ADVANCE
RELEASE
TABULATE
TERMINATE
TABLE
TERMINATE
GENERATE
GATE NU
SEIZE
ADVANCE

RELEASE

TABULATE
TERMINATE
GATE SE
ENTER
GATE NU
LEAVE
SEIZE
ADVANCE
RELEASE
TABULATE
TERMINATE
GATE NU .
SEIZE ™
ADVANCE
RELEASE
TABULATE
TERMINATE
GATE SE
ENTER
GATE NU
LEAVE
SEIZE
ADVANCE
RELEASE
TABULTAE
TERMINATE
TABLE
TERMINATE
STORAGE
STORAGE
START
RESET

- START

END
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100,FN$XPDIS
CHA?2

BTIME

1

M1,5,5,30
1
1000 ,FN$XPDIS

CHA1,LOT

CHA1
200,FN$XPDIS
CHA1

CTIME

1

STRS,NAS
STRS

CHAL

STRS

CHAL

200 ,FN$XPDIS
CHA1

CTIME

1

CHA2,SSM
CHA2
200,FN$XPDIS
CHA2

CTIME

1

STR, NOTL

STR

CHA?2

STR

CHA2

200 ,FN$XPDIS
CHA2 ,
CTIME

1
My,5,5,30
1

b
1
200,NP

10000
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N FIGURE 46

SIMULATE

SIMULATION OF A CLOSED-LOOP CONVEYOR SYSTEM WITH
TWO CHANNELS AND ALLOWING MULTIPLE POISSON
INPUTS WHERE THE SERVICE RATE AT EACH CHANNEL IS
EXPONENTIALLY DISTRIBUTED. _

THIS PROGRAMME IS TO DETERMINE THE FREQUENCY
DISTRIBUTICN OF THE RECIRCULATED UNITS,
DEFINITIONS:

CHALl AND CHA2 ARE THE NAMES OF CHANNELS 1 & 2
RESPECTIVELY.

XPDIS IS THE EXPONENTIAL DISTRIBUTION FUNCTION

UNIFO FUNCTION RN1,C11
0,0/0.1,1/0.2,2/0.3, 3/0 4,4/0.5,5/0.6,6/0.7,7/0.8,8/0.9,

9/1. 0, 10

XP IS

, /-1’

FUNCTION RN1,C24

.10&/.2 .222/. 3,.355/ 4,.509/.5,.69/.6,.915/.7,

+2/.75,1.38/.8,1.6/.84,1,83/.88,2.12/.9,2.3/. 92 2.52/
. M 2.81/. 95,2.99/. 96,3.2/.97,3.5/. 98,3.9/. 99,4 .6/. 995,
5.3/. 998,62/, 999,7/. 9998 8

LUC

CHEC

BYBYE

BTIME
ROWH

FVARIABLE FN$UNIFO*1
GENERATE 100,PN$XPDIS

GATE NU ~ CHA1l,CHEC CHECK CHAl
SETIZE - CHA1 SEEK SERVICE CHAL
ADVANCE 60,FN$XPDIS '

RELEASE CHA1 . LEAVE CHAl
TABULATE BTIME : '
TERMINATE 1

GATE NU .  CHAZ2,BYBYE CHECK CHAZ
SEIZE CHAZ2 ‘SEEK SERVICE CHAZ2
ADVANCE 60 ,FN$XPDIS

RELEASE CH LEAVE CHA2
TABULATE BTIME - .
TERMINATE 1f

GATE SE TR ,ROWH
ENTER STR
GATE.NU- CHAZ2
LEAVE STR
SEIZE CHAZ2

ADVANCE 60,FN$XPDIS
RELEASE CHA2
TABULATE BTIME

TERMINATE 1 ' N
TABLE M1,5,5, 30 '

ENTER . LINE

QUEUE ~ ONE

SEIZE RIP

DEPART ONE=
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ADVANCE 100,FN$XPDIS
RELEASE  RIP .~

LEAVE LINE :
TERMINATE 1 e
‘  GENERATE  120,FN$XPDIS
GATE NU  CHAI,LEA CHECK CHA1l
SEIZE CHAL SEEK SERVICE CHAl
ADVANCE  120,FN$XPDIS
RELEASE ~ CHA1l ~ LEAVE CHA1

TABULATE CTIME
TERMINATE 1 i
LEA GATE NU CHAZ2,SALAM ~—  CHECK CHAzZ

SEIZE CHAZ2 SEEK SERVICE CHAZ2
ADVANCE 120,FN$XPDIS
RELEASE CHAZ LEAVE CHAZ2

TABULATE CTIME
-TERMINATE 1
SALAM GATE SE STR,COWH

ENTER STR

GATE NU - CHA2

LEAVE STR

SETZE CHA2 g?/~
ADVANCE 120,FN$XPDIS
RELEASE CHA2 A

TABULATE  CTIME
: TERMINATE 1.
CTIME TABLE M1,5,5,30

COWH TERMINATE 1
RLIME TABLE RT,10,10,50,100
INQUE QTABLE ONE,0,100,20

LINE SOTRAGE 190
STR STORAGE 10

START 100,NP
RESET
START 10800

&_// =P | ' '
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FIGURE 47

SIMULATE

SIMULATION OF A CLOSED-LOOP CONVEYOR WITH TWO
CHANNELS AND ALLOWING MULTIPLE POISSON INPUTS
WHERE THE SERVICE RATE AT EACH CHANNEL IS -
EXPONENTIALLY DISTRIBUTED. NO STORAGE IS AT
THE FIRST CHANNEL AND A STORAGE CAPACITY (2) IS
AT THE SECOND CHANNEL.

DEFINITIONS: .
CHAX AND CHAZ2 ARE THE NAMES OF CHANNELS 1 & 2,
RESPECTIVELY

XPDIS IS THE EXPONENTIAL DISTRIBUTION FUNCTION
FUNCTION RN1,Cl1l

0,0/0.1,1/0.2,2/.3,3/0.4,4/0.5,5/0.6,6/0.7,7/0.8,8/0.9,

9/1 0,10

XPDIS
0,0/.1,

1.2/.75,1.38/.8.,1.6/.84,1.83/.
9“ 2. 81/ 95,2, 99/ 96,3. 2/ 97,3. 5/ 98,3. 9/ 99,4 / g

FUNCTION RN1, col
.104/.2,.222/.3,.355/.4,.509/.5,.69/.6,.915/.7,
8872.127.9,2.3/.62,2.527
95

L]

5.3/. 998 6.2/. 999,7/. 9998 8

LuUC

CHEC

BYBYE

BTIME
ROWH

FVARIABLE FN$UNIFO*1
GENERATE  100,FN$XPDIS

GATE NU CHA1l,CHEC CHECK CHAl

SEIZE CHAl SEEK SERVICE CHAl
ADVANCE 40,FN$XPDIS

RELEASE CHAL LEAVE CHA1l

TABULATE BTIME
TERMINATE 1 ’

GATE NU CHA2 ,BYBYE CHECK CHA2

SEIZE CHAZ  SEEK SERVICE CHA2
ADVANCE 40,FN$XPDIS

RELEASE CHA2 LEAVE CHA2

TABULATE BTIME
TERMINATE_ 1.
GATE SE STR,ROWH

ENTER STR

. GATE NU  CHA2 |
LEAVE STR
SEIZE CHA2

ADVANCE  40,FN$XPDIS

RELEASE  CHA2

TABULATE  BTIME

TERMINATE 1 J

TABLE M1,5,5,3

TERMINATE 1 VA

GENERATE  200,FN$XPDIS

GATE NU  CHAL,LEA CHECK CHAL -



LEA

SALAM

CTIME
COWH
STR

SEIZE
ADVANCE
RELEASE
TABULATE
TERMINATE
GATE NU
SEIZE
ADVANCE
RELEASE

" TABULATE

TERMINATE
GATE SE
ENTER
GATE NU
LEAVE
SEIZE
ADVANCE
RELEASE
TABULATE
TERMINATE
TABLE
TERMINATE
STORAGE
START
RESET
START

END
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CHA1
80,FN$XPDIS
CHAL

CTIME

1
CHA2,SALAM
CHA?2
80,FN$XPDIS
CHA2

CTIME

1

STR,COWH
STR

CHA2

STR

CHAZ2

80 ,FN$XPDIS
CHA?2

CTIME

1

M1,5,5,30

1 X

2

200,NP

10000

Ia

T

SEEK SERVICE CHAl

LEAVE CHAl

CHECK CHAZ

SEEK SERVICE CHAZ2

LEAVE CHAZ
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FIGURE 48

SIMULATE
SIMULATION OF A CLOSED-LOOP CONVEYOR SYSTEM
WITH TWO CHANNELS AND ALLOWING MULTIPLE POISSON
INPUTS, WHERE THE SERVICE RATE AT EACH CHANNEL
IS EXPONENTIALLY DISTRIBUTED. RECIRCULATION
IS ALLOWED.
DEFINITIONS:
CHAl AND CHA2 ARE THE NAMES OF CHANNELS 1 & 2
RESPECTIVELY '
.XPDIS IS THE EXPONENTIAL DISTRIBUTION FUNCTION
UNIFO FUNCTION RN1,Cll .
0.0/0.1,1/0.2,2/0.3,3/0.4,4/0.5,5/0.6,6/0.7,7/0.8,8/0.9,
9/1.0,10 S
XPDIS FUNCTION  RN1,C24 : 7
0,0/.1,.104/.2,.222/.3,.355/.&,.509/.5,.69/.5/{915/.7,
1.2/.7551.38/.8,1.6/.8&,1.83/.88,2.12/.9)2,3'.92,2.52,

A

/.94,2.81/.95,2.99/.96,3.2/.97,3.5/.98,3.9/.99,4.6/
.995,5.3/.998,6.2/.999,7/.9998,8
GENERATE  100,FN$XPDIS
CKL  GATE NU CHAL,CHEC
SEIZE CHAL SEEK SERVICE CHA1
ADVANCE 100 ,FN$XPDIS
RELEASE  CHAL LEAVE CHAL
TABULATE BTIME
TERMINATE 1
CHEC GATE NU  CHA2,BYBYE CHECK CHA2
SEIZE CHA2 SEEX SERVICE CHA2
ADVANCE 100,FN$XPDIS
RELEASE  CHA2 LEAVE CHA2
TABULATE  BTIME
TERMINATE 1
BTIME TABLE M1,5,5,30
BYBYE ADVANCE 300
TRANSFER  ,CKL
GENERATE 660 ,FN$XPDIS
CRF  GATE NU  CHAL,LEA o
SEIZE CHA1 SEEK SERVICE CHA1
ADVANCE 200, FN$XPDIS
RELEASE  CHAL LEAVE CHA1
TABULATE ~ CTIME .
TERMINATE 1
LEA  GATE NU CHA2, SALAM CHECK CHA2
SEIZE CHA2 SEEX SERVICE CHA2
ADVANCE.  200,FN$XPDIS .
RELEASE - CHA2 LEAVE CHA2
TABULATE  CTIME
TERMINATE 1



CTIME TABLE
SALAM ADVANCE
TRANSFER
. START
RESET
START
END

S

'
—t

. eoT

M1,5,5,30 -
0

30
,CRF
200,NP

10000



APPENDIX B
.Two-channel closed-loop conveyor'system with storage of
unit capacity at.the second channel.
Appendix B shows the effect of traffic intensities

. on the steady-state probabilities and the measures 'of
the system's performance.
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p1 fixed.

.375
43 |
p,=0.1 )
. 300 ///////,7 T—
0.2
. .3
:::::;/f”—ﬂ;_aﬁi_ﬁ_::::::::::::::::::::
0.6 |
.150 /A g.a >—-§
0. ] ‘ '
.075 924?/
0% 0.2 0.4 0.6 0.8 1.
Doublet's Traffic Intensity, P,
Figure 50.

01 with 92;



211

0.000 )
0.0 6.2 . 0.4 0.6 0.8

Doublet's Traffic Intensity, o,

' )
Figure 51. Change of probability P _ with p ;/
p, fixed. L2 2

4

~
—7



" 0.30

'~ Probability, Pys

0.24

L)
=
oo

Q
[)%]

o
o.
o)

0.0%

LY

7/
—

.0 0.2 0.4 0.6 0.8

Doublet's Traffic Intensity, p

Figure 52. Change of probability P03 wlth pz;

pi fixed.

1.

\\'\‘ —

0



Pio

Probabllity,

o

(=]

o

.30

.2h

.18

.12

.06

.00

213

0

N

0.2

AN

\\\

N

74

N
p1=0ul

~

N

\\\

N
~—

T
\

/4

.0 . 0.

0

4 0.

6 0.

L

. Doublet's Traffic Intensity, 0,

Figure 53.

Change of probablllty P
p  fixed. 19

with pz;

0



o

Probability, Pi,

o

214

.175
,;5£%§%Z:Eﬁﬁﬁf““-\

140 //f fﬁ§\\\
. .jﬁj::///” 0.5 ;‘“-\\\\\;::EEEEEEE
.105 Aéj:::j::::: - \\\\‘H“‘~::::::::::

. i .
070 //ﬁz///////,” 22 \\\\\\\ﬁ\\
. 1=0.1 -

1

0 0.2 0.4 0.6 0.8 1.

Doublet's Traffic Intensity, p2

Figure 54. Change of probabllity
P
1

f;xed.

P11 with pz;



P
o 12 5

Prcbability,

o

.225

.180

215

135

.070F

.045

.000

.0 0.

Figure 55.

Doublet's Traffic Intensity, p2

Change of probabllity P with p_;
P fixed, e 2

2 0.4 0.6 0.8 1.

0



6.20
1.0
0..1’6 \ \
2 \\\\\
o \
: 0.5 \\
£0-08 \ AN
o 0.4 \
G ‘\\\\\\\. ‘\\\\\\\\\::::::::::
L .
EO.OH \uj\\\k\\\\:\\\\
p,=0.1 | T R S —
0.00 ' —
0.0 ' 2 ' 0.4 0.6 0.8 1.
(:j Doublet's Traffic Intensity, P,
Figure 56. Change of probability P

216

-

p1 fixed.

20 with Pz;



o

o

i

Probabllity, P,,

o

125

.100

075

.050

.250

.000
0.

217

/// /

=

<

p,=0.

e

0 0,

Flgure 57.

2 0.4

0.6

0.8

Doublet‘s'Traffic"Intehsity, e,

p1 fixed.

Change of probability P

21 with pz;

. 0 .



218

0.10 —
0’.08 2:3 \
0.8 \\\\
0. 06 F— q
" 0.7 \\
= LNON N
RN
‘%0.02 O'i\\\\\\\\\\
°-9%.0 0.2 0.4 0.6 0.8 1.0

Doublet's Traffic Intensity, P,

Figure 58, Change of probabillty P with p ;
P, fixed. 30 2



219

0

1.

//////7

/4

By O
gV [en] oy [ =r o
- Ta - L)

9]

— o (s ]
[u]d ws3lsLg ayy UT S3TuUn JOo gaquny pajoadxy

Doublet's Traffic Intensity, p

o2

the system

Expected number of units in

with pz, p1 fixed.

Figure 59.

o e e e s w < o



220

.0

\\\\

0

\\\\\

0

0.4

.2

\\\\\\\

0

1-

ol
o

(X&)

=
.

o ’ o
(o=n)¥g *LqTTTqRA0ad

0.2

oo

2

Doublet's Trarfi% Intensity, o

Change of probability, P {w=0) with

Figure 60.

r

: 1xed.
p, 5 b, Tixe



) Probability > PQ 0

1.0

o
[e)

o
£

i x

0.2

221

\.
-

.0 2.

Figure 61.

0

.o 6.0

Service Tiﬁe Ratio; L

Change of probabllity P

P, fixed at 0.2.

00

== - N
8.0 10.0
with ¢;



Expected Number of Units in the System, E[n]

e—

222

5.0 —
k.o
s
P e
o
2.0 T '
o 0.2 L1
y %///
=TT
0.0 Vo

o

N
\
4=

(@2

(e el

10
Service Time Ratlo, ¢

Figure 62. Expected number of units in the system
E[n] with ¢, pl_fixed at 0.2,



{w=0)

o

r

Probability, P

o

o
.

223

\

N

p2=0.2

/]

<
N\

A\

\
\
\\
N

Ay

[

.0 "0,

Figure 63.

2 ‘ 0 L]

4

0l6 O'

Service Time Ratio, ¢

p1 fixed at 0 2.

Change of Probability P, (w=0) with ¢,



APPENDIX C

Three-channel closed—ioop conveyor wlth leost arrivals.

Appendix C contalns figures to show the effect of :
traffic intensities on the steady-state probabilities
and the measures of the system's performance, Also,
the relationships between the traffic intensities and
the average utillzation of the service channels are
included. ’
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APPENDIX D 3

M-channel cloéed—loop conveyor with 1ost‘9rrivals.

.

Appendix D illustratés e effect of the number of
service channels on the (ystem's measures of
performance.
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