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Abstract 

Relational databases ruled the Information Technology (IT) 

industry for almost 40 years. But last few years have seen sea 

changes in the way IT is being used and viewed. Stand alone 

applications have been replaced with web-based applications, 

dedicated servers with multiple distributed servers and dedicated 

storage with network storage. Cloud computing has become a 

reality due to its lesser cost, scalability and pay-as-you-go model. 

It is one of the biggest changes in IT after the rise of World Wide 

Web. Cloud databases such as Big Table, Sherpa and SimpleDB 

are becoming popular. They address the limitations of existing 

relational databases related to scalability, ease of use and 

dynamic provisioning.  Cloud databases are mainly used for data-

intensive applications such as data warehousing, data mining and 

business intelligence. These applications are read-intensive, 

scalable and elastic in nature. Transactional data management 

applications such as banking, airline reservation, online e-

commerce and supply chain management applications are write-

intensive. Databases supporting such applications require ACID 

(Atomicity, Consistency, Isolation and Durability) properties, but 

these databases are difficult to deploy in the cloud. The goal of 

this paper is to review the state of the art in the cloud databases 

and various architectures. It further assesses the challenges to 

develop cloud databases that meet the user requirements and 

discusses popularly used Cloud databases.   

Keywords: Cloud computing; Cloud Databases; Database 

Architectures. 

1. Introduction 

Information Technology (IT) department of any 

organization is responsible for providing reliable 

computing, storage, backup and network facilities at the 

lowest feasible cost. Huge investment in IT infrastructure 

works as a hindrance in its adoption especially for small 

scale organizations. Cash-strapped organizations look for 

alternatives which can reduce their capital investments 

involved in purchasing and maintaining IT hardware and 

software so that they can get maximum benefits of IT. 

Cloud computing (CC) becomes a natural and ideal choice 

for such organizations and customers. Cloud computing 

takes benefit of many technologies such as server 

consolidation, huge and faster storage, grid computing, 

virtualization, N-tier architecture and robust networks. It 

delivers highly scalable and expensive infrastructure with 

minimal set up and negligible maintenance cost. It 

provides IT-related services such as Software-as-a-Service, 

Development Platforms-as-a-Service and Infrastructure-as-

a-Service over the network on-demand anytime from 

anywhere on the basis of “pay-as-you-go" model. It is a 

fast growing concept changing the IT related perceptions 

of its users. Elasticity, scalability, high availability, price-

per-usage and multi-tenancy are the main features of 

Cloud computing. It reduces the cost of using expensive 

resources at the provider’s end due to economies of scale. 
Quick provisioning and immediate deployment of latest 

applications at lesser cost are the benefits which force 

people to adopt Cloud computing.  

 

Cloud computing has brought a paradigm shift not in the 

technology landscape, but also in the database landscape.  

With more usage of Cloud computing, demand for 

provisioning of database services has raised. Provisioning 

of Cloud databases is known as Database-as-a-Service in 

Cloud terminology. The main objective of the paper is to 

explore the trends in Cloud databases and analyze the 

potential challenges to develop these databases. The 

structure of paper has been divided into six sections. 

Second section describes Cloud databases. Third provides 

an overview of common types of databases. Section 4 

discusses major challenges to develop cloud databases. 

Fifth summarizes existing cloud databases followed by 

conclusions. 

2. Cloud Databases 

Massive growth in digital data, changing data storage 

requirements, better broadband facilities and Cloud 

computing led to the emergence of cloud databases [1]. 

Cloud Storage, Data as a service (DaaS) and Database as a 

service (DBaaS) are the different terms used for data 

management in the Cloud. They differ on the basis of how 

data is stored and managed. Cloud storage is virtual 

storage that enables users to store documents and objects. 
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Dropbox, iCloud etc. are popular cloud storage services 

[2]. DaaS allows user to store data at a remote disk 

available through Internet.  It is used mainly for backup 

purposes and basic data management. Cloud storage 

cannot work without basic data management services. So, 

these two terms are used interchangeably. DBaaS is one-

step ahead. It offers complete database functionality and 

allows users to access and store their database at remote 

disks anytime from any place through Internet. Amazon’s 
SimpleDB, Amazon RDS, Google’s BigTable, Yahoo’s 
Sherpa and Microsoft’s SQL Azure Database are the 
commonly used databases in the Cloud [3].  

 

Cloud database is a database delivered to users on demand 

through the Internet from a cloud database provider's 

servers.  Cloud databases provide scalability, high 

availability, optimized resource allocation and multi-

tenancy. A cloud database can be a traditional database 

such as MySQL and SQL Server. These databases can be 

installed, configured and maintained on a Cloud server by 

the user himself. This option is popularly called the “Do-

it-Yourself” approach (DIY). Few providers offer ready-

made database services such as Xeround’s MySQL [4]. In 
“Do-it-Yourself” approach, the developers manually 
ensure reliability and elasticity service. Selection of a 

DBaaS solution reduces the complexity and cost of 

running one’s own database. It spares the developer from 
the hassles of tedious management tasks of the database. 

Cloud databases provide improved availability, scalability, 

performance and flexibility at lesser price. Conventional 

DBMS (Data Base Management System) deals with 

structured data which is held in databases along with its 

metadata. While Cloud databases can be used for 

unstructured, semi-structured data or structured data. Data 

stored in files of various types where the metadata was 

either unavailable or incomplete is called unstructured data. 

Cloud databases are able to support changing storage 

requirements of Internet-savvy users who deal more with 

unstructured data, user created content such as documents 

and photos.  Shared-nothing and shared-disk are two 

widely-used storage architectures in database systems.  

2.1Shared-nothing Storage Architecture 

Shared-nothing Storage architecture involves data 

partitioning which splits the data into independent sets. 

These data sets are physically located on different database 

servers. Each server processes and maintains its piece of 

the database exclusively which makes shared-nothing 

databases easily scalable. Due to inherent scalability, 

applications designed to work on shared-nothing storage 

architecture are suitable for Cloud. But data partitioning 

used in this architecture does not work well with cloud. It 

is very difficult to virtualize a shared-nothing database as 

it becomes very complex and difficult to maintain due to 

data partitioning. It needs a piece of middleware to route 

database requests to the appropriate server. As more 

servers are added, data has to be repartitioned. Data 

partitioning should be done very carefully, otherwise data 

shipping (passing of the information from one machine to 

the other machine for processing) and joining will become 

difficult.  More data shipping means more latency and 

network bandwidth bottlenecks. These issues reduce 

database performance badly. Shared-nothing Storage 

architecture is also used mainly for data-intensive 

workloads. IBM and Oracle released their shared-nothing 

implementation of DB2 in 1990 and September 2008 

respectively for scalable analytical applications of data 

warehouses. Amazon’s SimpleDB, Hadoop Distributed 
File System and Yahoo’s PNUTS also implement shared-

nothing architecture [5-7].  

2.2 Shared-disk Database Architecture 

Shared-disk Database Architecture treats the whole 

database as a single large piece of database stored on a 

Storage Area Network (SAN) or Network Attached 

Storage (NAS) storage that is shared and accessible 

through network by all nodes. It requires fewer low-cost 

servers.  It is easy to virtualize them as each compute 

server is identical. It separates the compute from the 

storage as any number of compute instances may work on 

the entire data. Middleware is not required to route data 

requests to specific servers as each node/client has access 

to all of the data. Hence, it is more suitable for On-Line 

Transaction Processing applications.  Oracle RAC, IBM 

DB2 pureScale, Sybase etc. support this architecture [11]. 

Table 1: Comparison of shared-nothing and shared disk storage 

architectures 
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Shared-

Disk   

N Y  Y Y  Y  Y Low Y 

Note: N-No, Y- Yes 

3. A Comparative Study of Relational 

Databases and NoSQL Databases  

In the earlier stages of computerization, there was more 

demand for transaction processing applications. As the 

database industry matured and people accepted computers 

as part and parcel of their lives, analytical applications 

became the focus of enterprises. Now they wanted to store 
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data not only for transaction processing, but to analyze 

consumer trends and business needs. Enterprises want to 

use analytical knowledge to enhance their business value. 

So, enterprise applications are broadly categorized into 

transactional and analytical applications. Relational 

databases played dominant role in handling transactional 

data. Later on, industry leaders like IBM and Oracle added 

analytical capabilities to their relational databases for data 

mining applications. In the mean time, number of 

databases such as Column databases, Object-oriented 

databases etc. came into market [12-13]. But they could 

not overpower the relational databases. Then Internet 

revolution and web 2.0 applications started producing 

massive sparse and unstructured data. RDBMS are not 

suitable for handling massive sparse data sets with loosely 

defined schemas. The need to store and process such big 

data defined the role of NoSQL databases in the database 

technology as Cloud databases. RDBMs and NOSQL 

databases are briefly discussed as follows: 

 3.1 Relational Databases 

The concept of relational databases is forty years old.  It 

worked best in the era of hardware limits such as small 

disk space, little memory, slow processor speed and 

limited networking. It has rigid database architecture based 

on tables, columns, indexes, relationships and schema. 

Data is stored in tables with predefined complex 

relationships. Column indexes are used for faster search. 

Highly skilled Developers and DBAs are required for 

database design and maintenance.  Conventionally, they 

are used for transactional databases. They include details 

at the lowest granularity. They contain sensitive and 

operational data such as employee data and credit card 

numbers to handle critical business operations. These 

databases are not well suited for Cloud environment as 

they do not support full content data search and are 

difficult to scale beyond a limit [14-15].  

3.2 NoSQL databases 

NoSQL means ‘Not Only SQL’ or ‘Not Relational’. A 
NoSQL database is defined as a non-relational, shared-

nothing, horizontally scalable database without ACID 

guarantees. NoSQL implementations are classified further 

into key/value stores, document stores, object stores, tuple 

stores, column stores and graph stores. They can store and 

retrieve unstructured, semi-structured and structured data. 

They are item-oriented. A domain can be compared to a 

table and contains items having different schemas. The 

items are identified by keys. All data relevant to a 

particular item is stored within that item. It improves 

scalability of these databases as complex joins are not 

required to regroup data from multiple tables. They have 

the ability to replicate and distribute data over many 

servers. They are dynamically provisioned on demand. 

They have emerged to address the requirements of data 

management in the cloud as they follow BASE (Basically 

Available, Soft state, eventually consistent) in contrast to 

the ACID guarantees. So, they are not suitable for update-

intensive transaction applications.  They provide high 

availability at the cost of consistency [16-17]. 

Table 2: Comparison of RDBMS and NoSQL databases 

RDBMS NoSQL Databases  

Data within a database is 

treated as a “whole” 

Each entity is considered an 

independent unit of data and 

can be freely moved from 

one machine to the other 

RDBMS support centrally 

managed architecture. 

They follow distributed 

architecture. 

They are statically 

provisioned. 

They are dynamically 

provisioned. 

It is difficult to scale them. They are easily scalable. 

They provide SQL to query 

data 

They use API to query data 

(not feature rich as SQL). 

ACID (Atomicity, 

Consistency, Isolation and 

Durability) Compliant; 

DBMS maintains 

Consistency. 

Follow BASE (Basically 

Available, Soft state, 

Eventually consistent); The 

user accesses are guaranteed 

only at a single-key level. 

They support on-line 

Transaction Processing 

applications. 

They support web2.0 

applications. 

ORACLE, MySQL, SQL 

Server etc. are popular 

RDBMS. 

Amazon SimpleDB, 

Yahoo’s PNUTS, CouchDB 
etc. are popular NoSQL 

Databases. 

4. Challenges to Develop Cloud Databases  

Cloud DBMSs should support features of Cloud 

computing as well as of traditional databases for wider 

acceptability, which is a Hercules’s task. The potential 
challenges associated with cloud databases are as follows: 

 
Fig. 1.  Possible issues in makeup of cloud databases. 
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4.1 Scalability 

The main feature of Cloud paradigm is scalability which 

implies that resources can be scaled-up or scaled-down 

dynamically without causing any interruption in the 

service. It puts challenges on developers to develop 

databases in such a way that they can support and handle 

unlimited number of concurrent users and data growth. 

Enterprises deal with huge volumes of data. Adding 

additional servers on demand solve the problem of 

scalability, only if the process and workload are 

parallelizable. Scalability requirement of transactional data 

is lesser in comparison to analytical data.   

4.2 High availability and Fault Tolerance 

Availability of database implies that database is up and 

running 365 X 24 X 7.  It becomes necessary to replicate 

data across large geographic distances to provide high data 

availability, durability and high levels of fault tolerance. 

Amazon’s S3 cloud storage service replicates data across 
“regions” and “availability zones”.  

4.3Heterogeneous Environment 

Users want to access diverse applications from different 

locations and devices such as mobiles, tablets, notepads 

and computers. Since user applications and data 

(structured or unstructured) vary in nature, it becomes 

difficult to predefine how users will use the system. 

4.4 Data Consistency and Integrity 

Data integrity is the most critical requirement of all 

business applications and is maintained through database 

constraints. The lack of data integrity results in unexpected 

outputs. Cloud databases follow BASE (Basically 

Available, Soft state, Eventually consistent) in contrast to 

the ACID (Atomicity, Consistency, Isolation and 

Durability) guarantees. So, Cloud databases support 

eventual consistency due to replication of data at multiple 

distributed locations. It becomes difficult to maintain the 

consistency of a transaction in a database which changes 

too quickly especially in the case of transactional data. 

Developers need to follow BASE approach cautiously. 

They should not compromise data integrity in their over 

enthusiasm to move to cloud databases. 

4.5 Simplified Query Interface 

Cloud Database is distributed. Querying distributed 

database is a major challenge that cloud developers face. A 

distributed query has to access multiple nodes of cloud 

database. There should be a simplified and standardized 

query interface for querying the database. 

4.6 Database Security and Privacy 

Data physically stored in a particular country, is subject to 

local rules and regulations of that country. The US Patriot 

Act allows the government to demand access to the data 

stored on any computer. Amazon S3 only allows a 

customer to choose between US and EU data storage 

options.  If data is encrypted using a key not located at the 

host, then it is little safer. Risks are involved in storing 

transactional data on an untrusted host. Sensitive data is 

encrypted before being uploaded to the cloud to prevent 

unauthorized access. Any application running in the cloud 

should not have the ability to directly decrypt the data 

before accessing it. Providing security and privacy to 

different databases on the same hardware is also a big 

challenge. 

4.7 Data Portability and Interoperability 

Vendor lock-in is a key obstacle in the adoption of cloud 

databases. Users want the liberty to move from one vendor 

to another without any hassles. It can be avoided through 

portable and interoperable components. Data Portability is 

the ability to run components written for one cloud 

provider in another cloud provider’s environment. 
Interoperability is the ability to write a piece of code that is 

flexible enough to work with multiple cloud providers, 

regardless of the differences between them. Currently, 

there are no standard API to store and access cloud 

databases. Legacy applications should be able to work 

with cloud databases.  Cloud databases should also be able 

to interface with business intelligence tools already 

available in the market [18-19]. 

5. Industry Practices in Cloud Databases 

Cloud databases are designed for low-cost commodity 

hardware. They scale out easily by distributing the 

database across multiple hosts/nodes as the load increases. 

NoSQL databases have become synonym for cloud 

databases. Few commonly used cloud databases in the 

industry are described below. 

5.1 Amazon Simple Storage Service (S3) and 

Databases 

Amazon S3 is Internet based storage service. It stores 

objects up to 5GB in size along with 2 KB of Meta data for 

each object. Objects are organized by buckets. Each 

bucket is owned by an AWS (Amazon Web Services) 

account. The buckets are identified by a unique, user-

assigned key. Buckets and objects are created, listed and 

retrieved using either a REST or SOAP interface. Amazon 

offers MySQL, Oracle and Microsoft SQL Server virtual 

instances of databases for deployment in its Amazon 
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Elastic Compute Cloud (EC2) cloud. Even third party 

management providers like Elastra and Rightscale offer 

MySQL images. Scaling is not easy with MySQL but it 

can be done. EnterpriseDB’s Postgres Plus Advanced 
Server, a transactional database also runs in Amazon’s 
cloud. Earlier Storage was tied to the EC2 instance. 

Termination of instance means loss of data associated with 

that instance. With Amazon’s Elastic Block Store (EBS), 
user can choose to allocate storage volumes that persist 

reliably and independently from EC2 instances. Amazon 

Relational Database Service (RDS) is also a web service 

that makes it easy to set up and scale a relational database 

in the Cloud. It is designed for developers or businesses 

that require the full features and capabilities of a relational 

database. It gives access to the capabilities of a MySQL, 

Oracle or SQL Server database engines running on 

Amazon RDS database instance [20-21].  

5.2 Amazon SimpleDB 

It is a highly available, scalable and flexible non-relational 

data store. It works closely with Amazon S3 and Amazon 

EC2 to provide the ability to store, process and query data 

sets in the cloud.  It is NoSQL and name/value pair data 

store. It offers a simple interface of Get, Post, Delete and 

Query to run queries on structured data.  It is comprised of 

domains, items, attributes and values. A domain is 

comparable to a table or a worksheet in a spreadsheet e.g. 

employee table. Domains are further comprised of items 

(rows) and items are described by attribute-value pairs. 

Unlike a spreadsheet, it allows cells to contain multiple 

values per entry. Each item can have its own unique set of 

associated attributes(e.g. item “1” might have attributes 
“Basic” and “tax” whereas item “2” may have attributes 
“Basic”,  “tax” and “Saving”. It provides scalability by 
allowing user to partition the workload across multiple 

domains. Initially, user is allocated a maximum of 250 

domains. User can choose between consistency and 

eventual consistency. But with complex applications, it is 

difficult to maintain data integrity. It allows user to 

encrypt data before saving it. It does not decode the data 

but query directly on the strings stored. It automatically 

manages replication, indexing of data and performance 

tuning [22]. 

5.3 Google App's Bigtable 

It is a distributed storage system based on GFS (Google 

File system) for structured data. It implements a replicated 

shared-nothing database. It has been successfully deployed 

in many Google products like Google app engine. It allows 

a more complex data store than SimpleDB. It allows 

entities and properties comparable to tables and columns. 

One can create an entity by creating a python object. The 

Google Datastore API also allows a get, put, delete format 

for accessing data. It also offers a non-SQL language 

called GQL () which is not as feature rich as SQL. Select 

statements in GQL can be performed on one table only. 

GQL does not support the “Join” statement [23, 24]. 

5.4 MapReduce 

It is an easy-to-use programming model that supports 

parallel architecture. It is very scalable and works in a 

distributed manner. It is useful for massive data processing, 

large scale search and data analysis in the cloud. It 

provides an abstraction by defining a “mapper” and a 
“reducer”. The “mapper” is applied to every input 
key/value pair to generate an arbitrary number of 

intermediate key/value pairs. The “reducer” is applied to 
all values associated with the same intermediate key to 

generate output key/value pairs. It has sufficient 

expression capability to support many real world 

algorithms and tasks. It can partition the input data, 

schedule the execution of program across a set of 

machines, handle machine failures and manage the inter-

machine communication.   But it cannot be compared to 

database systems [25].  

5.5 Hadoop 

It is a programming framework for implementing 

MapReduce across large grid of servers. It is distributed in 

nature and has better scalability than relational and column 

store databases. It is more suitable for unstructured data. It 

is not for mixed workloads, complex data structures and 

multitasking. Hadoop is a Java based open source project. 

With the support from Yahoo, Hadoop has achieved great 

progress. It has been deployed in a large system with 4,000 

nodes and is used in many large scale data processing 

tasks. It enables the addition of Java software Components 

and provides HDFS (Hadoop Distributed File System) and 

has been extended to include HBase, a column store 

database [26].   

5.6 Windows Azure Cloud Storage 

 The aim of Windows Azure Storage is to let users and 

applications access their data efficiently from anywhere at 

any time using simple and familiar programming API.  

They can use scalable storage to store any amount of data 

for any length of time on pay per use basis. It supports 

structured as well as unstructured data, NoSQL databases 

and queues.  It provides three data abstractions: Blobs, 

Tables and Queues. Blobs provide a simple interface for 

storing named files along with metadata for the file. Tables 

provide structured storage.  A Table is a set of entities, 

which contain a set of properties. Queues provide reliable 

storage and delivery of messages for an application. All 

information held in Windows Azure storage is replicated 

three times which allows fault tolerance [27]. 
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5.7 Microsoft SQL Server Data Services (SDDS) 

It is a key/value data store, which is also called the cloud 

extension of Microsoft’s SQL Server. It integrates with 
Microsoft’s Sync Framework, which is a .NET library for 
synchronizing dissimilar data sources. It provides schema-

free data storage, SOAP or REST APIs and a pay-as-you-

go payment system. It has three core concepts: Entity, 

Container and Authority. Entity is a property bag of name 

and value pairs. Container is a collection of entities. 

Authority is collection of containers and acts as a billing 

unit [28]. 

5.8 Sherpa 

It was popularly known as PNUTS in earlier publications.  

Data is organized into tables of records with attributes. 

Tables can be hashed or ordered. It supports blob data type 

along with typical data types. It is a simplified relational 

data model. It supports selection and projection from a 

single table and avoids join operation. Data is replicated 

asynchronously.  It can operate in high availability or high 

consistency mode. Hadoop can use Sherpa as a data store 

instead of the native HDFS [29]. 

5.9 Dynamo 

It is a highly available, scalable and distributed key-value 

data-store used by Amazon’s core services. It uses 
eventual consistency to achieve high level of availability 

i.e. it can write anywhere and update will eventually 

propagate to all replicas asynchronously. There is no 

record structure or indexes in Dynamo. It permits only 

single key updates.  It makes extensive use of object 

versioning and application-assisted conflict resolution [30].  

5.10 MegaStore  

It blends the scalability of a NoSQL data-store and the 

convenience of a traditional RDBMS to meet the storage 

requirements of interactive Internet services such as e-mail, 

documents, social networking. It uses synchronous 

replication to achieve high availability and a consistent 

view of the data. It provides transactional (ACID) 

guarantees within an entity group. It is a flexible data 

model with user-defined schema, full-text indexes and 

queues [31]. 

5.11 CouchDB 

CouchDB is a free, open-source, Apache project since 

early 2008. It is a document-oriented database written in 

Erlang. It belongs to NoSQL generation of databases. 

Documents (i.e. records) are stored in JSON (JavaScript 

Object Notation) format and are accessed through an 

HTTP interface. It allows "views" to be dynamically 

created using JavaScript. These views map the document 

data onto a table-like structure that can be indexed and 

queried. It does not support a non-procedural query 

language. It achieves scalability through asynchronous 

replication. It has unique capability to serve as a self-

contained application server and database [32].  

5.12 MongoDB 

MongoDB is a GPL (General Public License) open source 

document-oriented JSON database system being 

developed at 10gen by Geir Magnusson and Dwight 

Merriman.  It is designed to be a true object database, 

rather than a pure key/value store. It stores data in JSON-

like documents with dynamic schemas. It provides the 

speed and scalability of key-value stores and rich 

functionality like indexes and dynamic queries of 

relational databases. It provides horizontal scalability [33]. 
 

Though NoSQL databases are widely accepted as cloud 

databases in the database landscape, they are not a solution 

for all problems. They can work easily with large sparse data, 

but do not provide transactional integrity, flexible indexing, 

querying and SQL. They are not able to connect with 

commonly used Business Intelligence tools. It is difficult to 

find experienced NoSQL programmers, developers and 

administrators to install and maintain them.  So, Cloud 

databases should be used with full awareness of their 

limitations. 

6. Conclusions 

Massive data generated by web-based applications have 

changed the whole database scenario. Cloud databases 

appear to be a good solution for handling such data. 

Moreover, all organizations cannot afford to set up 

expensive data center infrastructure for managing their 

own databases. The growing popularity of Cloud databases 

is marking the beginning of new era of databases. Though 

cloud databases are not ACID compliant, they are able to 

handle massive workloads of web-based applications, 

which do not require such guarantees. Different Cloud 

databases are available in the market. They share similar 

concepts and features such as schema free database, simple 

API, eventual/timeline consistency, scalability 

synchronous/asynchronous replication etc. But each has its 

unique API, query interface, data model and database 

functions.  These concepts need to be standardized for 

their better growth.  Cloud computing and Cloud databases 

are set to rule the next decade by overcoming the 

limitations they have. 
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