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CloudLines: Compact Display of Event Episodes in Multiple 

Time-Series 
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Fig. 1. CloudLines visualization of key politicians appearing in the news during February 2011 . The technique allows detection of 
visual clusters in a compressed view of multiple time series, enhanced with distortion interaction techniques for individual data item 
analysis. 

Abstract- We propose incremental time-series visualization technique with interactive distortion as a way to deal with time-based 
representations of large and dynamic event data sets in limited space. Modern data analysis challenges in the domains of news 
publishing, network security and fi nancial services require scalable solutions that will help th e users to analyze the event data on 

atomic level while retaining the temporal context. The incremental nature of the data implies that visualizations have to necessarily 
change their content and still provide comprehensible representations. In this paper, we deal with the need to keep an eye on recent 

events together with providing a context on the past and making relevant patterns accessible at any scale. Our method adapts to 
the incoming data by using a decay function to let the items fade away according to their relevance. Since access to details is 
also important, we also provide a magnifying lens technique which takes into account the distortions introduced by the logarithmic 

time scale to enhance readability in selected areas of interest. We demonstrate the validity of our techniques by applying them on 
incremental data coming from online news streams in different time frames. 

Index Terms- Incremental Visualization, Event-based Data, Lens Distortion. 

INTRODUCTION 

Online news sources publish news that report on real-world events of 

di fferent importance. The data is generated at non-equidistant time 

intervals, making it different f rom other time series data, such as any 

typc of mcasurcmcnt data, which is samplcd at fixcd timc intcrval s. 

Each data item in news streams carries valuable information in both 

its timestamp and its content. On the other hand, when these virtual 

even.ts come from di fferent sources, but are related to the same real

world event, they create sequences (event episodes) that differ in im

portance based on their volume and time density. Thi s dual nature of 

such event-based data creates signifi cant challenges for its analys is. 

In the last years a lot of research has been conducted on time series 

representations. One of the lines in research is how to deal with recent 

data, which has more importance than the data that was acquired be

fore, and how to put the incoming data in the context of the past. Also, 

in many applications, there is a need to have direct access to individual 

data items in multiple time series. However, time series datasets are 

often very long, and the amount of data makes analysis of individual 

data items very dirAcull. U suall y, data is either aggregated or sampled 

to reduce overplotting, thus leading to the loss of information. Besides 

using automated algorithms for analysis, such as pattern detection or 

measuring simil ari ty, many tasks could be more effi cientl y solved by 

using interactive visualization tools that would include the analyst at 

di fferent stages of the exploration process . 
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A nother important aspect of today's time series data is that it usu

ally comes in dynamic information streams, which puts additional con

straints for visual representation of such data. The visuali zation has to 

be incrementally updated, without distracting the user and his under

standing of the data that he is working with. In many applications, 

such as the analysis of news, network traffic or financial data, con

current analysis of multiple series is needed, which allow the analyst 

to make sense about ongoing relationships between the di fferent cat

egories of time series data. Limited screen space makes thi s type of 

analysis uif'fi cull. Whil e some research has been conuucled on visual 
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Fig. 2. Step-by-step construction of a single CloudLine. (top) A sequence of event data on a linear timeline, where each event is represented by a 

circle. It is practically impossible to distinguish between the high and low density areas. (midd/e) The same sequence after mapping the importance 

function to opacity of each circle. Importance function is described in Section 4. The change in opacity levels shows the structure of the sequence 

better. However, overplotting and the fact that maximum opacity can be reached very quickly don't allow for finer details in high density areas to be 

shown. (bottom) Importance function mapped to both opacity and size of the circles. Several event episodes can be identified much more easily. 

representations that would allow the user to explore the low level de

tails of interest within long time series, to the best of our knowledge 

there is little work that deals with multiple time series event data. 

To address these issues we developed CloudLines, a technique for 

interactive visual analysis of multiple time series event data. We use 

timeline distortion techniques to accommodate more space for recent 

data for interaction with individual data items. At the same time, we 

employ Focus+Context approach to allow inspection of data points 

in highly compressed areas. While giving direct access to individual 

data points (events), our technique also allows quick detection of event 

episodes, i.e. high density sequences of events. . 

In this paper we describe the following contributions: 

• A compact visualization for time series event data, which: 1) 

takes into account the distribution of the data points, 2) shows 

recent data with minimal overlap, and 3) allows easy detection 

of important event episodes. 

• A lens-based interaction for direct access to overlapping events. 

• Demonstration of the approach by applying it to multiple time 

series acquired from the real-world news streams. 

2 PROBLEM DESCRIPTION 

In this paper, we are addressing the problem of designing a compact 

display for multiple event-based long time series data, which would 

provide global overview of the whole dataset and allow atomic anal

ysis of individual events. Besides the fact that the limited screen real 

estate causes high overlapping of these data, we are also addressing the 

problem of putting the more relevant recent data in the context of the 

past. Our space-efficient so luti on helps in comparing multiple time se

ries at once, while it can also be used for displaying single time series 

when vertical space is limited (for example, on the screens of mobile 

devices). 

Data . We're working with events, i.e. time-stamped data points 

that arrive in data streams at non-equidi stant time intervals. The 

changing rate at which the events arrive creates new data processing 

and visualization challenges, which usually do not exist when work

ing with streaming data that comes in at regular intervals, such as any 

type of measurement data. Additionally, each event contains not just 

a numerical value, but is rich in content, providing meta information 

that is of great interest for the user. Therefore, it is important to allow 

direct interaction with events on the atomic level. Events can belong to 

different categories, or we can acquire different event data streams for 

which simultaneous analysis is needed. Since our timestamps are not 

equidistant, sequences of events that are close in time can he defined 

as event episodes. These high density areas are of great importance, 

because they show important local features of the event data stream. 

On the other hand, low density areas could be under certain conditions 

regarded as noise. 

3 RELATED WORK 

3.1 Time Series Visualizations 

A lot of research has been conducted on visual analysi s of time series . 

A framework for categorization of different approaches is described by 

Aigner et al. [I] . In [24], Muller and Schumann provide a review of 

time-dependent data techniques. Pixel visualization for time series in 

circle segments is described in [2], time series bitmaps used for work

ing with large time-series databases in [21], while more details about 

multi -resolution techniques for large time series can be found in [10]. 

Javed et al. [14] compare different techniques for visualization of mul

tiple time series. In [25], Pal panas et al. describe amnesic functions 

for approx imat ion of thc timc serics data with fidclity proportional to 

its age. 

Data streams are continuously updated, and time-stamped data ar

rive in rapid, time-varying fashion making the volume of the stream 

unpredictable and unbounded [4] . Design of effective visualizations 

is strongly constrained by these dynamic properties [8]. LiveRac, a 

tool for visual exploration of system management time series data is 

described in [23], where semantic zooming of time series is presented. 

3.2 Focus+Context 

SignalLens [16] is a method for Focus+Context analysis of single long 

time series from electronic measurements. Details about lens construc

tion can be found in the Framework for unifying presentation space by 

Carpendale and Montagnese [6] and details about achieving high mag

nification in [7]. Sigma lenses [26] use dynamic translucence to create 

transition between focus and context. 

3.3 Text Data Streams 

In the analysis of textual time series collections, visualization of term 

trends in a collection of documents in a stacked graph is described in 

ThemeRiver [II]. Text visual analytics system TIARA [28] extends 

the stacked graph visualization metaphor used in ThemeRiver to show 

development of topics in collections of email s and patient records by 

integrating tag clouds in the topic layers . Thread Arcs [15] visualizes 

threads from a collection of emai ls. EventRiver [22] is a visual an

alytics system for analysis of temporal development of news events 

and event groups retrieved from broadcast news data. In [l9] , the 

authors present an algorithm for real -time news aggregation into ar

ticle threads with a dynamic visualization technique, where important 

artic le threads are shown aligned on a time axis to give insight into 

their temporal development. Incremental change in collection of doc

uments which are projected in 2D plane by highlighting new (fresh) 

and old (stale) documents is presented in [13] . The use of animation 

for transitions in time series can be found in the taxonomy by Heer 

and Robertson [12]. 
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Fig. 3. Linear (top) and logarithmic (bottom) timeline with multiple time series. While both visualizations a ll ow detection of event episodes, 
logarithmic timeline allows direct interaction with recent events. The data used in this figure is weekly data described in Section 6. 

4 DESIGN 

When recent events have higher importance, we allow logarithmic dis

tortion of the timeline to provide easy access to these events while 

keeping an informative context of the past. Each event (data item) is 

displayed as a c ircle of minimum object size for vi sibility and interac

tion. Circu lar objects allow better distinction than rectangular in case 

of slight overlap. Logarithmic timeline allows for smooth transition 

with in the di storted display space, while other approaches that deal 

with space partitioning were proposed in the past [10]. 

Let's take a naive approach. Linear scaling of one month of event 

data without overlapping and aggregation on a 1,200 pixels wide dis

play, with event object width of 5 pixels, would allow a total of 240 

events. With I pixel not overlapp ing thi s number could go up to 1,200, 

thus creating a line of indist inguishable event data. By using object 

transparency this number could theoretically go up to 120,000 (assum

ing that each object is shown at I % of fu ll opacity). However, this hy

pothetical example would make individual item inspection completely 

meaningless . Besides, this would mean around 40 pixels for each day 

for one month of data, which is less than 2 pixels per hour. 

By giving more space for recent data, and compressing the past, 

under the same circumstances, we provide much more space for the 

inspection of individual data items in the present, while creating high 

compression of the data in the past. 

Event episode as visual cluster. In a less radical scenario, 

where the ratio of available space to observed tim.e window of in

terest is more favourable and the distortion of the time ax is is not 

needed, our visualization can allow the user to easi ly distinguish be

tween areas with high density (event episodes) and areas with low den

sity. Typically, detection of event episodes can be solved by combining 

data aggregation and different visualization techniques, e.g. by plot

ting frequencies at discrete time points, interpolation and stacking [1 I ] 

or histogram and cubic spline interpolation [22]. However, these ap-

proaches display pre-calculated clusters of data, while we're working 

on the ato mic level, which reveals finer structure o r the data and shins 

the decision making process of what is a cluster from an automated 

algorithm to the user. Also, thi s approach makes the precomputation 

less expensive. 

Color . Multiple time series require compact visualization tech

nique that will use as little amount of ve rtical space as possible. To 

support easy row identifi cati on , besides using posit ioning, we ' re col

oring time series converted from color map suggested by ColOl'Brewer 

[5] , which suggests a total of II different colors for qualitative data. 

Sincc the position ing along thc y-axis is fi xcd in our case, wc can rc

peat this color map on a larger number of categories without confusing 

the user. During our experiments with different time frames, datasets, 

and distortion functions, we noticed that the technique also works well 

in analysis of single time-series data for getting a quick overview and 

detection of potentially interesting areas. In these cases, color cou ld 

be mapped to a different feature of the data. 

By using real-world data. we have identifi ed two overl apping fac

tors thal make detection of event episodes difficu lt , regardl ess of the 

linear or distorted timeline. The first Factor is overlapping that is due 

to limited space, which can lead to event episodes overlapping each 

other. This effect is especially noticeable when working with distorted 

timelines. The second factor is the low density event data that is ac

tually noise. To deal with this problem, we combine kernel density 

estimation, truncation function and lens distortion as focus plus con

text technique. 

4.1 Density estimation 

The overplotting effects in time series are a well known problem that 

may be solved to some extent by aggregation or sampling, thus lead

ing to the loss of information [10]. In our approach, we are keeping 

aggregation to the minimum and leave the visual cluster identification 

to the user. Since we have a high overlap of event data in the past due 
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Fig. 4. Kernel density estimate (blue curve) showing individual Gaus
sian kernels constructed around data points on the horizontal axis (red 
dashed curves) [29] . 

to high logarithmic comprcssion, wc nced to find a way to "pcnalizc" 

low density regions, while "rewarding" high density regions. 

As we have described earlier, overplotting can be caused by dif

ferent factors and can not be easily avoided when working with data 

on atomic level. To overcome this problem, we propose a method 

that combines event importance function with density estimation and 

cut-off (truncation) function . Kernel density estimation is a non

parametric method for estimation of probability density function of 

a variable. The theoretical background can be found in [27] and a 

simple example of constructing a kernel density estimate from several 

data points using Gaussian kernel is shown in Figure 4. 

The idea behind using kernel estimator is to amplify the signal com

ing from the high dense areas and at the same time to reduce the signal 

in the low density areas. 

4.2 Importance function 

For an event ei, where i E (I , ... ,N), importance funct ion imp(ei) is 

defined as 

inlp(ei) = f(t) x g(di(t)) (I) 

where t is the age of the item ei, f(t) is decay function and g(di(t)) 
is a density factor. 

ImpOltance function for each individual item is mapped to its size 

and opacity. Decay function is position dependent part of the impor

tance function . Depending on the amount of compression, noise and 

data volume, f(t) can be defined as exponential decay function: 

f(t) = f(O) x e( - / /~) (2) 

where'!' is mean lifetime and f(O) = I . 

Density factor is density-dependent part of the importance function 

and it is calculated as 

( ( )) 
di(t) 

g di t = Y,lIax X --(- ) 
DII/ax t 

(3) 

Here, di(t) is kernel density estimate of event ei at time t, DII/ax(t) is 

the maximum density estimate in the current time window, and Y,lIax is 

cocfficicnt uscdto normalizc thc hcight of thc objccts to maximum al 

lowed height for each time series. We use the density factor for highly 

compressed areas, where the overlap is high because of the size of 

each individual item, thus rewarding high density areas and penalizing 

low density areas. Tt is recalculated at user-specifi ed time interval s to 

accommodate new data, with smooth transitions between the old and 

the new values. 

4.3 Cut-off function 

By estimating densities of our event data points, we decreased the im

pact of low density areas on the information display. However, the 

high vulume or long time-series in these areas can sti ll significantly 
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affect the calculations, interaction and rendering of the visualization. 

This is especially the case when long time series contai n bursts [18] of 

events around few peaks. When working with news data, like in our 

motivating example, we can expect to have such data shapes and low 

density areas can be treated as noise. Time-series can be truncated to 

areas around the peak, like in [30] , where data is truncated from I year 

to 128 hours, when it fa ll s to around 10% of the peak value. 

In our case, the newer data is considered more important than the 

older data and this method can't be directly applied_ Since the old 

events are less important then the new events, the noise removal thresh

old should increase with the age of data. Therefore, a cut-off function 

is needed, which is used to decide if the item ei should be visible or 

not. As a positive side effect, the compressed old data will leave only 

the most important event episodes due to a stronger truncation. 

C loudLines technique implements different cut-off functions, such 

as logarithmic, square root, exponential or quadratic to compare their 

effect. Experiments with different datasets showed that concave func

tions in general give better results. 

ff() 
DII/ax(t) I (XII/ax ) cuto X = --- X og -- x t 

XII/ax Til/ax 
(4) 

where DII/ax(t) is the maximum density in the current time window, 

XII/ax is the width of the display, and Til/ax is the width of the time 

window. Therefore, if density value di of an event ei happening at 

time ti is greater than the value of the cut-off funct ion at time ti, the 

item should be visible. 

The results of mapping the importance function and the cut-off 

function to opacity and size of objects representing event data in a 

single time-series are shown in Figure 2. To demonstrate the idea of 

saving screen space with our technique, we have compared a line chart 

and a CloudLine, showing the same sample dataset, in Figure 5. 

4.4 Static vs Dynamic Visualization 

The technique could be used in both static and dynamic scenarios. It 

is known that animation is not suitable for describing change of many 

objects on the screen, but under some circumstances, when the user 

is given the possibility to control the playback, the animation can be 

usefu l. In these cases, it is necessary to find a good way to show new 

data that was acquired while the user was analyzing the old dataset. 

In our tool, it is possible to automatically adjust the time window of 

the observed time series and switch between the static visualization, 

where new data is added at fixed display coordinates, and the dynam ic 

visualization, where data items move from present to the past accord

ing to the underlying trajectory function. In our approach, although 

not all of the used techniques and algorithms are incremental by na

ture, it would be possible to extend the approach into a fu lly incremen

ta l solution. Currently, the algorithm used to calculate kernel dens ity 

estimates at observed data points is rerun at constant user-defined time 

intervals on the whole dataset, but it could be replaced with an online 

kernel density estimation algorithm, to adapt the densities on the incre

mental updates only. To avoid abrupt changes in the display that could 

be caused by sudden change of the density values, we used smooth 

animated transitions that allow the user to understand the changes. 

""""" ,""""" 200000O 

• • 

""0000 200000O 2SOOOOO 

Fig. 5. Li nechart vs CloudLi ne. Compact des ign of CloudLine saves 

expensive screen real estate, whi le keeping important visual features of 
the time series shape. 
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Fig . 6. Lens magnification of a s ingle time series in different regions of interest. The time series shows weekly event data (Feb 21 - Feb 28, 

2011) for Sarack Obama. The details about the dataset are given in the Section Examples. From top to bottom: 1) Original CloudLine without 

magnification; 2)-4) Magnified areas are s hown with the yellow rectangle . 

5 INTERACTION 

5.1 Lens magnification with event data 

The visua l density of the disp lay can lead to thc occlusion of finc de

tails in a large dataset. This is especially noticeable in the regions 

of "maximum age" and high data density, when the logarithmic dis

tortion of the timeline is used. To overcome thi s problem, we couple 

proposed visua li zation method with magnifi ca ti on lens distorti on tech

nique, which all ows a fine-detai led analysis of individual event dara 

points. Focus+Context approach provides a detailed view [9] of an 

interesting short interval within the global overview of the long time 

series . The proposed focus plus context technique is further improved 

to allow undistorted view in the focus reg ion, whi le providing smooth 

transition in the areas connecting the focus and context space. 

Fig . 7. Lens schema from [7] 

Lenses have been extensively researched in the human computer 

interaction and information vi sualization communities. Only recently 

[1 7] hi gh mag nifi cati on lenses have heen more thorough ly researched 

as a suitable Focus+Context technique in long time series. In our ap

proach, we employ a similar idea with two important differences: I) 

our time series are event-based, not aggregated, and 2) we propose an 

improve ment of a classical lens design that provides undistorted dis

play of the focus region in a di storted space. 

Similarly to SingalLens design [ 17], our lens design is based on a 

model described by Carpendale and Montagnese in their Elastic Pre

sentation Framework [6] . Each lens is described by a focus region of 

a widthf, magnification factor II! and drop-off areas elf in wh ich dif

ferent functions can be used to give smooth transition between focus 

and context regions. In [7], Carpendale et al. have described differ

enl distorrion functions used to achi eve high magnifi cation in Elasti c 

Presentation Framework. 

In C loud Lines, we emp loy two di ffe rent types of magn ification 

len. es : I) lens wilh linear magnification , and 2) lens with exponen

ti al magnifica ti on o r logarithmi c conten t. 

Interaction mechanics. The size of [he lens, as well as magnifi 

cation level and the width of the focus region can be set by the user. 

When the lens is turned on, the user can inspect the time series by 

c1ick-and-drag, and when the mouse button is released, the lens is left 

in its last position. When an object inside the focus region is selected, 

the respective event detail s are given on demand. If the user clicks out

side of the lens area, the lens is repositioned and can be moved around 

the screen until this feature is turned off. 

Details on demand. Working with time series on ite m level is 

meaningfu l when each item carries information and this information 

has to be available for direct access for the user. For example, when 

working with news event data, where an. event represents a time

stamped news article, each ite m can be enriched with different meta

data information, such as the urI of the article, title, image, etc. Thi s 

requirement is re fl ected in our first decision to show a single event as 

an object that has a minimum size that is appropriate for interaction. 

Sometimes, more items can arrive at exactly the same time, and in 

these cases, the user shou ld be provided with details on demand for all 

underlying data. 

6 EXAMPLES 

To demonstrate our approach, we applied it to the news entities time 

series data collected by EMM news service [3] [20]. We present two 

examples that differ in volume and time range and show how Cloud

Lines can be used in two different scenarios : I) explo ratio n of multip le 

long time series from one month of news event data; and 2) monitoring 

o r 24 hours o r news event data, and discuss the benefits and drawbacks 

of our solution . 

6.1 Cloud Lines for multiple long time series news explo-
ration 

The entity event data represent the most mentioned politicians during 

February 20 II and each event contains information about a news ar

ticl e that is menti oning a specifi c person (shown in Figure 8) . When 

worki ng w ith multipl e time-series, finding an opti mal way to sort the 

time-seri es is a difficult prohlem that goes beyond the scope of thi s 

work. The problem is addressed in detail in [30] and relates to the 

qucst ion of findin g an optimal timc scrics sim il arity mcasurc. Thc 

volumc of distinct time serics can vary greatly and can bc difficult to 

compare. When working with incremental data, this problem has to 

take into account re-wrting and has lo allow 1'01' erficiem computati on . 

In our case, we have chosen 16 time series with highest overall popu

larity during the whole month and sorted them in a descending order. 

Normalization. Time series can be normalized according to the 

different criteria, such as normali zation to the overall volume of each 

time series, or to the peak value, etc. Tn Figure 8, the time series are 

normalized to the maximum peak value for each distinct time-series, 
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Fig. 8. CloudLines applied on the news entities data taken during February 2011. Dataset consisting of around 117,000 events for 16 politicians 
with the highest volume during the whole month are shown (names are displayed on the right side). Compact visualization immediately reveals 
important event episodes. The fin e structure of the data, such as the "pulse" of online publishing is also visible, showing high e r activity in the 

afternoons. Detailed analysis of the visualization is given in the Subsection 6.1. 

since we would like to be able to see similar event episodes when 

they occur across different time series. Alternatively, the user can also 

choose to normalize the data to the maximum overall peak in our tool. 

Looking at the visualization, several event episodes stand out and 

details can be revealed through interaction, which is described in 

the Section 5. After analyzing these interesting vi sual clusters, the 

highlighted and numbered regions in Figure 8 relate to the following 

events: 

I . The crisis in Egypt during the first half of February 2011 . 

2. The crisis in Libya in the second half of February 2011. 

3. A short event episode related to Michele Alliot-Marie, 

France's foreign minister and her ties to Thnisia's ousted 

president Ben Ali, after which she resigned from her posi

tion . 

4. The (German defense minister) Guttenberg plagiarism scan

dal. 

Add itiona lly, the visualization reveals the fine structure of the data, 

such as a higher volume of published articles in the afternoon, describe 

the "pulse" of online news sources . The goal of the examples in our 

work is to demonstrate the validity of our technique for quick detection 

of important temporal event sequences in mUltiple long time series, 

although deeper analysi s of each of these events is also possible. 

The example shows one important feature of this type of event data: 

the data varies greatly in shape and it can't be easily modeled as bursts 

[/8]. 

6.2 Cloud Lines in News Monitoring 

In our second example (shown in Figure 9), we are presenting the 

results of our approach on 24 hours of news event data in a monitoring 

scenario with the same choice of named entities as in the previous 

example. This time window is chosen for a scenario in which the 

user is aware of the current events, but needs to be able to follow any 

new incoming data. The visual density is much lower and allows the 

analyst to inspect individual events more easily. 

The Figure 9 shows transformation of the visualized data with our 

method app li ed in consccutivc stcps, g iving the fi na l result in thc last 

sub f·igure. Direct access to the new iLems is avai lable im mediately, and 

the user can il1leract with the newest events without magnification. 

7 DISCUSSION AND CONCLUSION 

Discussion . In this section we will give some additional remarks 

regarding the scalability and weaknesses of our approach. The tech

niques used in our approach can be adjusted to various application sce

narios to satisfy different scalabi lity and performance criteria. For the 

analysis of non-incremental data , ollline density estimati on has to be 

computed only once and the rendering could be optimized for highly 

overl apping events. In our first use case, around I 17,000 events are 

processed and shown in Figure 8. To speed up the rendering, the over

lapping events could be truncated and represented by a single object 

whose opacity would be the sum of underlying events, if their di stance 

is less than a pre-defined e, which depends on the loss of information 

that is acceptable for the user. The challenge, which is a pm"! of our 

current research efforts, is seamless retrieval and re-rendering of trun

cated events in the focus region during user interaction . In our second 

case (Figure 9), which is focused on a shorter time window (24 hours), 

around 7,000 events are shown. 

Kernel density estimators are known for having problems with tail 

regions of the distribution. This is especially problematic with the lat

est events, which will get undersmoothed due to the applied method. 

Second, density es timaLion is perrormed onl ine and re-run at user

specified time intervals. This Fact currentl y prevents our design from 

being fully incremental for (near) real -time data stream monitoring. 

However, this problem can be overcome by applying an appropriate 

online density estimation algorithm and will be part of our future work. 

The bas ic idea of our approach is to display mUltiple time series 

on atom ic (event) level, i.e. without aggregation, and to allow in situ 

analys is of si ngle events. The size of the event objects can introduce 

overplotting, especially in high density areas . The objects would have 

to be I pixel wide to minimize this problem, however the interaction 

would be practically impossible with such a design. There is no easy 

solution to overcome this problem for each and every dataset and lim

ited screen space. Therefore, when hi gh density m·eas (event episodes) 

are identified, the magniFying lens is used for direct inspection , thus 

removing overplotting in the focus region. In Figure 9, it can be seen 

that circles of the same size have different transparency. This is due 

to the fact that the events occur at the exact same points in time. The 

difference in size between circles strongly depends on the chosen ker

nel bandwidth and local density estimate. The effect of alpha-blending 

overplolting increases with circle size sign ificant ly and thi s perceptual 

issue is a limitation that we would like to address in our future work. 

Conclusion . In thi s paper, we have presented a novel interactive 

visualization approach for the analysis of mu ltiple time series in lim-



2438 

• • 

• • 

• 

• _wi .... ,.. 

. ... ~ .... ~_ .... ~ _ ................... NM .... ' .. ~r~H 

.. 

• • 

• • 

• • 

%iMIl ... ttH,. ..... ..,lt 

lticolu Slrtozy 

.... ' .... rt., 
Mtdl61 •• ,11ot....,..... 

Ntllary .... CltfttOll 

OMr sulal..., 

ItKel) Tlyyip r.,..,..,. 
sat, .'-1.11 •• '-4add1H 

GUtdo WIt.,..'" 

I.rl .. "..,,. N QrttertMt" 

"'rack 0bMa 

ti/'ll! el AbldlM Mn Ali 

M1c:al .... ~ 

""011 ..... 'It., 
Mtchll •• 1ltot.-Mt1. 

1t111ary JIiOdhM; eli""" 

OMr SUI.i..,.. 

Alf AbdIIll .... sallth 

MlClhMtdtlla,_t 

oav1d c..ron 

Ittetp Tan-til lr'doOM 

satt .'-lSl • • ,~t1 

MO .. "f ....... ralt 

~"&dclafl 

"'rack 0baaII 

zt ..... , MldlM ..., Ali 

Nico, .. Slf'toIy 

MQoIl. "'rltal 

.. t~l. Alltot ...... rt. 

Hillary MdhM cltl'lton 

OUr suI.haln 

,t,11 Abd,,11ah sal .... 

David c..ron 

IUeep Tayyfp tr6cJQ6n 

5tH .' -U'" .'~f1 

I':t", 11 Abldll'll! 'a" Al1 

M1colu sarko2y 

MOt'. _,.bl 

Mtch61 ... ,1tot .... r1. 

Hi"ary aodhM (ltntOft 

OUr suhf.an 

A,11 Abdwllah sal. 

IlIOhIMd r.laar.def 

Davi d CMllron 

illKlP Tayylp r:...,.." 

saU .,-.. , .. • '~ft 

\

Glftdo wn.,...l1a 

lI.arl-TtIIodor IU GUtttnbl". 

Fig . 9. News monitoring scenario: Transformation of news entity event data in a 24 hour time window, taken on February 21, 2011. The data is 

appearing on the x-axis from left to right (12:00 AM is the boundary on the left, 11 :59 PM is on the right). 6,756 events are shown. From top to 

bottom: 1) Raw data with high overlapping on a linear timeline; 2) Density based transformation ; 3) Logarithmic distortion of the timeline gives more 

space for the latest events and compresses the past data into visual clusters ; 4) Magnification lens applied on the past - focus region with lower 

density is now visible, and drop-off functions create more compressed areas that connect focus and context. Interaction with individual events is 

now possible. 



ited space. The idea behind CloudLines design is to explore the limits 

of large scale event data analysis on atomic level in limited space. Our 

first results show that our method with proposed Focus+Context tech

niques is worth further research. In our future work, we would like 

to evaluate our method with a formal user study. While we haven't 

conducted such a user study so far, the examples show the promising 

direction of our approach. 

To demonstrate the usefulness and effectiveness of our approach, 

we have applied the techniques on a high-volume real world dataset 

in two ex treme case examples. Tn our first example, we worked on 

one month of news entities event data and showed how the proposed 

technique can be used to: 

• detect important event episodes in the time series 

• show the fin e structure of the event epi sode shapes 

• interact with time series on atomic level 

In our second example, we used 24 hour of news entities event data and 

demonstrated how the technique could be used for real-time monitor

ing in short time frames . Additionally, our experiments showed that 

the proposed visualization method could also be suitable for single 

time series. We believe that our approach can scale well with different 

data volumes, display resolutions and time ranges. 

As part of our future work, we would like to improve the current 

lens magnification technique. Currently, we' re using a cut-o ff function 

which truncates the data in order to remove the noise in the overview 

and increase performance. We allow the interaction in the regions of 

interes t by llsing lens magnification as a Focus+Contex t technique. 

Thi s technique could be improved by integrating a variation of seman

tic zoom, which would allow the retrieval of removed items at different 

zoom levels, based on their importance values. 

ACKNOWLEDGMENTS 

The German Research Society (DFG) under grant GK- 1042, "Explo

rative Analysis and Visualization of Large Information Spaces" par

tia lly supported this work. 

REFERENCES 

[11 W. Aigner, S. Miksch, W. Muller, H. Schumann, and C. Tominski . Vi

suali zing time-ori ented data- A sys tematic view. CompUlers & Graphics, 

3 1(3):401 -409,2007. 

(2] M. Ankerst, D. A. Keim, and H. -P. Kriegel. Circle segments: A technique 

for visually exploring large multidimensional data sets. In Visualization 

'96, Hot Topic Session, San Francisco, CA, 1996. 

[3] M. Atkinson and E. Van der Goot. Near real time information mining in 

mulitlingual news. In WWW '09: Proceedings oj the 18th international 

conJerence on World Wide ,Web , pages 11 53- 11 54. ACM, 2009. 

[41 B. Babcock, S. Babu, M. Datar, R. Motwani , and J. Widom. Models 

and issues in data stream systems. In Proceedings of' the t lV e lll y ~ fir s t 

ACM SIGMOD-SIGACT-S1GART symposium on Principles oj database 

systems, PODS '02, pages 1- 16, New York, NY, USA, 2002. ACM. 

[5] C. A. Brewer. ColorBrewer, 20 II. http://www.ColorBrewer.org, accessed 

on March 28, 20 II . 

[6] M . S. T. Carpendale and C. Montagnese. A framework for unifying pre

sentation space. In Proceedings oj the 14th annual ACM symposium on 

User interJace soJtware and technology, UIST '0 1, pages 61-70, New 

York, NY, USA, 2001. ACM. 

171 S. Carpendalc, 1. Ligh, anll E. Patlison. Achieving hi gher magnitkation 

in context. In Proceedings oJ the 17th annual ACM symposium. on User 

intelface soJtware and technology, UTST '04, pages 7 1-80, New York , 

NY, USA, 2004. ACM. 

[8] G. Chin, M. Singhal, G. Nakamura, V. Gurumoorth i, and N. Freeman

Cadoret. Visual analysis of dynamic data streams. InJormation Visualiza

tion, 8(3):2 12-229, 2009 . 

[9] G. W. Furnas. A fisheye fo ll ow-up: further reflections on focus + con

tex t. In Proceedings oJthe SIGCHI conference on Human Factors in com

puting systems, CHI '06, pages 999- 1008, New York, NY, USA, 2006. 

ACM. 

2439 

[10] M. Hao, D. Keim, U. Dayal, and T. Schreck. Multi-resolution techniques 

for visual exploration of large time-series data . In Eurographics/IEEE

VGTC Symposium on Visualization, 23 - 25 May 2007, Norrkoeping, 

Sweden, 2007. 

(II] S. Havre, E. Hetzler, P. Whitney, and L. Nowell. Themeriver: Visuali zing 

thematic changes in large document collec tions. IEEE Transactions on 

Visualization and Computer Graphics, 8( I ):9-20,2002. 

[1 2] J. Heer and G. Robertson. Animated transitions in statistica l data 

graphics. IEEE transactiollS on visualization and computer graphics, 

13(6) :1 240- 1247, 2007. 

[13] E . G. Hetzler, V. L. Crow, D. A. Payne, and A. E. Turner. Turning the 

bucket of text into a pipe. In INFOVIS '05: PlVceedings oj the 2005 

IEEE Symposium on Information Visualization , page 12. IEEE Computer 

Society, 2005. 

[14] W. Javed, B. McDonnel, and N. Elmqvist. Graphical Perception of Mul

tiple Time Series. Visualization and Computer Graphics, IEEE Transac

tions on, 16(6):927-934, 20 I O. 

[1 5] B. Kerr. THREAD ARCS: An Email Thread Visuali zation. Information 

Visualization, IEEE Symposium on, 0:27- 2 18, 2003. 

[16] R. Kincaid . Signallens: Focus+context app lied to elec tronic time seri es. 

IEEE Transactions on Visualization and Computer Graphics, 16:900-

907, November 2010. 

(17] R. Kincaid . Signallens: Focus+context applied to e lectronic time series. 

IEEE Tran sactions on Visualization and Computer Graphics, 16:900-

907,20 10. 

[18] J. Kleinberg. Bursty and hierarchical structure in streams. In KDD '02: 

Proceedings oj the eighth ACM SIGKDD international conference on 

Knowledge discovery and data m.ining, pages 91-101. ACM, 2002. 

(19] M. Krstajic, E. Bertini, F. Mansmann, and D. A. Keirn. Visual analysis 

of news streams with article threads. In StreamKDD '10: Proceedings of 

the First In temational Workshop on Novel Data Stream Pattern Mining 

Techniques , pages 39-46, New York , NY, USA, 20 10. ACM. 

(20] M . Krstajic, F. Mansmann, A. Stoffel, M. Atkinson, and D. Keim. Pro

cessing online news streams for large-scale semantic analysis . In 1.1'1 

International Workshop on Data Engineering meets the Semanlic Web, 

20 10. 

[2 1] N. Kumar, N. Lolla, E. Keogh, S. Lonardi, and C. A. Ratanamahatana. 

Time-series bitmaps: a practical visualization tool for working with large 

time series databases. In SIAM 2005 Data Mining Conference, pages 

53 1-535 . SIAM, 2005. 

(22] D. Luo, J. Yang, M. Krstajic, W. Ribarsky, and D. Keirn. Eventriver: Vi

sually exploring tex t collections with temporal references. IEEE Trans

actions on Visualization and Computer Graphics, 99(PrePrints), 20 I O. 

[23] P. McLachlan, T. Munzner, E . Koutsofios, and S. North . LiveR AC: inter

active visual exploration of system management time-series data. In Pro

ceeding of the twenty-sixth annual SIGCI-II conference on Humanfactors 

in computing systems, pages 1483-1492. ACM, 2008 . 

(24] W. Muller and H. Schumann. Visualization for modeling and simula

tion : visualization methods for time-dependent data - an overview. In 

Proceedings of the 35th conference on Winter simulation: driving inno

vation, WSC '03 , pages 737- 745 . Winter Simulation Conference, 2003. 

(25] T. Pal panas , M. Vlachos, E. Keogh, and D. Gunopulos. Streaming time 

se ri es sllllll11ari zation using user-defined amnes ic fun ct ions. IEEE Trans. 

on Know!. and Data Eng. , 20:992- 1006, July 2008. 

(261 E. Pietriga and C. Appert. Sigma lenses: focus-context transitions com

bining space, time and translucence. In Proceeding of the twenty-sixth 

(lnnual SIGCHI conference olll-lumanfactors in computing systems, CHI 

'08, pages 1343- 1352, New York, NY, USA, 2008. ACM. 

[271 M . P. Wand and M . C. Jones. Kem el Smoothing (Chapman & Hall/CRC 

Monographs on Statistics & Applied Probability). Chapman and 

Hall/CRC, I edition, Dec. 1994. 

[281 F. Wei, S. Liu, Y. Song, S. Pan, M. X. Zhou, W. Qian, L. Shi, L. Tan, and 

Q. Zhang. Tiara: a visual exploratory text analytic system. In Proceed

ings oj the 16th ACM SIGKDD international conJerence on Knowledge 

discovery and data mining, KDD ' 10, pages 153- 162, New York, NY, 

USA, 20 10. ACM. 

[291 Wikipedia . Kernel density estimate, 20 11. http://www.wikipedia.org, 

accessed on July 1,2011. 

(30] J . Yang and J. Leskovec. Patterns of temporal variation in online media. In 

ACM International Conference 011 Web Search and Data Millig (WSDM). 

Stanford InfoLab. 


