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ABSTRACT

Software testing is an important activity in soft-
ware development process. Testers have to generate
test cases to test a system. At least, test cases consist
of test input values and expected results. In func-
tional testing or black-box testing, test designers can
generate test cases from a requirements specification
document which includes diagrams such as UML Di-
agrams. In this research, we consider UML use case
diagrams and propose an approach for generating test
cases from use cases based on a limited entries deci-
sion table. These test cases cover all success and al-
ternative scenarios in a use case as well as all events
that contain include and extend relationship.

Keywords: Software Testing, Use cases, Test Cases,
Decision table

1. INTRODUCTION

Stress is one of prosody features, which play an
important role in many areas of speech technology.
Applying the knowledge of the prominent features
can improve naturalness of text-to-speech synthesis
(TTS) system [1, 2], as well as recognition rate of au-
tomatic speech recognition (ASR) system [3–6].

Stress is referred as the relative perceptual promi-
nence of a syllable in a word [7]. Listeners can per-
ceive the different level of stresses in an utterance.
The number of levels of stress appear to vary from
language to language. Most studies classified the de-
gree of stress into three levels [8–11], while some stud-
ies (including Thai studies) classified it into two lev-
els [12–14].

The degree of stress is continuous. It can be repre-
sented by prominent features. A typical way of stress
annotation is to digitized the degree of stress to sev-
eral discrete levels such as heavy stress, normal stress
and weak stress. It is difficult to find an optimized
number of stress level in order to have a clear defini-
tion for each level. It is also a very difficult task to
most labelers to identify all stressed syllables in an
utterance directory [15].
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To this end, supervised learning techniques might
be used to quantize the degree of stress to discrete
levels. This paper proposes a method based on clus-
tering techniques for categorizing degree of stress into
several stress levels. By considering the acoustic cor-
relation of stress in literatures, the number of promi-
nent features were chosen based on duration and pitch
to represent the degree of stress. These features were
extracted from each syllable in a Thai speech dataset.
Clustering techniques, i.e. EM algorithm and the
model explorer algorithm [34], were employed to clas-
sify all syllables into several reasonable groups ac-
cording to stress levels. The cluster analysis results
revealed the correlation between the prominent fea-
tures and the level of stress, which can be utilized as
a guideline to label a stress by hand.

In this paper, we first describe the speech dataset.
Then, the prominent features based on duration and
pitch contour are described in Section 3. In Section
4, two cluster analyses of their prominent features are
discussed. Finally, conclusions are drawn in Section
5.

2. THAI SPEECH DATASET

Thai speech dataset used in this study was pro-
duced by Centre for Research in Speech and Lan-
guage Processing (CRSLP), Chulalongkorn Univer-
sity, Thailand. The content includes approximately
5.4 hours of formal reading style speech and 1.8 hours
of casual reading style speech. The former was col-
lected from two male and two female speakers, while
the latter was collected from one male and one fe-
male speakers. The dataset was manually labeled
with onset-rhyme units.

3. PROMINENT FEATURES

Many researchers have studied the acoustic corre-
lation of stress in several languages [7, 16, 17]. The
correlation appears to vary from language to lan-
guage. Most researches have confirmed that dura-
tion is the most important acoustic correlate of stress.
Lea [18] found that, beside duration and energy, F0

were also correlated with lexical stress in English.
Some studies have also used spectral features, such as
spectral change, measured as the average change of
spectral energy over the middle part of a syllable [10,
19]; and spectral tilt, measured as spectral energy in
various frequency sub-bands [17, 20].
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In Thai, some studies [13, 14, 21, 22] indicated that
duration is the predominant cue in signaling the dis-
tinction between stressed and unstressed syllables.
Potisuk et al. [13] also found that the intrinsic pitch
contour for each tone still preserved its shape across
stress categories. Therefore, we employed duration
and pitch as features in this study.

3.1 Duration Feature

The duration can be calculated in a number of
ways. For example, one could use the duration of
a syllable, the duration of the vowel in the syllable or
the duration of the rhyme in the syllable. Stress is
assumed to be a feature of a syllable, but for practical
purposes, stress can be attributed to the vowel [23].
Many researches used vowel duration for representing
stressed/unstressed syllables [7, 17, 23, 24] but some
researchers proposed to use the rhyme duration for
representing them [13, 16, 25].

From [21], the rhyme portion has been shown to
be a better part for stress recognition in Thai when
compared to the whole syllable unit. Therefore, only
the rhyme portion of each syllable was considered
in our experiments. Each rhyme duration was con-
verted into log ms. The log transformation was used
to create more normal probability distributions for
duration [26] and more conducive to modeling with a
Gaussian mixture distribution [4].

Since variation of syllable structure and speaking
rates correlate to rhyme duration of syllables, the log
duration was normalized by the z-score technique us-
ing log duration mean and standard deviation of each
speaker and each syllable structure. In this study, syl-
lables were classified into four categories: CV:, CV,
CV(:)S and CV(:)O, where C, V, V:, V(:), S and O
are initial consonant, short vowel, long vowel, short
or long vowel, sonorant ending, and obstruent end-
ing, respectively. The normalized duration feature is
referred to as zd.

3.2 Pitch Features

Pitch was extracted and manually corrected using
PitchEditor module of PRAAT program [27]. The
pitch value of unvoiced portion was set by linear in-
terpolation. Normally, the shape of pitch contour
of a syllable mainly depends on syllabic tone. How-
ever, there are other interacting factors affecting the
shape of pitch contour, e.g., intonation, coarticula-
tion, stress, and speaker’s gender [14]. This study
aimed to cluster syllables to different groups of stress
level based on the prominent features. Thus the
other factors on the prominent features, except stress,
should be removed.

Intonation is defined as a combination of tonal fea-
tures into larger structural units associated with the
acoustic parameter of pitch and its distinctive varia-
tions in speech process [28]. To eliminate this effect,

Table 1: The number of syllables in each speech data
group.

Tone Male Female

mid 11,378 11,785
low 7,282 7,602
fall 6,697 6,959
high 4,496 4,726
rise 3,167 3,371
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Fig.1: The four most significant eigenpitches of
Thai syllables.

the pitch contour of each utterance was adjusted by
center-point intonation normalization [14].

Due to variation of pitch contour is mainly de-
pended on syllabic tone and speaker’s gender factors.
The speech dataset was divided into ten groups and
each group was analyzed separably. These groups are
referred to as male-mid, male-low, male-fall, etc. The
number of syllables in each group is shown in Table 1.

Coarticulation is the effect of neighboring syllables
on the pitch shape of the considering syllable. Potisuk
et al. [29] used three-tone sequences to measure this
effect. There are 175 possible three-tone sequences,
i.e., 53 (in the middle of a sentence) + 52 (at the
beginning of a sentence) + 52 (at the end of a sen-
tence) [30]. Unfortunately, the grouping technique
cannot be applied in this case since the number of
data in each group is too small to analyze. Therefore,
the pitch feature was performed without a consider-
ation of the effect from coarticulation.

The principal components analysis (PCA) tech-
nique [31] was used to describe the shape of pitch
contours. Tian and Nurminen [32] showed that PCA
is useful for extracting feature vectors from the pitch
contours of Mandarin syllables. They also found
that the tonal patterns are preserved in the eigen-
pitch representation. To determine the eigenpitches,
N sampling points of pitch of all syllables in the
speech dataset were used to calculate the covariance
matrix N × N . The eigenvectors {v1,v2, . . . ,vN}
of the covariance matrix are the principal compo-
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Fig.2: Estimated PDF of zd of (a) all syllables in
the speech data and (b) only non-tonic syllables in the
speech data.

nents or eigenpitches. Their corresponding eigenval-
ues {λ1, λ2, . . . , λN} are numerically related to the
variance of the data of that component; the higher
the eigenvalues the more significant of that compo-
nent.

In this study, the number of sampling points (N)
was set to 20. By analyzing the speech dataset, the
four most significant eigenpitches of Thai syllables
were used as shown in Figure 1. The first eigenvector
describes the pitch level. The rest of the eigenvectors
are used to model the pitch variation. The pitch fea-
ture vector of each syllable was simply the dot prod-
uct of the sampled points of the pitch contour and
the four eigenpitches.

4. CLUSTER ANALYSIS

This study was attempted to find out the natural
clusters in the data (prominent feature vectors of syl-
lables) and estimating the correct number of clusters
(representing stress level). In this section, we first ex-
amined the cluster analysis of duration feature, and
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Fig.3: Estimated PDF of zd of only non-tonic syl-
lables in the speech data with σ = 0.001.

then explored the cluster analysis of the combination
of duration feature and pitch features.

4.1 Cluster Analysis of Duration Feature

Since the normalized duration feature zd has only
one dimension, the cluster of the speech dataset could
be analyzed by investigating its probability density
function (PDF). We estimated the PDF of zd of all
syllables in speech dataset by using Parzen window
method with Gaussian kernel [33]. In order to in-
spect the clusters, we first used Gaussian kernel with
a large standard deviation (σ) and then we gradu-
ally decreased σ until the PDF was split into multi-
ple clusters or σ was reduced to 0.001. When σ was
reduced to 0.07, the PDF separated into two domi-
nant clusters, as shown in Figure 2 (a). We suspected
that the cluster separated from the main cluster is the
cluster of the last syllables of utterances. Generally,
the most prominent stress, called tonic stress, almost
always found in a syllable in utterance final position.

Then we removed the last syllable of each utter-
ance from the speech dataset and reestimated the
PDF by using the same σ (0.07). We found that the
second cluster was removed as shown in Figure 2 (b).
We continued the analysis to find further dominant
clusters by examining the PDF until σ was reduced
to 0.001. As a result shown in Figure 3, no obvious
cluster was found. This indicates that duration fea-
ture can be used to classify the speech dataset into
two main clusters; the right one is the cluster of the
last syllables of utterances (tonic syllables) and the
left one is the cluster of syllables in other positions
(non-tonic syllables)

4.2 Cluster Analysis of Combination of Dura-
tion Feature and Pitch Features

In this section, the feature vectors to be analyzed
were composed of zd and 4D pitch features. Unlike
Section 4.1, the 5D feature vectors could not be visu-
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Input: X {a dataset}, kmax {maximum number of
clusters}, num subsamples {number of subsamples}
Output: S(i, k) {list of similarities for each k and
each pair of sub-samples}
Require: A clustering algorithm: cluster(X, k); a
similarity measure between labels: s(L1, L2)
1. f = 0.8
2. for k = 2 to kmax do

3. for i = 1 to num subsamples do

4. sub1 = subsamp(X, f) {a sub-sample with a
fraction f of the data}
5. sub2 = subsamp(X, f)
6. L1 =cluster(sub1, k)
7. L2 =cluster(sub2, k)
8. Intersect = sub1 ∩ sub2

9. S(i, k) = s(L1(Intersect), L2(Intersect))
{Compute the similarity on the points common to
both subsamples}
10. end for

11. end for

Fig.4: The model explorer algorithm. [34]

ally examined the cluster structure from the PDF.
Thus, EM algorithm was applied to automatically
cluster the data. In order to determine the number
of clusters to be close to the natural structure of the
data, a stability based method proposed by [34] was
employed. The method can be used with any clus-
tering algorithm; it provides the means of defining an
optimum number of clusters, and can also detect the
lack of structure in the data.

To explain the method, we start with the defini-
tion of notation. Let X = {x1, . . . ,xn}, and xi ∈ <d

be the dataset to be clustered. A labeling L is a par-
tition of X into k subsets S1, . . . , Sk. We use the
following representation of a labeling by a matrix C,
with components:

Cij ={
1 if xi and xj belong to the same cluster and i 6= j,
0 otherwise.

(1)

Let labeling L1 and L2 have matrix representations
C(1) and C(2), respectively. The dot product of the
labelings is defined as:

〈L1, L2〉 = 〈C(1), C(2)〉 =
∑
i,j

C
(1)
ij C

(2)
ij (2)

To measure the similarity between two labelings,

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

male-mid female-mid

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

male-low female-low

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

male-fall female-fall

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

male-high female-high

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

0 0.5 1
0

0.2

0.4

0.6

0.8

1

similarity

cu
m

ul
at

iv
e 

pd
f

male-rise female-rise

Fig.5: Cumulative distributions of the similarity
score for ten data groups.
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Fig.6: Mean vectors of prominent clusters for ten
data groups represented as the reconstructed pitch
contours and their zd (the thicker contour indicates
the stronger stress).

Jaccard coefficient is used:

J(L1, L2) =

〈C(1), C(2)〉
〈C(1), C(1)〉+ 〈C(2), C(2)〉 − 〈C(1), C(2)〉

(3)

The idea of this method is that when one looks
at two sub-samples of a cloud of data points, with
a sampling ratio f (fraction of points sampled) not
much smaller than 1 (f > 0.5), one usually observes
the same general structure. Thus it is reasonable to
postulate that a partition into clusters has captured
the “inherent” structure in a dataset if partitions into
k clusters obtained from running the clustering al-
gorithm with different subsamples are similar. This
algorithm is called the model explored algorithm pre-
sented in Figure 4.

In this analysis, clustering of only non-tonic sylla-
bles was focussed. The kmax and num subsamples
were set to 5 and 30, respectively. To determine the
optimum k, Ben-Hur et al. [34] suggested to choose
the value where there was a transition from a simi-
larity score distribution that was concentrated near
one to a wider distribution. This could be quanti-
fied by a jumping in the area under the cumulative
distribution function.

The cumulative distributions of the similarity for
each speech data group (separated according to syl-
labic tone and speaker’s gender) are shown in Figure
5.

It is noticeable that clustering of male-low group
into five clusters is impossible because the covariance
matrix always has zero determinant. This usually
occurs when applying EM algorithm with too many
expected clusters.

We make several observations regarding the cumu-
lative distributions. For k = 2, the similarity scores
of all groups are concentrated near 1.0, since all data
groups can be classified into two clusters. However,
the distributions of female-fall, male-rise, and female-
rise groups are weaker concentrations than the others.

For k = 3, the scores of most groups except
the male-low and female-low groups are widely dis-
tributed. Only low tone syllables (especially for male
speakers) can be reasonably categorized into three
clusters.

For k > 3, all data groups have widely distributed
similarity scores. There is no longer one preferred a
cluster.

We then visually determined the best k for each
data group. With the best k, we run EM algorithm
for all data in that group to get the mean vector of
each cluster. The mean vectors of prominent clus-
ters for each data group are represented as the recon-
structed pitch contours and their zd compared with
the mean vectors of the tonic syllables as shown in
Figure 6.
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The level of stress for each cluster was determined
by measuring Mahalanobis distance from the mean
vector of that cluster to the center of the Gaussian
model. The closest cluster to the tonic cluster is def-

ined as the strongest stress. The farthest cluster is
considered as the weakest stress. The level of stress
for each cluster is represented as the thickness of the
contour. The thicker contour represents the stronger
stress level.

By considering the contours of each cluster, we
found that, in syllables with the strongest stress level,
the pitch contours of each tone are quite different
from each other. For syllables with the weakest stress
level, the shapes of contours among the five Thai
tones are rather flat. Moreover, the pitch contours
of mid tone and low tone of the syllable with weak-
est stress level are very confuse. This is a problem of
neutral tone. The neutral tone always occurs in un-
stressed syllables. It have no pitch value of its own,
but acquires its pitch value according to context. This
makes the tone recognition of syllables with the weak-
est stress level to be a hard problem.

5. CONCLUSION

This study analyzed the characteristics of the
prominent features of Thai syllables to determine the
appropriate number of stress levels in Thai speech.
Two clustering analyses based on duration and pitch
features were explored. For the first one, the duration
feature was analyzed by investigating its probability
density function using Parzer window method with
Gaussian kernel. We found that the duration fea-
tures extracted from all syllables in the speech dataset
provide two clusters representing tonic and non-tonic
syllables. To discover further clusters, we continued
the analysis of the remaining non-tonic syllables. No
obvious cluster was found. This confirms that dura-
tion feature can be used to classify the speech dataset
into tonic syllables and non-tonic syllables.

For the second analysis, the duration feature was
incorporated with the pitch features to discover fur-
ther clusters within non-tonic syllables. EM algo-
rithm and the model explorer algorithm were com-
bined to determine clustering structure of these non-
tonic syllables by separably analyzing them according
to syllabic tones and speaker’s genders. The results
show that there are a two clusters for most groups of
non-tonic syllables. Only groups of low tone for both
genders provide three clusters. According to empiri-
cal results, both analyses reveals that, in most cases,
the degree of stress in Thai should be digitized to
three levels.
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