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Cluster Analysis of Smart Metering Data

An Implementation in Practice

Utilities and electricity retailers can benefit from the introduction of smart meter
technology through process and service innovation. In order to offer customer specific
services, smart meter mass data has to be analyzed. In the article we show how to integrate
cluster analysis in a business Intelligence environment and apply cluster analysis to real
smart meter data to identify detailed customer clusters.
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1 Introduction

Since the beginning of 2010, the instal-
lation of smart electricity meters is re-
quired by law (EnWG § 21c subpar.
1 a, b, c, d) in Germany. The intro-
duction of smart metering poses sig-
nificant economic and technical chal-
lenges for utilities companies. Smart me-
ters are more costly than traditional me-
ters and moreover require large invest-
ments for the necessary IT and commu-
nication infrastructure. Electricity com-
panies, therefore, aim to recapture these
investments through new services, im-
proved processes enabled by smart me-
ters. Faruqui et al. (2010) remark that
utilities can profit from improved grid
operations, lower costs for obtaining me-
ter readings or faster identification of
outages and interruptions. In addition,
the implementation of dynamic electric-
ity rates enables utilities to influence their
customer’s consumption behavior. This
unlocks the potential to greatly reduce
peak loads.

Both the design of segment-specific
rates as well as the forecasting ability of
electricity companies can be supported
through targeted analysis of load data.
Smart metering data can facilitate a cus-
tomer segmentation based on dynamic
load patterns instead of mere load totals.

In the present work we describe the im-
plementation and evaluation of an IT-
solution for cluster analysis of load data
which we developed and realized in co-
operation with ENERGY4U GmbH1 and
Allgäuer Überlandwerke2 (AÜW). In the
following sections we develop a soft-
ware artifact following the design sci-
ence approach as outlined by Hevner et

al. (2004). We first address the prob-
lem of relevance and the related litera-
ture. Subsequently we describe the tech-
nical and methodological realization as
well as the evaluation using real data. We
then outline an application of the clus-
tering results to the design of segment-
specific electricity rates. The final section
provides an outlook on further applica-
tion scenarios as well as open research
questions.

2 Problem Relevance and Related
Work

New regulatory requirements, a chang-
ing public opinion regarding the orienta-
tion of the energy system, technological
change, and increasing resource scarcity
are the main drivers of changes in the
energy sector. Responsibilities and tasks
that were traditionally performed by a
single integrated company are increas-
ingly split up and distributed. This un-
bundling and the development of new
market roles changes the electricity value
chain and creates opportunities for new
market actors. The introduction of smart
meters may result in another paradigm
change – especially in the areas of cus-
tomer and portfolio management.

In Germany electricity metering using
15-minute intervals, the so-called “reg-
istrierende Leistungsmessung” (RLM) al-
ready is the standard protocol for large
(industrial) customers with annual con-
sumption levels exceeding 100,000 kWh.
For smaller customers, however, electric-
ity consumption was metered on an an-
nual basis. Since the beginning of 2010

1Energy4U is an IT consulting firm for SAP solutions in the utilities sector (http://www.energy4u.org).
2Allgäuer Überlandwerke is a regional utilities company based in Kempten (http://www.auew.de).
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Fig. 1 European and German regulatory smart metering requirements

(cf. Fig. 1) the German Energy Indus-
try Act (EnWG) requires metering ser-
vice providers to install systems that are
able to capture both the amount and
the timing of electric energy consump-
tion, i.e., smart meters. In its initial for-
mulation this requirement applied only
to new constructions and major ren-
ovations subject to technical and eco-
nomic feasibility. The revised version of
the EnWG from August 2011 extends this
requirement to all buildings (§ 21c sub-
par. 1d EnWG). In addition, the revised
law more explicitly defines the feasibil-
ity constraints (§ 21c subpar. 2 EnWG)
as well as the required smart meter-
ing functionalities (§ 21d, e, i EnWG).
These refinements help to meet prior
criticism concerning the lack of clar-
ity within the original formulations (cf.
BNetzA 2010). Compared to the RLM-
systems for large customers, the smart
meters for small customers have to meet
lower requirements concerning accuracy,
data exchange frequencies, and complete-
ness of measurement records (Nabe et al.
2009, p. 43).

Due to differing regulations on the na-
tional level, adoption of smart meter-
ing varies greatly within the EU. While

Italy and Sweden already boast adop-
tion rates of 86% respectively 59%, the
introduction of smart meters in Ger-
many is mostly confined to pilot regions
(Jagstaidt et al. 2011).3 The regulator’s in-
tention with the roll-out of smart me-
ters and variable electricity rates is to
achieve more transparency and efficiency
in consumption.

Variable rates can be used to influ-
ence consumption behavior. This may
provide utilities with significant poten-
tials for cost reductions (Faruqui et al.
2010). To protect customers from in-
transparencies that may arise from the
expected multitude of electricity rates,
the EnWG strengthens customer rights:
the change of suppliers is now to be com-
pleted within three weeks (§ 20a subpar.
2 EnWG), and § 40 requires electricity
suppliers to provide their customers with
concise billing documents. In particular
suppliers are required to explain the rel-
evant calculation factors and composi-
tion of prices in a lucid fashion, and the
consumption profile of customers should
be illustrated graphically. New data secu-
rity and privacy requirements concern-
ing collection, processing and usage of

smart meter data are governed by § 21 g,
h EnWG.

Given the very limited empirical val-
ues, the customer-specific design of such
variable rates is a difficult challenge. The
analysis of smart meter data is a potential
key factor in successfully addressing this
challenge. Systematical analysis requires
the design and implementation of appro-
priate IT solutions. The aim of this paper
is to develop a pilot instrument for cus-
tomer clustering based on smart meter
data. This could provide electricity sup-
pliers with an in-depth overview of their
customer portfolio and at the same time
allow easy data interchange with other
corporate IT systems like ERP or CRM
solutions.

2.1 Business Intelligence and

Knowledge Discovery

In practice, Business Intelligence (BI)
has turned out to be the approach of
choice to process large data sets into in-
formation and business-relevant knowl-
edge (Cody et al. 2010). By means of IT-
based data access and their IT-based anal-
ysis and processing, BI significantly sup-

3Darby (2006) as well as Burgess and Nye (2008) provide summaries of different international smart meter projects.
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ports decision makers (Strauch and Win-
ter 2002). BI itself is not bound to a spe-
cific system; in fact a diversity of infor-
mation retrieval and analysis systems can
be applied. Kemper et al. (2004) suggest
a classification of these systems into ad
hoc and model-driven systems. In this
work, we focus on the model-driven anal-
ysis in line with Knowledge Discovery
in Databases (KDD) as established by
Fayyad et al. (1996).

KDD is the overall process consisting
of data mining and the necessary prelim-
inaries and reworking. Within this pro-
cess, data mining is the actual tool with
the aid of which previously unknown
and potentially useful patterns can be re-
trieved and extracted (Han and Kam-
ber 2006; Bissantz and Hagedorn 2009).
The knowledge generated in this pro-
cess can, for instance, be used in deci-
sion support systems (Kemper and Baars
2006). The Cross Industry Standard Pro-
cess for Data Mining (CRISP-DM) is a
procedural model that has established it-
self as the quasi standard for such tasks
in the recent years (Kurgan and Musilek
2006; Shearer 2000). Here, the starting
points for the data analysis are business
problems and tasks which are system-
atically addressed in six process phases
(Business Understanding, Data Under-
standing, Data Preparation, Modeling,
Evaluation, and Deployment).

2.2 Data Mining in the Energy Industry

Since RLM is already common practice
for major customers in the energy indus-
try, the design of business processes for
smaller smart metering customers and
the usage of the associated large set of
micro data represent a particular chal-
lenge. Performing a customer segmen-
tation based on consumption data po-
tentially reveals characteristic customer
load profiles within the heterogeneous
population.

The advancing liberalization of energy
markets and the rising availability of con-
sumption data have recently spotlighted
data mining approaches to analyze load
profile data. Pitt and Kitschen (1999) and
Ramos and Vale (2008) study the appli-
cability of different clustering techniques
for the classification of large industrial
clients’ daily power consumption. Es-
pinoza et al. (2005) consult the cluster
analysis to scrutinize the daily and weekly
load data delivered from transformer
substations. Figueiredo et al. (2005) de-
velop a procedural model to cluster and

classify power customers which is then
used for the analysis of customer data on
the distribution network level. With re-
spect to the consumption data, electric-
ity providers can use the revealed infor-
mation patterns to improve their busi-
ness processes. For instance, Chicco et
al. (2003) study the margin opportu-
nity in the design of optimized tariffs for
identified customer clusters. Espinoza et
al. (2005) develop forecast models based
on customer clusters on the distribution
network.

Given the increasing adaption of smart
grid technologies, it is hardly surpris-
ing that Keshav and Rosenberg (2011) as
well as Ramos and Liu (2011) underline
the central importance of data mining
techniques for the transformation of the
electricity system.

3 Implementation of the Cluster
Analysis as a Design Science
Artifact

As mentioned above, the use of data
mining techniques to analyze load pro-
files is methodically sound and offers a
variety of potentials for its application
within the energy industry. In addition,
its actual implementation within enter-
prises requires a suitable technical re-
alization. In doing so, complex energy
technology and utilization systems as well
as the peculiarities of the smart meter-
ing landscape have to be taken into ac-
count. In the following, we will briefly de-
scribe the technical and methodical de-
sign decisions that underlie our cluster
analysis.

3.1 System Environment Selection and

Design of the Analysis Process

The cluster analysis was realized within
the data warehouse software SAP
NetWeaverBusiness Intelligence (SAP BI)
because this system was already used
by our project partner. However, this
decision does not narrow the practical
relevance of our work since SAP BI is
applied in various mid- and large-sized
enterprises in the electricity sector. SAP
BI offers a platform to integrate, pre-
pare, and analyze smart metering data.
Moreover, the Analysis Process Designer
(APD) and the Data Mining Workbench
(DM Workbench) add up to a full data
mining solution. The DM Workbench
is utilized to create the models for the

various data mining techniques (clus-
ter analysis, ABC analysis, classification,
etc.). In APD, the analysis process itself
can be modeled and implemented.

In our case, a three-phase analysis pro-
cess was used in accordance with the
three to five phases of the CRISP-DM
process model. As part of the data prepa-
ration, the input data are adjusted and
converted into the appropriate format
for subsequent analysis. In the subse-
quent analysis phase, a cluster analy-
sis which is appropriate for the data is
modeled and implemented. The results
of the cluster analysis can then be eval-
uated with the help of an appropriate
representation.

3.2 Data Preparation

Data preparation for the cluster analy-
sis is a crucial step of the KDD process.
First the integrity of the raw data has to
be assured through filtering and substi-
tute value creation. Thereafter, the data
has to be transferred into the format that
is needed for cluster analysis by means of
suitable choice and normalization.

Data transmission in smart metering
systems usually spans a multitude of
technical components (e.g., meter, data
concentrators, gateways, etc.). If one of
these components fails, incorrect values
or recording gaps are likely to occur. In
order to interpolate time series of con-
sumption data, literature proposes dif-
ferent approaches. For instance, Ramos
and Vale (2008) consult artificial neural
networks while Figueiredo et al. (2005)
rely on a regression approach. Both ap-
proaches require comprehensive prelim-
inary operations on the load data set
which somewhat reduces their applica-
bility to continuous data analyses. For
the most part, the data set used in
our work exhibits only singular incor-
rect values (the smallest time segment
equals 15 minutes), therefore, we chose a
simple linear interpolation approach for
data cleansing. This lightweight approach
achieves robust results for minor data
gaps. However, it cannot reliably estimate
major data gaps. Therefore, we discarded
load data sets showing more than one
hour of recording gaps.

In our work, the relative load devel-
opment was determined as the basis for
customer segmentation. Therefore, load
profiles were normalized to a relative
load profile since otherwise the abso-
lute consumption level is likely to domi-
nate the similarities of different load pro-
files. Based upon the normalized load
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Fig. 2 Cluster analysis scenarios

curve, a characteristic load profile per
time period (one day or one week) can
be determined for each customer. The
arithmetic means of the single time seg-
ments are the starting point for the for-
mation of the characteristic load pro-
files.4 In case of volatile consumption
patterns, the arithmetic mean does not
properly represent the customers’ behav-
ior. Academia proposes two approaches
to cope with this issue. On the one hand,
Räsänen and Kolehmainen (2009) extend
the clustering objects by additional data
points (e.g., standard deviation or skew-
ness of the 15 minutes consumption). On
the other hand, Ramos and Vale (2008)
introduce a segmentation of the analy-
sis days (weekday, season) which sepa-
rates the raw data sets into more ho-
mogeneous subsets. As the load profiles
with 15-minutes segments already give
rise to very large data objects, we fol-
low the segmentation approach proposed
by Ramos and Vale (2008) in order to
sustain scalability. For the data prepara-
tion, we identify the characteristic load
profiles for nine “cluster scenarios”, as-
sembled from cluster type (week, week-
day, weekend) and season (summer, win-
ter, transitional). The described segmen-
tation is illustrated in Fig. 2. This ap-
proach allows for a simple benchmarking
with the standard load profiles utilized
by the German energy industry which
distinguish between similar day types.

To round off the data preparation
phase, the clustering data can be en-
riched with further information available
in other IT systems (e.g., ERP, CRM, or
GIS data). Such a linkage of data can
guide and support the subsequent analy-
sis. In this work we do not go into details
regarding this refining step.

3.3 Modeling and Implementation of
the Cluster Analysis

The cluster analysis mainly aims at dis-
covering structures in large data sets. Ac-
cording to Rodrigues et al. (2003), the k-
means algorithm and a combination of
k-means and artificial neural networks
are suitable approaches for the clustering
of load profiles. Both approaches achieve
a similar clustering performance in the
handling of customer load profiles. The
k-means algorithm is considered to be
the best known and most frequently ap-
plied partitioning clustering technique
(Vercellis 2009) which is implemented as
a standard in most of the established data
mining software (also in SAP BI). Hence,
we focus on the k-means algorithm in the
following. The k-means algorithm works
iteratively; it divides the data set into k
clusters by minimizing the sum of all
distances to the respective cluster cen-
ters. The algorithm does not guarantee to
find a global optimum (Beringer 2008).
Hence it is important to begin with var-
ious starting values for the cluster allo-

cation in order to come up with a rea-
sonably good result. Further, the choice
of the number of clusters k is crucial for
the algorithm’s performance. The “right”
number of clusters is not known ex ante;
therefore, the cluster analysis is initially
conducted with all cluster numbers to be
considered. Subsequently, the results of
the various starting values and the num-
ber of clusters are rated with respect to
their performance in order to identify the
best clustering.

In order to numerically rate the clus-
ter quality, literature proposes, for in-
stance, the Clustering Dispersion Indica-
tor and the Mean Index Adequacy Indi-
cator (Ramos and Vale 2008; Rodrigues
et al. 2003). Both indicators have in com-
mon that they monotonically increase
with the number of clusters. Thus, they
are not suitable for a simultaneous de-
termination of the optimal number of
clusters. Davies and Bouldin (1979) in-
troduced an index without this property:
It rates the cluster quality based on the
sum of the relations between the vari-
ance within two clusters and their cen-
ters’ distances. The identification of local
index minimums thus allows for the de-
termination of a suitable number of clus-
ters. For the search, only the basic do-
main needs to be indicated – which is
typically given by the application con-
text. That way, it is possible that differ-
ent clustering can be used in different
application contexts (tariff design, load
forecast). In this work’s technical realiza-
tion, the Davies Bouldin Index has been
modeled and integrated in APD.5

3.4 Evaluation and Visualization of
Clustering Results

After selecting the final cluster specifi-
cation, the obtained insights need to be
processed for business applications. This
is realized through appropriate reporting
as well as automatic exchange with other
information systems, e.g., decision sup-
port systems or CRM systems. We realize
the visualization of results using the SAP
analysis- and reporting tool BEx Analyzer
which is embedded in Microsoft Excel.
The BEx analyzer provides capabilities for
both graphical and tabular reporting.

Figures 3 and 4 show that our cluster-
ing approach facilitates a homogeneous
customer segmentation based on load

4In order to limit the size of the data objects, we enlarged the analysis interval to two hours for all week scenarios. Thus, for the latter, the
characteristic load profiles are subdivided into two hour segments.
5Moreover, we included the Silhouette Index (Rousseeuw 1987) and the index proposed by Dunn (1974) as additional rating indicators.
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Fig. 3 Clustering results – day profiles (workdays, winter)

profiles. We can identify customer groups
with distinct load profiles. In the anal-
ysis scenario weekdays (winter), we an-
alyzed data from 215 customers which
were segmented into 14 clusters. In con-
trast the scenario weekend days (win-

ter) yielded only 10 clusters. The dif-
fering number of clusters indicates a
lower diversity of weekend load pro-
files. Some of the profiles (e.g., cluster
11) only exist during the week which
is typical for enterprises. Moreover, we

can see a convergence of household con-
sumption behavior on weekend days.
This confirms the scenario-based cluster-
ing approach. Another characteristic dif-
ference between weekday and weekend
clusters is the consumption distribution

Business & Information Systems Engineering 1|2012 35
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Fig. 4 Clustering results – day profiles (weekend, winter)

over the day. Weekdays exhibit a large
share of consumption on mornings and
evenings while weekends exhibit a more
homogeneous consumption distribution.

As the clustering is solely based on
consumption data, the question arises
if conclusions regarding customer types
are possible. The German standard load
profiles6 provide a natural benchmark
for this type of evaluation. The clusters
11, 12, and 13 show distinct similarity
with the standard load profiles for busi-
nesses (11), heat pumps (12), and farms
(13). These assumptions are also sup-
ported by the absolute consumption lev-

els. On the other hand the clusters 1–6,
10, and 14 with average annual consump-
tion of about 3,600 kWh are most likely
exclusively composed of private house-
hold customers. The random variation in
the load profiles of these clusters provides
further evidence for this assumption. It
is the result of the aggregation of slightly
differing daily load profiles to a repre-
sentative household load profile, a char-
acteristic, which can typically not be ex-
pected for industrial consumers (Müller
2010). The diversity of these household
clusters and their large difference to the
German standard household profile H0

show that cluster analysis of smart me-
tering data can facilitate a more granular
customer characterization. For instance
cluster 5 exhibits a comparatively high
consumption share during evening and
early night hours. In view of the similar-
ity with cluster 9, the challenge of deter-
mining a clear distinction of such micro-
segments becomes clear. Adding infor-
mation from other systems to the con-
sumption data may enable an even better
differentiation of these clusters. For clus-
ters 7, 8, and 9 the type assessment is less
clear, suggesting that they are most likely
composed of different customer types.

6These profiles are available from the German Federal Association of Energy and Water Industries (BDEW).
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Abstract

Christoph Flath, David Nicolay,
Tobias Conte, Clemens van Dinther,
Lilia Filipova-Neumann

Cluster Analysis of Smart
Metering Data

An Implementation in Practice

The introduction of smart meter tech-
nology is a great challenge for the Ger-
man energy industry. It requires not
only large investments in the commu-
nication and metering infrastructure,
but also a redesign of traditional busi-
ness processes. The newly incurring
costs cannot be fully passed on to the
end customers. One option to counter-
balance these expenses is to exploit the
newly generated smart metering data
for the creation of new services and
improved processes. For instance, per-
forming a cluster analysis of smart me-
tering data focused on the customers’
time-based consumption behavior al-
lows for a detailed customer segmen-
tation. In the article we present a clus-
ter analysis performed on real-world
consumption data from a smart me-
ter project conducted by a German
regional utilities company. We show
how to integrate a cluster analysis ap-
proach into a business intelligence en-
vironment and evaluate this artifact
as defined by design science. We dis-
cuss the results of the cluster analysis
and highlight options to apply them to
segment-specific tariff design.

Keywords: Smart metering, Energy
industry, Data mining, Business intelli-
gence, Customer segmentation, Tariff
design

The week (winter) load profile scenario
yields a grouping with 16 clusters (cf.
Fig. 5). Due to their repetitive structure,
a graphical distinction between the dif-
ferent clusters is more difficult than in
the case of single day load profiles. How-
ever, we can again spot distinct patterns
(especially clusters 10, 13, and 15). At
first glance the consumption ratios be-
tween different days as well as the period-
icity of the load development seem fairly
homogeneous. The main exceptions are
clusters 8 and 9 which exhibit distinctly
lower consumption on weekends with
Sunday consumption levels being even
lower than on Saturday.

4 Application of cluster results for
segment-specific rate design

The economic benefits of time-variable
electricity rates consist in the potential
for utilities to improve price discrim-
ination and to facilitate the reduction
of peak loads. Their importance is de-
scribed, among others, by Troxel (1938),
Eckel (1985), Stephenson et al. (2001),
and Parmesano (2007). However, there
are only few approaches for segment-
specific design based on customer load
profile clusters of such rates (e.g., Chicco
et al. 2003). Segment-specific rate design
determines a time-variable rate for each
individual customer segment. This al-
lows consideration of consumption het-
erogeneity but also avoids the complexity
of rate design on the individual customer
level. The design of these rates requires
setting the relevant endogenous param-
eters for each customer segment depend-
ing on its load curve. This encompasses
the following aspects:
1. Determining the number of time

zones:
First the number of peaks and

valleys in the load profile is deter-
mined. The time zones should corre-
spond to the existing peaks and off-
peak hours in the profile. Customer
acceptance issues, which can possibly
limit the number of time zones, will be
considered for the decision.

2. Determining the start times of each
time zones:

Here, the difference between the
average consumption in adjacent
peaks and load time zones is to be
maximized.

3. Determining the number of price
zones:

These will correspond to the num-
ber of time zones as long as it is
relatively small. For acceptance rea-
sons, it is conceivable to set the same
price level for multiple time zones in
cases with a relatively high number of
time zones. Here, the maximum al-
lowable number of price levels is to be
determined applying the criterion of
customer acceptance.

4. Modeling and maximizing supplier
profit:

The price elasticity values for the
consumption are to be derived from
recent field tests. Historical procure-
ment costs in profit calculations are
explicitly taken into account in order
to consider any recurring peaks and
valleys in the procurement cost.

While the introduction of different analy-
sis scenarios in Sect. 3.2 increases cluster
homogeneity, it also gives rise to a mul-
titude of cluster combinations that may
serve as a basis for rate design. There-
fore, a central challenge in this process is
the selection of an appropriate base sce-
nario for determining the most relevant
clustering. However, the cluster analysis
in Sect. 3 indicated that across differ-
ent analysis scenarios the different clus-
ter populations are made up of vary-
ing customer compositions. Therefore,
a stochastic assessment using cluster as-
signment probabilities is required. Ini-
tial results gathered in the context of
this cluster analysis indicate that this is
a promising approach that needs to be
validated using a larger data set.

By influencing the demand side,
segment-specific electricity rates can
improve the energy system’s efficiency.
Moreover, time-differentiated billing al-
lows greater transparency with respect
to the impact of generation costs for
the formation of retail electricity prices.
Increased coupling between costs and
prices increases the fairness of retail
electricity pricing (Faruqui 2010).

5 Summary and Conclusion

The broad roll-out of smart meters poses
significant challenges to electricity utili-
ties. On the one hand, large investments
in the metering infrastructure are re-
quired and on the other hand traditional
business processes need to be redesigned.
The processing and utilization of cus-
tomer consumption data from smart me-
ters may enable electricity companies to
achieve large efficiency gains. In our work
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we have presented an implementation
and evaluation of a cluster analysis ap-
proach for smart meter data within a
business intelligence environment. The
identified clusters are plausible and yield
a true information gain for the utility.
Given a direct integration with existing
IT systems (e.g., ERP or CRM), this ap-
proach may be relevant for metering ser-
vice companies as well as utilities. Based
on the cluster analysis, metering service
companies can offer innovative service
products like energy management plan-
ning or regional load profiles. Suppliers
can profit from the possibility of design-
ing segment-specific rates which allow a
better integration of the demand side into
the control of the electricity system.

Our electricity load data analysis gives
rise to subsequent research questions. We
will need to validate the robustness of the
identified clusters using a broader data
set. Moreover, the integration of addi-
tional data sources, such as current rate
information, industry code, or house-
hold properties such as demographic and
socio-economic data can further support
effective clustering. Following Newsham
and Bowker (2010) there still is an in-
sufficient understanding how the willing-
ness of households to adapt their load
behavior corresponds with their socio-
economic properties. As this is a cen-
tral question for future demand-centered
control paradigms, research needs to fo-
cus on questions like assessing demand
elasticity and load shifting potentials.
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