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1. Introduction

Thanks to recent advances in micro-electronics and wireless communications, wireless sensor
networks (WSN) are foreseen to become ubiquitous in our daily life and they have already
been a hot research area. A WSN is made of large number of low cost sensor nodes with pro-
cessing and communication capabilities. While sensors are small devices with limited power
supply, a WSN should operate autonomously for long periods of time in most applications. In
order to better manage energy consumption and increase the whole network lifetime, suitable
solutions are required at all layers of the networking protocol stack. In particular, energy-
aware routing protocols at the network layer have received a great deal of attention since it
is well established that wireless communication is the major source of energy consumption in
WSN.
The network layer in WSN is responsible for delivery of packets and implements an address-
ing scheme to accomplish this. It mainly establishes paths for data transfer through the net-
work. Compared to traditional ad-hoc networks, routing is more challenging in wireless sen-
sor networks due to their limited resources in terms of available energy, processing capability
and communication, which are major constraints to all sensor networks applications. These
constraints yield frequent topology changes making route maintenance to be a non-easy task.
Additionally, the typical mode of communication is many-to-one, from multiple sources to a
particular sink rather than from one entity to another. Finally, since data related to one phe-
nomena may be collected by multiple sensors, a significant redundancy is likely to be present
and has to be considered. This is why routing protocols proposed for ad-hoc networks in
recent years are not suitable for wireless sensor networks. Alternative approaches that take
the above limitations into account with energy-awareness are required. Due to that, multiple
routing protocols for WSN have been proposed (Akkaya & Younis, 2005; Al-Karaki & Kamal,
2004).
From network organization perspective, routing protocols can coarsely be classified in two
main classes : flat network routing and hierarchical network routing. In a flat topology, each
node plays the same role and has the same functionality as other sensor nodes in the net-
work. When a node needs to send data, a flat routing protocol attempt to find a route to
the sink hop by hop using some form of flooding. The most popular flat-based routing in
WSN are data-centric protocols like SPIN (Heinzelman et al., 1999) and Directed Diffusion
(DD) (Intanagonwiwat et al., 2003). Data-centric routing protocols were shown to save en-
ergy through in-network data aggregation. In order to limit energy consumption due to un-
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Fig. 1. Cluster-based topology

necessary flooded messages, some routing protocols, mainly geographic ones (Ko & Vaidya,
2000; Lin & Stojmenovic, 2003; Rodoplu & Ming, 1999; Y. Yu & Govindan, 2001) with location
awareness, restrict flooding to localized regions. Other protocols that are neither data-centric
nor location-based can be qualified as topology-based (Frey et al., 2009). This is the case of
routing protocols like those proposed in (He et al., 2003; Sohrabi et al., 2000; Ye et al., 2001).
Flat routing protocols are quite effective in relatively small networks. However, they scale
very bad to large and dense networks since, typically, all nodes are alive and generate more
processing and bandwidth usage. On the other hand, hierarchical routing protocols have
shown to be more scalable and energy-aware in the context of WSN. In hierarchical-based
routing, nodes play different roles in the network and typically are organized into clusters.
Clustering (Figure 1) is the method by which sensor nodes in a network organize themselves
into groups according to specific requirements or metrics. Each group or cluster has a leader
referred to as clusterhead (CH) and other ordinary member nodes (MNs). The clusterheads can
be organized into further hierarchical levels.
As opposed to a flat organization, clustering allows a hierarchical architecture with more scal-
ability, less consumed energy and thus longer lifetime for the whole network. this is due
mainly to the fact that most of the sensing, data processing and communication activities can
be performed within clusters. Numerous are WSN applications that require simply an aggre-
gate value to be reported to the sink. In such applications, data aggregation at the clusterheads
helps to alleviate congestion and save energy. Clustering allows intra-cluster and inter-cluster
routing which reduces the number of nodes taking part in a long distance communication,
thus allowing significant energy saving in addition to smaller dissemination latency.
In this chapter we consider cluster-based routing protocols to achieve energy efficiency in
WSN. Section 2 focuses on clustering from the perspective of data routing and a new classifi-
cation of cluster-based routing protocols into two classes is proposed. Some representatives of
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(a) One-hop intra-cluster connectivity (b) multi-hop intra-cluster connectivity
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Member node

Fig. 2. One-hop toward the sink

both classes are summarized in respectively Sections 3 and 4. Section 5 concludes the chapter
with some future research directions.

2. Clustering and Routing in WSN

From a routing perspective, clustering allows to split data transmission into intra-cluster
(within a cluster) and inter-cluster (between clusterheads and every clusterhead and the sink)
communication. This separation leads to significant energy saving since the radio unit is the
major energy consumer in a sensor node. In fact, member nodes are only allowed to commu-
nicate with their respective clusterhead, which is responsible for relaying the data to the sink
with possible aggregation and fusion operations. Moreover, this separation allows to reduce
routing tables at both member nodes and clusterheads in addition to possible spatial reuse of
communication bandwidth.

Intra-cluster communications

Most of the earlier work on clustering assume direct (one-hop) communication between mem-
ber nodes and their respective clusterheads (Energy-efficient communication protocol for wireless
sensor networks, 2000; Younis & Fahmy, 2004). All the member nodes are at most two hops
away from each other (Figure 2(a)). One-hop clusters makes selection and propagation of
clusterheads easy, however, multi-hop intra-cluster connectivity is sometimes required, in par-
ticular for limited radio ranges and large networks with limited clusterhead count. Multi-hop
routing within a cluster (Figure 2(b)) has already been proposed in wireless ad-hoc networks
(Lin & Gerla, 1995). More recent WSN clustering algorithms allow multi-hop intra-cluster
routing (Bandyopadhyay & Coyle, 2003; Ding et al., 2005).

Inter-cluster Routing

Earlier cluster-based routing protocols such as LEACH (Energy-efficient communication proto-
col for wireless sensor networks, 2000) assume that the clusterheads have long communication
ranges allowing direct connection between every clusterhead and the sink (Figure 3). Al-
though simple, this approach is not only inefficient in terms of energy consumption, it is
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based on irrealistic assumption. The sink is usually located far away from the sensing area
and is often not directly reachable to all nodes due to signal propagation problems. A more
realistic approach is multihop inter-cluster routing that had shown to be more energy efficient
(Mhatre & Rosenberg, 2004a). Sensed data are relayed from one clusterhead to another until
reaching the sink (Figure 1).
Direct communication between clusterheads is not always possible especially for large clusters
(multihop clusters for instance). In this case, ordinary nodes located between two clusterheads
could act as gateways (GW) allowing the clusterheads to reach each other (Figure 4). A gateway
node is either common or distributed. A common (ordinary) gateway is located within the
transmission range of two clusterheads and thus, allows 2-hop communication between these
clusterheads. When two clusterheads do not have a common gateway, they can reach each
other in at least 3 hops via two distributed gateways located in their respective clusters. A
distributed gateway is only reachable by one clusterhead and by another distributed gateway
of the second clusterhead cluster.
Inter-cluster communication in several proposals is achieved through organizing the cluster-
heads in a hierarchy (Figure 5) as done in (Bandyopadhyay & Coyle, 2003) and (Manjeshwar
& Agarwal, 2001). Multiple level hierarchy allows better energy distribution and overall en-
ergy consumption. However, maintaining the hierarchy could be costly in large and dynamic
networks where nodes die as soon as their energy supply is completely discharged.

2.1 Energy Efficiency and Load-balancing

One of the most important objectives of hierarchical organization in sensor networks is en-
ergy efficiency that allows longer network lifetime. A clusterhead can perform aggregation
and fusion operations on data it receives before relaying it to the base station. In very dense
networks, a subset of nodes may be put into the low-power sleep mode provided that these
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be obtained for wireless network topologies. Finally, we present an efficient
distributed implementation of our clustering algorithm for a set of wireless
nodes to create the set of desired clusters.

Keywords—Clustering, Ad-hoc networks,Wireless networks, Sensor net-
works, Hierarchy

I. INTRODUCTION

APID advances in hardware design have greatly reduced
cost, size and the power requirements of network elements.

As a consequence, it is now possible to envision networks com-
prising of a large number of such small devices. In the Smart
Dust project at UC Berkeley [1] and the Wireless Integrated Net-
work Sensors (WINS) project 1 at UCLA researchers are at-
tempting to create a wireless technology, where a large number
of mobile devices, with wireless communication capability, can
be rapidly deployed and organized into a functional network.

Hierarchical structures have been used to provide scalable so-
lutions in many large networking systems that have been de-
signed [2], [3]. For networks composed of a large number of
small, possibly mobile, wireless devices, a static manual config-
uration would not be a practical solution for creating such hi-
erarchies. In this paper, we focus on the mechanisms required
for rapid self-assembly of a potentially large number of such de-
vices. More specifically, we present the design and implementa-
tion of an algorithm that can be used to organize these wireless
nodes into clusters with a set of desirable properties.

Typically, each cluster in the network, would select a “cluster-
representative” that is responsible for cluster management —
this responsibility is rotated among the capable nodes of the clus-
ter for load balancing and fault tolerance.

A. Target Environment

While our clustering scheme can be applied to many network-
ing scenarios, our target environment is primarily wireless sen-
sor networks [4], and we exploit certain properties of these net-
works to make our clustering mechanism efficient in this envi-
ronment. These networks comprise of a set of sensor nodes scat-
tered arbitrarily over some region. The sensor nodes gather data
from the environment and can perform various kinds of activi-
ties depending on the applications — which include but is not
limited to, collaborative processing of the sensor data to produce
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an aggregate view of the environment, re-distributing sensor in-
formation within the sensor network, or to other remote sites,
and performing synchronized actions based on the sensor data
gathered. Such wireless networks can be used to create “smart
spaces”, which can be remotely controlled, monitored as well as
adapted for emerging needs.

B. Applicability

The clustering scheme provides an useful service that can be
leveraged by different applications to achieve scalability. For ex-
ample, it can be used to scale a service location and discovery
mechanism by distributing the necessary state management to
be localized within each cluster. Such a clustering-based tech-
nique has been proposed to provide location management of de-
vices for QoS support [5]. Hierarchies based on clustering have
also been useful to define scalable routing solutions for multi-
hop wireless networks [6], [7], [8] and [9].
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Fig. 1. An example of a three layer hierarchy

The design of our clustering scheme is motivated by the need
to generate an applicable hierarchy for multi-hop wireless envi-
ronment as defined in the Multi-hop Mobile Wireless Network
(MMWN) architecture [5]. Such an architecture may be used to
implement different services in a distributed and scalable man-
ner. In this architecture, wireless nodes are either switches or
endpoints. Only switches can route packets, but both switches
and endpoints can be the source or the destination of data. In
wireless sensor networks, all sensor devices deployed will be
identical, and hence we treat all nodes as switches, by MMWN
terminology. Switches are expected to autonomously group
themselves into clusters, each of which functions as a multi-hop
packet radio network. A hierarchical control structure is illus-
trated in Figure 1 with the nodes organized into different lay-

www.intechopen.com



Cluster-based Routing Protocols for Energy Eficiency in Wireless Sensor Networks 171

BS

Clusterhead

Distributed GW

Common GW

CH2

CH1
CH4

CH3 Member node

Fig. 4. Multi-hop inter-cluster communication

1

A Clustering Scheme for Hierarchical Control in
Multi-hop Wireless Networks

Suman Banerjee, Samir Khuller

Abstract—In this paper we present a clustering scheme to create a hier-
archical control structure for multi-hop wireless networks. A cluster is de-
fined as a subset of vertices, whose induced graph is connected. In addition,
a cluster is required to obey certain constraints that are useful for manage-
ment and scalability of the hierarchy. All these constraints cannot be met
simultaneously for general graphs, but we show how such a clustering can
be obtained for wireless network topologies. Finally, we present an efficient
distributed implementation of our clustering algorithm for a set of wireless
nodes to create the set of desired clusters.

Keywords—Clustering, Ad-hoc networks,Wireless networks, Sensor net-
works, Hierarchy

I. INTRODUCTION

APID advances in hardware design have greatly reduced
cost, size and the power requirements of network elements.

As a consequence, it is now possible to envision networks com-
prising of a large number of such small devices. In the Smart
Dust project at UC Berkeley [1] and the Wireless Integrated Net-
work Sensors (WINS) project 1 at UCLA researchers are at-
tempting to create a wireless technology, where a large number
of mobile devices, with wireless communication capability, can
be rapidly deployed and organized into a functional network.

Hierarchical structures have been used to provide scalable so-
lutions in many large networking systems that have been de-
signed [2], [3]. For networks composed of a large number of
small, possibly mobile, wireless devices, a static manual config-
uration would not be a practical solution for creating such hi-
erarchies. In this paper, we focus on the mechanisms required
for rapid self-assembly of a potentially large number of such de-
vices. More specifically, we present the design and implementa-
tion of an algorithm that can be used to organize these wireless
nodes into clusters with a set of desirable properties.

Typically, each cluster in the network, would select a “cluster-
representative” that is responsible for cluster management —
this responsibility is rotated among the capable nodes of the clus-
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an aggregate view of the environment, re-distributing sensor in-
formation within the sensor network, or to other remote sites,
and performing synchronized actions based on the sensor data
gathered. Such wireless networks can be used to create “smart
spaces”, which can be remotely controlled, monitored as well as
adapted for emerging needs.

B. Applicability

The clustering scheme provides an useful service that can be
leveraged by different applications to achieve scalability. For ex-
ample, it can be used to scale a service location and discovery
mechanism by distributing the necessary state management to
be localized within each cluster. Such a clustering-based tech-
nique has been proposed to provide location management of de-
vices for QoS support [5]. Hierarchies based on clustering have
also been useful to define scalable routing solutions for multi-
hop wireless networks [6], [7], [8] and [9].
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The design of our clustering scheme is motivated by the need
to generate an applicable hierarchy for multi-hop wireless envi-
ronment as defined in the Multi-hop Mobile Wireless Network
(MMWN) architecture [5]. Such an architecture may be used to
implement different services in a distributed and scalable man-
ner. In this architecture, wireless nodes are either switches or
endpoints. Only switches can route packets, but both switches
and endpoints can be the source or the destination of data. In
wireless sensor networks, all sensor devices deployed will be
identical, and hence we treat all nodes as switches, by MMWN
terminology. Switches are expected to autonomously group
themselves into clusters, each of which functions as a multi-hop
packet radio network. A hierarchical control structure is illus-
trated in Figure 1 with the nodes organized into different lay-

Fig. 5. 3-level hierarchy (redrawn from (Banerjee & Khuller, 2001)
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nodes are chosen without affecting the network coverage and connectivity. In this context,
a clusterhead can efficiently schedule its member nodes states. Furthermore, medium access
collision can be prevented within a cluster if a round-robin strategy is applied among the
member nodes. Collisions may require that nodes retransmit their data thus wasting more
energy.
Minimizing energy consumption on a per sensor basis is not sufficient to get longer network
lifetime, load-balancing is required.

2.1.1 Load-balancing among all nodes

Intra-cluster communications where a member node sends data to its clusterhead for further
relaying toward the sink, put a heavy burden on the clusterheads. These Latter have, addition-
ally, the responsibility of in-network data operations such as aggregation and fusion. Even if
clusterheads are equipped with more powerful and durable batteries, this heavy burden could
result in fast battery depletion at the clusterheads and thus shorter lifetime compared to other
sensor nodes. This is one possible load unfairness situation that may occur in cluster-based
routing. This issue is usually addressed through clusterhead rotation among nodes in each
cluster.

2.1.2 Load-balancing among clusterheads

In order to give each clusterhead equivalent burden in the network, many algorithms focus
on balancing the intra-cluster traffic load through the formation of nearly equal size (uniform)
clusters. In fact, in clusters of comparable coverage and node density, the intra-cluster traffic
volume is more likely to be the same for all clusters.
Regarding inter-cluster communication, balanced intra-cluster traffic results in a highly
skewed load distribution on clusterheads. In single-hop communication where clusterheads
use direct link to reach the base station, the farther the clusterhead, the more energy it con-
sumes and the earlier will die. Even if multi-hop inter-cluster communication is adopted, the
nodes close to the base station are burdened with heavier traffic load leading to the so-called
hot spot problem. This is due to the many-to-one traffic paradigm that characterizes WSN.
Nodes in the hot spot area deplete faster their energy and die much faster than faraway clus-
terheads. This may lead to serious connectivity (network partition) and coverage problems at
the base station vicinity.
As a consequence, both intra-cluster and inter-cluster traffic have to be considered jointly
when designing a cluster-based routing algorithm. In other words, one have to consider min-
imizing energy consumption around the sink instead of minimizing the overall consumed
energy in the network in order to achieve longer network lifetime. We will report on some
work that dealt with this issue in Section 3.5.

2.2 Clustering Algorithms Taxonomy

In the literature, there have been several different ways to classify Clustering algorithms for
WSNs. In (Younis et al., 2006), the classification is performed based on parameter(s) used for
electing clusterheads and the execution nature of a clustering algorithm which can be either
probabilistic or iterative. In iterative clustering techniques, a node waits for a specific event
to occur or certain nodes to decide their role (e.g., become clusterheads) before making a de-
cision. Probabilistic Clustering Techniques enables every node to independently decide on its
role in the clustered network while keeping the message overhead low. Considering how the
cluster formation is carried out, a clustering algorithm is either executed at a central point or
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in a distributed fashion at local nodes. Centralized approaches are used by few earlier propos-
als like LEACH-C (Chandrakasan et al., 2002). They require global knowledge of the network
topology and are inefficient in large-scale topologies. A distributed approach, however, is
more scalable since a node is able to take the initiative to become a clusterhead or to join an
already formed cluster without global topology knowledge.
Authors of (Abbasi & Younis, 2007) classify clustering algorithms according to their conver-
gence rate into two classes : variable and constant convergence time algorithms. The former
algorithms have a convergence time that depends on the number of nodes in the network and
thus are more suitable to relatively small networks. Constant convergence time algorithms
converge in a fixed number of iterations, regardless of the size of the nodes population.
Clustering algorithms can also be classified into homogeneous or heterogeneous (Mhatre &
Rosenberg, 2004b) depending on the nature of the deployed sensor network. In heterogeneous
environments, the clusterhead roles can be preassigned to nodes with more energy, computa-
tion and communication resources. In a homogeneous environment, the clusterheads can be
designated in a random way or based on one or more criteria. It is worth mentioning, that
even in a homogeneous network, heterogeneity can occur simply in terms of available energy
at nodes. As time goes on, some nodes depending on their role and environmental factors,
will discharge more quickly their batteries. This is why energy and clusterhead rotation have
to be considered in the process of clustering.
Since we report, in this chapter, on clustering techniques and their use to achieve energy effi-
cient routing in WSN, we adopt a different classification. Most proposed cluster-based routing
protocols rely on already formed clusters. Afterwards, the inter-cluster communication is gen-
erally ensured using traditional flooding among only clusterheads or by recursively executing
the clustering algorithm to obtain a hierarchy of clusterheads rooted at the sink. We qualify
these protocols as pre-established cluster-based routing algorithms. Protocols that build clus-
ters based on packets flowing in the network without a priori construction are qualified as
on-demand cluster-based algorithms. It is worth mentioning that the second class had always
been omitted in surveys like (Younis et al., 2006) (Abbasi & Younis, 2007) and (Mamalis et al.,
2009). On-demand clustering by exploiting existing traffic to piggyback cluster-related infor-
mation, eliminates major control overhead of traditional clustering protocols. Besides, there is
no startup latency even if there is a transient period before getting maximum performances.

3. Pre-established Cluster-based Routing Algorithms

In this section, we review most important clustering algorithms. Even if they are limited only
to the clusters formation and do not address explicitly inter-cluster routing. It is generally
straightforward to apply on top of the clustered topology a routing protocol taking into ac-
count only the clusterheads in the route discovery phase.

3.1 Low Energy Adaptive Clustering Hierarchy (LEACH)

Low-Energy Adaptive Clustering Hierarchy (LEACH) (Energy-efficient communication protocol
for wireless sensor networks, 2000) is one of the most popular hierarchical routing algorithms for
sensor networks. LEACH is a cluster-based protocol with distributed cluster formation with
random clusterhead election. A sensor node chooses a random number between 0 and 1. If
this random number is less than a threshold value, T(n), the node becomes a clusterhead for
the current round. This threshold value is calculated using :
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T(n) =

{

P
1−P(r mod 1

P )
if n ∈ G

0 otherwise
(1)

where P is the desired fraction of nodes to be clusterheads, r is the current round and G is
the set of nodes that have not been clusterheads in the last 1

P round. The elected clusterheads
broadcast an advertisement message to inform other nodes about their states. Based on the
received signal strength of the advertisement, a non-clusterhead node decides to which cluster
it will belong for this round and sends a membership message to its clusterhead. Based on the
number of nodes in the cluster, a clusterhead creates a TDMA schedule and assigns each node
a time slot in which it can transmit. This schedule is broadcast to all the cluster nodes. This
is the end of the so-called advertisement or setup phase of LEACH. Then begins the steady state
where different nodes can transmit their sensed data.
In order to save energy, in the steady phase, the radio of each member node can be turned
off until the node’s allocated transmission time. Moreover, clusterheads can perform data
processing such as fusion and aggregation before relaying to the base station. To evenly dis-
tribute energy load among nodes, clusterheads rotation is insured at each round by entering
a new advertisement phase and by using equation (1).
LEACH is completely distributed and requires no global knowledge of network. However,
it forms one-hop intra and inter cluster topology, which is not applicable to large region net-
works. Clusterheads are assumed to have a long communication range so they can reach
the sink directly. This is not always a realistic assumption since the clusterheads are regu-
lar sensors and the sink is often located far away. Furthermore, dynamic clustering brings
extra overhead due to the advertisements phase at the beginning of each round, which may
diminish the gain in energy. Since the decision to elect a clusterhead is probabilistic without
energy considerations, LEACH clusterhead rotation assume a homogeneous network and can
not ensure real load-balancing in case of nodes initially with different amount of energy. A
node with very low energy becomes a clusterhead for the same number of rounds as other
nodes with higher energy and will die prematurely. This could affect network coverage and
connectivity.

LEACH-C

LEACH-C (Chandrakasan et al., 2002) is a centralized version of LEACH where only the ad-
vertisement phase differs. At this phase, each node sends information about its current loca-
tion and residual energy level to the sink. Based on nodes location, the sink builds clusters
using the simulated annealing algorithm (Murata, 1994) so the amount of energy required by
member nodes to transmit their data to their respective clusterhead is minimized. Collected
information about nodes energies allows the sink to discard those with energy below the av-
erage network energy. Consequently, energy load is evenly distributed among all the nodes.

3.2 Energy Efficient Hierarchical Clustering (EEHC)

Energy Efficient Hierarchical Clustering (EEHC) (Bandyopadhyay & Coyle, 2004) can be seen
as an extension of LEACH with multi-hop intra clusters and a hierarchy of clusterheads to
route data to the sink. In the single-level clustering of EEHC, each sensor in the network
becomes a Volunteer clusterhead with probability p. It announces this to the sensors within k
hops radio range. Any sensor that receives such advertisements and is not itself a clusterhead
joins the closest cluster. If a sensor does not receive a clusterhead advertisement within a
certain time duration it can infer that it is not within k hops of any volunteer clusterhead and
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hence becomes a forced clusterhead. Data transmission to the sink can be performed using
multi-hop routing through clusterheads organization in a multi-level hierarchy rooted at the
sink. To do so, the single-level clustering is repeated recursively at the level of clusterheads.
This distributed process allows EEHC to have a time complexity of O(k1 + k2 + ...+ kh) where
h is the number of levels and ki is the maximum number of hops between a member node and
its clusterhead in the ith level of hierarchy. Since spent energy in the network depends on
p and k, the authors provide methods to compute the optimal values of these parameters
that ensure minimum consumed energy. Simulation results showed significant energy saving
when using the optimal parameter values.

3.3 Hybrid Energy-Efficient Distributed Clustering (HEED)

Both EEHC and LEACH do not consider energy in selecting clusterheads. HEED (Younis &
Fahmy, 2004) brings one more step toward energy-efficient cluster-based routing with explicit
consideration of energy. Selected clusterheads in HEED have relatively high average residual
energy compared to member nodes. Additionally, HEED aims to get a well-distributed clus-
terheads set over the sensor field. Indeed, in HEED, the probability that two nodes within
the transmission range of each other to be clusterheads is small. It is worth mentioning that
the main drawback of LEACH is that the random election of clusterheads does not ensure
their even distribution in the sensing field. It is quite possible to get multiple clusterheads
concentrated in a small area. In this case, this area sensors are likely to exhaust their energy
more quickly which may lead to insufficient coverage and network disconnection. Distribut-
ing clusterheads evenly in the sensing area is one important goal to be met in order to ensure
load balancing and hence longer network lifetime.
HEED periodically selects clusterheads according to a hybrid of their residual energy and
intra-cluster communication cost. Initially, to limit the initial clusterhead announcements,
HEED sets an initial percentage Cprob of clusterheads among all sensors. The probability that
a sensor becomes a clusterhead is CHprob = Cprob Eresidual/Emax where Eresidual is the current
energy in the sensor, and Emax is its maximum energy. Afterwards, every sensor goes through
several iterations until it finds the clusterhead that it can transmit to with the least transmis-
sion power. If it hears from no clusterhead, the sensor elects itself to be a clusterhead and
sends an announcement message to its neighbors. Each sensor doubles its CHprob value and
goes to the next iteration until its CHprob reaches 1. Therefore, there are two types of status
that a sensor could announce to its neighbors:

• Tentative status: The sensor becomes a tentative clusterhead if its CHprob is less than
1. It can change its status to a regular node at a later iteration if it finds a lower cost
clusterhead.

• Final status: The sensor permanently becomes a clusterhead if its CHprob has reached
1.

At the final phase, each sensor makes a final decision on its status. It either picks the least cost
clusterhead or pronounces itself as clusterhead. Simulation results showed that HEED out-
performs LEACH with respect to the network lifetime and energy consumption distribution.
However, HEED suffers from a consequent overhead since it needs several iterations to form
clusters. In each iteration, a lot of packets are broadcast.

Clustering Method for Energy Efficient Routing (CMEER)

CMEER (Kang et al., 2007) is another attempt to achieve well distributed Cluster heads. In
CMEER, a node declares itself as a candidate to be a clusterhead using equation (1) where P is
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chosen higher than adopted values in LEACH. Each candidate advertises its intention to be a
clusterhead within its radio range. Each node (even candidate to be a clusterhead) decides to
join a given clusterhead based on the received signal strength of the advertisement message.
In this way, the authors try to avoid redundant creation of clusterheads in a small area. The
simulation results showed that CMEER outperforms LEACH in terms of energy consumption
and network lifetime.

3.4 Distributed Energy Efficient Hierarchical Clustering (DWEHC)

Distributed Energy Efficient Hierarchical Clustering (DWEHC) (Ding et al., 2005) aims to im-
prove HEED by generating balanced cluster sizes and optimizing the intra-cluster topology
thanks to its location awareness. DWEHC creates a multi-level (instead of one-hop in HEED)
structure for intra-cluster communication and limits a parent node’s number of children.
Each sensor s calculates its weight after locating the neighboring nodes in its area using :

Wweight(s) =
Eresidual(s)

Einitial(s)
× ∑

u

R − d

6R
(2)

where Eresidual(s) and Einitial(s) are respectively residual and initial energy at node s, R is the
cluster range (a system parameter that corresponds to how far a node inside a cluster can be
from the clusterhead) and d is the distance between s and neighboring node u. In a neighbor-
hood, the node with largest weight would be elected as a clusterhead and the remaining nodes
become members. At this stage member nodes are considered as 1-level nodes and commu-
nicate directly with the clusterhead. If a member node can reach its clusterhead using more
than one hop while saving energy, it will become an h-level member where h is the number
of hops required to achieve the clusterhead. Required energy to communicate in a cluster can
be computed using node’s knowledge of the distance to its neighbors. The cluster range R is
used to limit the number of levels.
Even if HEED considers energy reserve in clusterhead selection and aims to a well distributed
clusterheads, simulation results showed that clusters generated by DWEHC are more well-
balanced and that DWEHC achieves significantly lower energy consumption in intra-cluster
and inter-cluster communication than HEED. However, location information required by
DWEHC are not necessarily and easily available. Many other location-aware clustering tech-
niques have been proposed in the literature :

Geographic Adaptive Fidelity (GAF)

GAF (Xu et al., 2001) is an energy-aware routing algorithm designed primarily for mobile
ad hoc networks, but may be applicable to sensor networks as well. GAF is generally cited
as a location based routing protocol but may be considered as a hierarchical protocol where
the clusters are based on geographic location. The network area is divided into fixed zones
(clusters) that form a virtual grid in which nodes collaborate with each other to play different
roles. The virtual grid is defined such that for any two adjacent zones A and B, all nodes
in A are able to communicate with all nodes in B, and vice versa. By assuming an ideal
radio propagation model and choosing appropriate side length of zones according to the radio
transmission range, GAF ensures that a connected backbone network can be formed as long
as just one node at time need to be active. That node play a role of a CH and each node uses
its location to associate itself with a node in the virtual grid. The clusterhead is responsible for
monitoring and reporting data to the Base station. The Nodes associated with the same point
on the grid are considered equivalent in terms of the cost of packet routing. Such equivalence
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Fig. 6. GAF virtual grids

is exploited in keeping these nodes in sleeping state in order to save energy. Thus, GAF
can substantially increase the network lifetime as the number of nodes increases. A sample
situation is depicted in Figure 6 redrawn from (Xu et al., 2001). In this figure, node 1 can reach
any of 2, 3 and 4 and nodes 2, 3, and 4 can reach 5. Therefore nodes 2, 3 and 4 are equivalent
and two of them can sleep.
Nodes change their states from sleeping to active in turn so that the load is balanced in the
network. There are three states defined in GAF : (i) discovery, for determining the neighbors
in the grid,(ii) active reflecting participation in routing and (iii) sleep when the radio is turned
off. The sleeping time is application dependent parameter which is tuned during the routing
process. In order to handle the mobility, each node in the grid estimates its leaving time
of a grid and sends it to its neighbors. The sleeping neighbors adjust their sleeping time
accordingly in order to keep the routing fidelity. Before the leaving time of the active node
expires, sleeping nodes wake up and one of them becomes active (a clusterhead). Simulation
results showed that GAF performs at least as well as a normal ad hoc routing protocol in terms
of latency and packet loss and increases the lifetime of the network by saving energy.

Position-based Aggregator Node Election (PANEL)

PANEL (Buttyan & Schaffer, 2007) is a position-based clustering routing algorithm for WSN.
It elects one aggregator node for reliable and persistent data storage applications. PANEL
assumes that the sensor nodes are deployed in a bounded area partitioned into geographical
clusters. The clustering is determined before the deployment of the network, and each sensor
node is pre-loaded with the geographical information of the cluster to which it belongs. At
the beginning of each epoch, a reference point is computed in each cluster by the nodes in a
completely distributed manner depending on the epoch number. Once the reference point is
computed, the nodes in the cluster elect the node that is the closest to the reference point as
the aggregator (clusterhead) for the given epoch.
The reference points of the clusters are re-computed and the aggregator election procedure
is re-executed in each epoch. This ensures load balancing in the sense that each node of the
cluster can become aggregator with nearly equal probability. The communication overhead
used in the election procedure is also used to establish the routing tables within the cluster. At
the end of the aggregator node election procedure, the nodes also learn the next hop towards
the aggregator elected for the current epoch.
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Fig. 7. Unequal size clusters (redrawn from (Shu et al., 2005)

PANEL can be integrated with any position-based routing protocol for inter-cluster commu-
nications. The authors proposed to experiment PANEL with the Greedy Perimeter Stateless
Routing (GPSR) protocol (Karp & Kung, 2000). Simulation results showed that PANEL out-
performs LEACH by about 67% to 83% in terms of network lifetime. This performance gain
can be explained by the reduction of the number of transmissions and receptions thanks to
data aggregation. However, the main limitation of PANEL is its assumption that the clusters
are determined before deployment and thus can not adapt to WSN dynamics.

3.5 Unequal clustering

All the previously cited clustering algorithms form clusters with fixed or variable radius with-
out any consideration of the hot spot problem introduced in Section 2.1.2. One possible solu-
tion of this issue is to form unequal clusters depending on how far is a clusterhead from the
sink. The rational behind this is that main spent energy by a clusterhead is due to both inter-
cluster and intra-cluster communication and hence have to be considered jointly. On the one
hand, intra-cluster communication cost is proportional to the number of member nodes in a
cluster. On the other hand, in a multihop network, inter-cluster communication cost depends
on the experienced forwarding load by a given clusterhead. In the many-to-one communica-
tion pattern of WSN, the closer to the sink, the greater forwarding load a clusterhead have to
handle. As a consequence, more uniform load distribution among clusterheads in a network
can be achieved through smaller clusters near the base station. Figure 7 redrawn from (Shu
et al., 2005) illustrates the main idea behind unequal clustering.
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(Soro & Heinzelman, 2005) proposed an Unequal Clustering Size (UCS) model for network
organization in order to balance energy consumption of clusterheads in multihop sensor net-
works, thus increasing network lifetime. Clusterheads are deterministically deployed and are
assumed to be much more expensive (super nodes) than simple sensor nodes with the ability
to move to adjust their locations, managing at the same time the size of their clusters and the
expected load from other clusters further away.
In UCS, the sensing field is assumed to be circular and is split into two concentric circles,
called layers. Soro et al. showed through both theoretical and experimental analysis, that the
size of the cluster in the inner layer should be reduced to get more uniform energy consump-
tion. For both homogeneous and heterogeneous networks, they showed that UCS achieves
an improvement of about 10-30% over the Equal Clustering Size (ECS) scheme, depending on
the aggregation efficiency of the clusterheads.
(Shu et al., 2005) aimed to design optimal power allocation strategies to achieve power balance
among clusterheads that maximize the network lifetime, defined as the time until one cluster-
head runs out of battery. The problem of balancing energy consumption among clusterheads
is formulated as a signomial optimization problem. Like (Soro & Heinzelman, 2005), Shu et
al. split the monitoring area into layers and studied how to achieve load balance by assigning
larger cluster sizes to clusterheads that are responsible for less data forwarding as shown by
Figure 7. They derived optimal parameters, such as the cluster radius of each layer and the
relay probabilities of clusterheads, to prolong the network lifetime. The study demonstrates
the significance of simultaneously considering the impacts of intra- and inter-cluster traffic.
Shu et al. stressed the importance of joint design of clustering strategies and routing since the
volume of relayed traffic is also affected by the underlying routing scheme. They provided
two schemes for balancing power consumption : routing-aware optimal cluster planning and
clustering-aware optimal random relay. The former is essentially a clustering approach that
is developed in the context of shortest-hop-count inter-clusterhead routing. For this scheme,
the optimal cluster size and location are obtained. The latter is essentially a routing strategy
for "load-balanced" clustered topologies (i.e., all clusters are of the same size). According to
this approach, a clusterhead probabilistically chooses to either relay the traffic to the next-hop
clusterhead or to deliver it directly to the sink.
For practical deployment of such schemes, several issues are still open for research, mainly
how to optimally select cluster sizes without knowledge of the node locations and without
assuming deterministic clusterheads deployment.

3.6 QoS-aware Cluster-based Routing protocols

Numerous routing protocols try to achieve QoS requirements such as end-to-end delay and
available bandwidth when building paths in a sensor network. Threshold sensitive Energy Ef-
ficient sensor Network protocol (TEEN) (Manjeshwar & Agarwal, 2001) is one of cluster-based
routing protocols that aims to responsiveness to sadden changes in time-critical applications.
TEEN builds a 2-tier clustering topology as depicted in Figure 8 and relies on broadcasting
hard and soft thresholds by each clusterhead to its member nodes. Hard threshold is the ab-
solute value of the attribute beyond which, the node sensing this value must switch on its
transmitter and report to its clusterhead. The nodes will next transmit data only when the
current value of the sensed data is greater than the hard threshold and differs from the pre-
viously sensed value by an amount equal to or greater than the soft threshold. This allows
significant decrease of the number of transmissions. Hard and soft threshold values can be
adjusted so the data traffic can be controlled.
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Fig. 8. TEEN hierarchy clustering (redrawn from (Manjeshwar & Agarwal, 2001))

TEEN is quite limited in applications where periodic reports are needed since the user may
not get any data at all if the thresholds are not reached. The Adaptive Threshold sensitive
Energy Efficient sensor Network protocol (APTEEN) (A. Manjeshwar, 2002) is an extension
to TEEN aiming to handle applications with periodic data collections while being sufficiently
reactive to time-critical events.
Recent research effort aimed to guarantee WSN specific requirements such as connectivity
and coverage in cluster-based routing protocols while being energy efficient. (Soro & Heinzel-
man, 2009) tackled the problem of clusterhead election with entire area coverage preservation.
Based on different coverage-aware cost metrics, nodes more important to the network cover-
age task are less likely to be selected as clusterheads. The same metrics are used to find the
set of active sensor nodes that provide full network coverage, as well as the set of routers that
forward the clusterheads’ data load to the sink. Soro et al. showed that clustering in sensor
networks should be performed with joint consideration of remaining energy and coverage
redundancy. Their proposed approach showed to maintain full coverage of the monitored
area from 25% to 4.5× with respect to a traditional approach where only residual energy or
coverage redundancy are considered separately.
Authors of (Chamam & Pierre, 2009) argue that coverage, connectivity of sensors to cluster-
heads and routing have to be taken into account within the same global planning process in
building a clustering topology. When coverage and connectivity are dealt with separately, the
obtained configuration may not be optimal. For example, an optimal covering subset of sen-
sors can fail to guarantee network connectivity because some nodes are switched off or the
optimally designated clusterheads may belong to the set of switched-off sensors. Motivated
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by this fact, Chamam et al. addressed the global problem of maximizing network lifetime
under the joint clustering, routing, and coverage constraint. They formulated the problem
as an Integer Linear Programming model, proved that it is NP-Complete and implemented
a Tabu search heuristic to tackle the exponentially increasing computation time of the exact
resolution.

4. On-demand Cluster-based Routing Algorithms

In this class of cluster-based routing algorithms, the clustering topology is built in parallel
with the routing discovery phase.

4.1 Passive Clustering (PC)

Passive clustering (PC) (Kwon & Gerla, 2002) is an on demand clustering algorithm. It pro-
vides scalability and practicality for choosing the minimal number of forwarding nodes in the
presence of dynamic topology changes. PC constructs and maintains the cluster architecture
based on outgoing data packets piggybacking cluster related information. Passive clustering
eliminates setup latency and major control overhead of traditional clustering protocols by in-
troducing two innovative mechanisms for the cluster formation: “first Declaration wins” rule
and “gateway selection heuristic”. With the “first Declaration wins” rule, a node that first claims
to be a clusterhead rules the rest of nodes in its clustered area. The “gateway selection heuristic”
provides a procedure to elect the minimal number of gateways.
The algorithm defines several states in which a node can be. At cold start, all nodes are in the
initial state. Nodes can keep internal states such as clusterhead-ready or gateway-ready to express
their readiness to be respectively a clusterhead or gateway. A candidate node finalizes its role
as a clusterhead, a gateway (Full-GW or Dist-GW) or an ordinary node. Additional fields
suggested by PC in the message header of each packet are :

• id : the identity of the originator of this message,

• state : this packer sender status in the network,

• CH1 and CH2 : these two fields are only used by a gateway to announce its two clus-
terhead addresses,

The reactive nature of PC motivated its combination with on demand routing protocols. Orig-
inally, PC was applied to reactive routing protocols like AODV (C. Perkins, 1999) and DSR
(Johnson et al., 2001). The major overhead in these routing protocols is caused by the flood-
ing of route queries. It was suggested to allow only non-ordinary nodes to rebroadcast query
messages.
The PC algorithm presents some shortcomings that have been targeted by several works. In
(Rangaswamy & Pung, 2002), the authors proposed to add alive packets to keep the clus-
ter stability as it depends highly on the data packet traffic. Also, a sequence numbering to
synchronize packets arriving from a source node is proposed. In fact, if packets containing
different states arrive out-of-order at the destination (i.e., the sending node changed its state
between transmission of multiple packets) then the destination node will be misled about the
true state of the source node. In addition, unnecessary rebroadcasts are eliminated when the
final destination of the message is a cluster member.
In WSN, the PC algorithm was proposed in combination with directed diffusion (DD) in
(Handziski et al., 2004) to mainly achieve energy efficiency. The main idea of the combina-
tion is to save energy in the flooding phases by allowing only clusterheads and gateways to
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participate in them. Member nodes are only allowed to send data messages in the data send-
ing phase. Under different network size and load, the combination showed best performances
in terms of delivery ratio and average dissipated energy.
Motivated by the results shown in (Handziski et al., 2004) when applying the original PC
along with directed diffusion paradigm other works have been proposed in order to achieve
better performance of the combination. In (Mamun-or-Rashid et al., 2007), the selection of
clusterheads and gateways are done using a heuristic of residual energy and distance. By
using residual energy the flooding nodes are chosen in an energy efficient manner. Distances
are used to reduce overlapping region and so the number of gateways. The solution proposes
to apply a periodic sleep and awake among cluster members. This technique is similar to the
one proposed in LEACH and requires a synchronization process between nodes.

4.2 Energy Level-based Passive Clustering (ELPC)

The main idea in combining PC to DD is to reduce energy consumption by minimizing flood-
ing. As this process is known to be very costly, the energy expenditure of the flooding nodes
will be much higher than those of ordinary nodes. This will cause a variance in available en-
ergy at the nodes in the network and by that a fast partitioning of the network. In PC, topology
construction is done according to the lowest ID. The drawback of doing so is its bias towards
nodes with smaller IDs leading to their fast battery drainage.
In (Zeghilet et al., 2009), ELPC (Energy Level-based Passive Clustering) is proposed to achieve
energy efficiency in terms of network lifetime and not only in terms of energy consump-
tion. This is done through alternating flooding nodes role (clusterheads and gateways) among
nodes depending on their energy. The aim of doing so is to have the same amount of energy
at all the nodes at a given time which increases substantially the whole network lifetime.
In ELPC, the node’s battery is split into levels. One can make a correspondence between dif-
ferent energy levels of a node and virtual sub-batteries it consumed sequentially. The energy
level (l) of a node can be computed using :

l =

⌈

L
Er

Ei

⌉

(3)

where Er is the remaining energy, Ei is the initial one and L is the suggested number of levels.
The notion of candidature to be a clusterhead or a gateway is introduced by defining the network
energy level (nel) parameter. A node is not allowed to declare itself as a clusterhead (or a
gateway) if its energy level is lower than this parameter. A clusterhead (or a gateway) can
keep its role as long as its energy level is higher than the nel. Otherwise, it gives up its role
and passes to the initial or ordinary state according to whether it knows or not a clusterhead
in its vicinity.
The network energy level depends on the energy level of the network nodes and can be
viewed as the minimum level of energy necessary for a node to be a clusterhead or a gate-
way. Zeghilet et al. suggested to take an initial value that corresponds to the half of the
battery charge. This value is decreased locally each time the condition to be a clusterhead
is not satisfied. The local network energy level is then propagated within outgoing packets
header. Each time a node receives a smaller nel value, its updates its local value accordingly.
ELPC uses the same states as suggested in (Kwon & Gerla, 2002) where a node is initially at
the initial state. Nodes form and maintain the clustering topology by changing their internal
and external states based on outgoing messages. When sending the next message, the node
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Fig. 9. ELPC and load-balancing feature

announces its external state which becomes visible in the network. ELPC adds the following
fields to the packet header :

• l, node’s energy level

• nel, the network energy level

• give-up, as in (Handziski et al., 2004) is set when the node is a clusterhead that gives-up
its role. It is used to replace the give-up message proposed in (Kwon & Gerla, 2002). In
ELPC, this field is set when the energy level of a clusterhead drops bellow the (nel).

Figure 9 illustrates how clusterhead rotation is achieved in ELPC. Assume that three nodes 1,
2 and 3 (with same initial amount of energy) are contending to be a flooding node (CH in this
example). If we use PC algorithm, node 1 will be selected to be a clusterhead since it has the
smallest ID. In ELPC, assume that the number of energy level is 5 and that the nel is initially
set to 3. We can see that the clusterhead role is alternated between the three nodes depending
on their energy levels. When two nodes have the same energy level, then the nodes’ identities
are used to solve conflict in declaring roles. At step 3, we can note that node 1 decreases its
nel to 2 and propagates this new value to its neighbors so all nodes can have same estimation
of the network energy level.
Figure 10 shows the establishment of routing structures of directed diffusion when this lat-
ter is used in combination with ELPC. At initialization, all nodes in the network are in the
Initial state. Nodes will use the first interest messages to establish the new topology. A pos-
sible topology is illustrated in Figure 10(a-b). After establishing the gradient (Figure 10(c))
and path reinforcement (Figure 10(d)), the source begins sending the sensed data. When the
energy level falls under the network energy level at node A (Figure 10(d)), it gives-up its role
as clusterhead. Thus, a new topology is established (Figure 10(e)). This is done using next
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circulating messages in the network (data messages, interests, explorers data). The resulting
PC can be applied to any routing protocol in sensor networks as they mostly rely on flooding
and particularly with DD. This not only reduces energy consumption as in (Handziski et al.,
2004), but increases the whole network lifetime.
Simulation results showed that ELPC outperforms PC and PCDD (a PC/DD combination
without considering energy) in terms of energy consumption and network lifetime thanks to
its energy-aware flooding nodes rotation. Figure 11 plots as the network size increases, the
network lifetime for the three protocols and shows that ELPC achieves better performances
compared to the two others.
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4.3 CLIQUE

The work in (Forster & Murphy, 2009) presents CLIQUE, an approach for clusterhead selec-
tion based on machine learning (Q-learning). The authors observed that a clusterhead may
require less energy than its direct neighbors in a multi-hop intra-cluster topology. They con-
clude that clusterhead role assignment must take into account not only the current state of the
selected clusterheads, but also those of its neighbors and nodes on the paths to the clusterhead.
in CLIQUE, clusterhead roles are neither explicitly assigned nor do the nodes need to agree
on a clusterhead. Instead, each node decides on a per-packet basis whether to act as cluster-
head (aggregating some packets then sending the result to the sinks) or to forward the packet
to a better suited neighbor. Authors claimed that this role-free scheme makes the algorithm
flexible and robust and eliminates the need for multiple clusterhead selection rounds.
Forster and Murphy focused on the clusterheads selection process and assumed that clusters
are predefined (rectangular grids) and that each node knows the identity of the cluster to
which it belongs. They targeted a traditional, periodic data reporting application and a mul-
tiple sinks network. The sinks flood the network with DATA REQUEST packets announcing
their data interest. These packets can carry some routing information that is further used by
nodes to estimate the routing cost to the sinks. The routing cost is calculated using a combi-
nation of hop counts to reach the sinks and battery status of the nodes on the routes to the
sinks. Each sensor node is an independent learning agent, and actions are routing options
using different neighbors as the next hop toward the clusterhead. The clusterhead is defined
as the cluster node with the best (lowest) routing cost to all sinks.
Even if CLIQUE may incur more energy consumption due to possible coexistence of multiple
clusterheads in one cluster, the authors showed through simulations that CLIQUE saves up to
25% of consumed energy thanks to its lower overhead. However, CLIQUE is more suitable for
regular data reporting and its performances are to be proved for other types of applications
such as event driven ones.

5. Conclusion

Hierarchical (cluster-based) routing protocols hold a great potential toward energy efficiency
in WSN. Clustering algorithms have been a hot research area in the last few years. In this
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chapter, we introduced a new classification of clustering techniques from the perspective of
data routing process. We summarized some protocols that we found to be representative of
both classes and that give solution (even partial) of a given problem or requirement of energy
efficient clustering.
Managing energy consumption individually at each sensor is far from being sufficient to maxi-
mize the WSN lifetime. A global management strategy with load balancing feature is required.
to do so, clustering techniques have to provide low overhead clusterhead rotation as well as
optimal traffic distribution among clusterheads while keeping network connectivity and cov-
erage. Unequal clustering where both intra-cluster and inter-cluster communications are con-
sidered is very promising. However, practical techniques need to be developed to build such
clusters without knowledge of the global network topology.
Optimal (or even approximate) parameters estimation for successful clustering is very impor-
tant but is not an easy task since WSN-specific constraints like energy, coverage and connectiv-
ity have to be satisfied. These parameters include mainly clusterheads rotation frequency that
allows the best load balance with the lowest overhead, in addition to the number of clusters
and their size that maximize the network lifetime.
Finally, network dynamics have to be handled appropriately. Network dynamics include pos-
sible nodes or sink mobility and topology changes due to death of one or more sensors in
the field of interest. Suitable and very reactive solutions have to be provided mainly when
a clusterhead dies leaving orphan sensors, possible uncovered area and lack of inter-cluster
connectivity.
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Handziski, V., KÃűpke, A., Karl, H., Frank, C. & Drytkiewicz, W. (2004). Improving the energy
efficiency of directed diffusion using passive clustering., EWSN, Vol. 2920 of Lecture
Notes in Computer Science, Berlin, Germany, pp. 172–187.

He, T., Stankovic, J., Lu, C. & Abdelzaher, T. (2003). Speed: a stateless protocol for real-
time communication in sensor networks, Proceedings of International Conference on Dis-
tributed Computing Systems, Providence, RI.

Heinzelman, W., Kulik, J. & Balakrishnan, H. (1999). Adaptive protocols for information dis-
semination in wireless sensor networks.

Intanagonwiwat, C., Govindan, R., Estrin, D., Heidemann, J. & Silva, F. (2003). Directed dif-
fusion for wireless sensor networking, IEEE/ACM Transactions on Networking (TON)
11(1): 2–16.

Johnson, D. B., Maltz, D. A. & Broch, J. (2001). DSR: The Dynamic Source Routing Protocol for
Multi-Hop Wireless Ad Hoc Networks, Addison-Wesley, chapter 5, pp. 139–172.

Kang, T., Yun, J., Lee, H., Lee, I., Kim, H., Lee, B., Lee, B. & Han, K. (2007). A clustering method
for energy efficient routing in wireless sensor networks, EHAC’07: Proceedings of
the 6th WSEAS International Conference on Electronics, Hardware, Wireless and Optical
Communications, World Scientific and Engineering Academy and Society (WSEAS),
Stevens Point, Wisconsin, USA, pp. 133–138.

Karp, B. & Kung, H. T. (2000). Greedy perimeter stateless routing for wireless networks, ACM
Mobicom, Boston.

Ko, Y.-B. & Vaidya, N. H. (2000). Location-aided routing (lar) in mobile ad hoc networks,
Wireless Networks 6(4): 307–321.

Kwon, T. J. & Gerla, M. (2002). Efficient flooding with passive clustering (pc) in ad hoc net-
works, SIGCOMM Comput. Commun. Rev. 32(1): 44–56.

Lin, C. R. & Gerla, M. A. (1995). A distributed control scheme in multi-hop packet radio
networks for voice/data traffic support, Proceedings of IEEE GLOBECOM, pp. 1238–
1242.

Lin, X. & Stojmenovic, I. (2003). Location-based localized alternate, disjoint and multi-path
routing algorithms for wireless networks, J. Parallel Distrib. Comput. 63(1): 22–32.

Mamalis, B., Gavalas, D., Konstantopoulos, C. & Pantziou, G. (2009). Clustering in Wireless
Sensor Networks, Y. Zhang, L. T. Yang, J. Chen (Eds.), chapter 12, pp. 324–353.

www.intechopen.com



Sustainable Wireless Sensor Networks188

Mamun-or-Rashid, M., Alam, M. M. & Hong, C. S. (2007). Energy conserving passive clus-
tering for efficient routing in wireless sensor network, 9th International Conference on
Advanced Communication Technology, pp. 982–986.

Manjeshwar, A. & Agarwal, D. P. (2001). Teen: a routing protocol for enhanced efficiency in
wireless sensor networks, 1st International Workshop on Parallel and Distributed Com-
puting Issues in Wireless Networks and Mobile Computing.

Mhatre, V. & Rosenberg, C. (2004a). Design guidelines for wireless sensor networks: commu-
nication, clustering and aggregation, Ad Hoc Networks 2(1): 45–63.

Mhatre, V. & Rosenberg, C. (2004b). Homogeneous vs heterogeneous clustered sensor net-
works: a comparative study, IEEE International Conference on Communications, Vol. 6,
Paris, France, pp. 3646 – 3651.

Murata, T. Ishibuchi, H. (1994). Performance evaluation of genetic algorithms for flow-
shop scheduling problems, Proceedings 1st IEEE Conference Evolutionary Computation,
pp. 812 – 817 vol.2.

Rangaswamy, A. & Pung, H. K. (2002). Enhancement of passive cluster based routing protocol
for mobile adhoc networks, Eleventh International Conference on Computer Communica-
tions and Networks, pp. 376–381.

Rodoplu, V. & Ming, T. (1999). Minimum energy mobile wireless networks, IEEE Journal of
Selected Areas in Communications 17(8): 1333–1344.

Shu, T., Krunz, M. & Vrudhula, S. (2005). Power balanced coverage-time optimization for clus-
tered wireless sensor networks, Proceedings of the 6th ACM international symposium on
Mobile ad hoc networking and computing (MobiHoc ’05), Urbana-Champaign, IL, USA,
pp. 111–120.

Sohrabi, K., Gao, J., Ailawadhi, V. & Pottie, G. (2000). Protocols for self-organization of a
wireless sensor network, IEEE Personal Communications 7(5).

Soro, S. & Heinzelman, W. (2005). Prolonging the lifetime of wireless sensor networks via
unequal clustering, 5th International Workshop on Algorithms for Wireless, Mobile, Ad
Hoc and Sensor Networks (IEEE WMAN ’05), Denver, Colorado.

Soro, S. & Heinzelman, W. (2009). Ch election techniques for coverage preservation in wireless
sensor networks, Ad Hoc Networks 7(5): 955–972.

Xu, Y., Heidemann, J. & Estrin, D. (2001). Geography-informed energy conservation for ad
hoc routing, ACM MOBICOM, pp. 70–84.

Y. Yu, D. E. & Govindan, R. (2001). Geographical and energy-aware routing: a recursive data
dissemination protocol for wireless sensor networks, Technical Report UCLA-CSD TR-
01-0023, UCLA Computer Science Department.

Ye, F., Chen, A., Lu, S., Zhang, L. & Chen, F. Y. A. (2001). A scalable solution to minimum
cost forwarding in large sensor networks, Proceedings. Tenth International Conference
on Computer Communications and Networks, 2001, pp. 304–309.

Younis, O. & Fahmy, S. (2004). Heed: A hybrid, energy-efficient, distributed clustering ap-
proach for ad hoc sensor networks, IEEE Trans. Mob. Comput. 3(4): 366–379.

Younis, O., Krunz, M. & Ramasubramanian, S. (2006). Node clustering in wireless sensor
networks: Recent developments and deployment challenges, IEEE Network 20(3): 20–
25.

Zeghilet, H., Badache, N. & Maimour, M. (2009). Energy efficient cluster-based routing in wire-
less sensor networks, IEEE Symposium on Computers and Communications (ISCC’09),
Sousse, Tunisia, pp. 701–704.

www.intechopen.com



Sustainable Wireless Sensor Networks

Edited by Yen Kheng Tan

ISBN 978-953-307-297-5

Hard cover, 574 pages

Publisher InTech

Published online 14, December, 2010

Published in print edition December, 2010

InTech Europe

University Campus STeP Ri 

Slavka Krautzeka 83/A 

51000 Rijeka, Croatia 

Phone: +385 (51) 770 447 

Fax: +385 (51) 686 166

www.intechopen.com

InTech China

Unit 405, Office Block, Hotel Equatorial Shanghai 

No.65, Yan An Road (West), Shanghai, 200040, China 

Phone: +86-21-62489820 

Fax: +86-21-62489821

Wireless Sensor Networks came into prominence around the start of this millennium motivated by the
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point when one of the nodes has expended its limited power source and becomes in-operational â€“

commonly referred as first node failure. Over the years, research has increasingly adopted ideas from wireless
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deployment scenarios. In such a rich research area as wireless sensor networks, it is difficult if not impossible

to provide a comprehensive coverage of all relevant aspects. In this book, we hope to give the reader with a

snapshot of some aspects of wireless sensor networks research that provides both a high level overview as

well as detailed discussion on specific areas.
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