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Connecting all devices through Internet is now practical due to Internet of 	ings. IoT assures numerous applications in everyday
life of common people, government bodies, business, and society as a whole. Collaboration among the devices in IoT to bring
various applications in the real world is a challenging task. In this context, we introduce an application-based two-layer architectural
framework for IoT which consists of sensing layer and IoT layer. For any real-time application, sensing devices play an important
role. Both these layers are required for accomplishing IoT-based applications. 	e success of any IoT-based application relies on
e
cient communication and utilization of the devices and data acquired by the devices at both layers. 	e grouping of these
devices helps to achieve the same, which leads to formation of cluster of devices at various levels. 	e clustering helps not only
in collaboration but also in prolonging overall network lifetime. In this paper, we propose two clustering algorithms based on
heuristic and graph, respectively. 	e proposed clustering approaches are evaluated on IoT platform using standard parameters
and compared with di�erent approaches reported in literature.

1. Introduction

	e success of wireless sensor network in the formof technol-
ogy and applications in di�erent areas like home automation,
industrial applications, security and military surveillance,
and many more raises the further need for machine-to-
machine connectivity and availability of the data or infor-
mation anytime and anywhere [1]. 	is requirement leads
to the new technology development in the form of Internet
of 	ings (IoT). 	e IoT allows the connectivity among the
devices and helps in acquisition of data or information at any
time and from any place. 	ere are numerous applications
of IoT coming up using di�erent technologies [2]. Also,
IoT enables innovative services in numerous applications
like smart transportation, smart home, smart city, smart
lifestyle, smart retail, smart agriculture, smart industries,
smart emergency, smart health care, smart environment, and
many more [3, 4]. 	e use of these applications and their
demand has increased the scope of research and innovation
in this domain [2, 5].

	e most signi�cant part of above-mentioned applica-
tions using IoT needs sensing and monitoring the envi-
ronment or acquiring the data from di�erent IP-enabled
devices or sensors. 	e sensor devices used for sensing and
monitoring are battery-operated and energy-constrained.
	is implies that power consumption and energy are critical
aspects. IP-based communication e�ectively utilizes more
energy, which leads these low-powered devices to deplete
rapidly. 	ese huge numbers of devices communicate and
collaborate with each other in order to accomplish a given
job or task. 	is raises the need for e�ective connectivity
and e
cient communication among these devices in an
optimized way, which is a very challenging task. In this
context, there is a need for a solution that promises maximal
connectivity through minimum communication. 	e most
e
cient way to ful�ll these needs is to collaborate among
the devices or sensors and perform the tasks for a given
application. One way to achieve this is through grouping
the devices in an e
cient way in terms of energy usage and
computational complexity.
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For any IoT-based application, it is required to collect the
data through sensing devices and process these data through
di�erent algorithms. 	en, the processed information can
be accessed through the Internet anywhere and at any time.
	e grouping of devices or sensors is known as clustering.
Clustering helps in carrying out the task of acquiring the
information in an e
cient way with minimum number of
communications within a network [6] and disseminating this
information for further processing. Clustering also helps in
prolonging the network lifetime and further the lifetime of
an IoT-based application that is deployed for a speci�c task.

For e
cient clustering in the IoT environment, there is a
need to have (i) classi�cation between the underlying sensor
devices and IP-enabled devices and (ii) minimum commu-
nication overhead for accessing the data. To achieve this,
we introduce two-layer architectural framework consisting
of two layers: upper layer that consists of IP-enabled IoT
devices and lower layer that is simply sensor devices. In this
regard, for grouping the devices, clustering algorithms are
employed. In clustering, each cluster chooses one nodewithin
the cluster as a cluster head, and further the communication
among the nodes in a network is carried out through the
cluster head. If two nodes in a network are not within the
range of each other, multihop communication is required.
Communication through cluster head avoids multihop com-
munication up to some extent. 	e cluster head also helps in
aggregating the data acquired by di�erent nodes in a network.
In IoT-based network, as mentioned, two-layer architecture
consists of sensor layer and IoT layer. 	e grouping of these
devices is possible in two ways, that is, from sensor layer
to IoT layer and vice versa. For accommodating both these
approaches, we propose two clustering algorithms, namely,
heuristic-based and graph-based clustering, in this paper,
respectively.

	e rest of the paper is organized as follows.	e literature
survey with respect to related work regarding the di�erent
clustering techniques is described in Section 2. Section 3
introduces a layered architectural framework for IoT. 	is
architectural framework is a system model for our proposed
clustering algorithms. Section 4 describes the proposed clus-
tering approaches. 	e simulation results and experiments
are detailed in Section 5. Section 6 concludes the paper.

2. Related Work

In the literature, e�orts have been noticed to propose the IoT
architecture [7, 8] in the form of generic architecture or as
reference model.	ese architectures have been introduced at
conceptual level without any implementation and validation.
	e generic architecture or reference model is too complex
for one-to-one mapping for any real application. Earlier, IoT
architecture [9, 10] has been presented in an abstract way and
evaluated to measure the performance. In practice, there is
a need to integrate ordinary sensors or IoT devices with an
application. In this context, a system model using two-layer
IoT framework is introduced and the communication cost in
this model may be reduced to one or at the most two hops for
any node in a network.	is two-layer framework is described
later in the next section.

As pointed out earlier, the nodes are tiny and energy-
constrained. In this context, it is desirable to form a group
of devices and the group of devices communicate among
themselves through a group leader that ensures theminimum
communication overhead and energy-e
cient execution
using clustering. In the literature, clustering inwireless sensor
network (WSN) has been explored very well [11–25]. In our
paper, we also address the clustering of sensor nodes but in
the Internet of	ings environment.	ere are very important
facts to be noted which di�erentiate the clustering in WSN
compared to that in IoT.	e clustering inWSN is performed
locally in the network, whereas clustering in IoT may be
considered as globally in the network.	e number of param-
eters restricted to WSN may be connectivity and density of
the nodes, which are either layer-based [26, 27] or without
layer and hence very much constrained by the mobility of the
nodes. But in the case of IoT environment, the density is not
a constraint. Moreover, the mobility of IoT nodes allows on
the �y clustering with underlying sensor nodes dynamically
in the region of interest, which is not possible in case of
WSN. Further, in the literature, there is no method reported
for clustering in IoT environment so far, and, for the �rst
time, it is explored using the two-layer architecture in IoT as
introduced in our earlier proposed work [9, 10].

In [26], cluster-based architecture has been proposed to
structure the topology of di�erent wireless sensor networks
to coexist in the same environment by creation of virtual
wireless sensor networks. Similarly, layer-based clustering
approach has been reported in [27] for routing with homo-
geneous and densely deployed network using cross-layer
interaction. 	e approach in [26] does not support the
discovery of nodes on the �y which is mandatory for the
network with mobility to enable anytime and anywhere data
accessibility, which can be supported by IoT-based network.
In our proposed method, there is no restriction of dense
network deployment compared to the method in [27], and,
moreover, our proposed approach also supports clustering in
the case of heterogeneous environment.

	e literature related to di�erent clustering approaches in
the wireless domain is referred to here, which motivates us
to propose a clustering method for a layered IoT framework.
Various clustering algorithms are available in the literature
and are proposed by considering the distributedmechanisms
with respect to WSN. In low-energy adaptive clustering
hierarchy (LEACH) [11], two-level-LEACH [12] and energy-
e
cient hierarchical clustering (EEHC) [13], residual energy
is not considered, which leads to unstable network. Energy-
e
cient unequal clustering (EEUC) [14], power-e
cient
and adaptive clustering hierarchy (PEACH) [15], multihop
routing protocol with unequal clustering [16], and EEHC
[13] require � number of hops to reach cluster head (CH)
with overhead in joining the cluster. Hybrid energy-e
cient
distributed clustering (HEED) [17] has higher overhead for
CH election. Sensor Web (S-WEB) [18] is a hybrid technique
of centralized and distributed clustering, where most of the
tasks are performed by the nodes, except the beacons which
are generated from the base station. Ding et al. [25] have pro-
posed distributed weight-based energy-e
cient hierarchical
clustering (DWEHC) approach to enhance over the HEED
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approach by assigning weight to the parameters. Clustering
approaches incorporating the mobility have been proposed
in [19–24]. LEACH is designed for sensor network without
considering the mobility of the nodes.	e approach, namely,
LEACH-mobile [19, 20], has been proposed incorporating
the mobility of the nodes. Similarly, Nagpal et al. have also
proposed CLUBS clustering approach [21, 22] for WSN by
incorporating the mobility of the nodes. In this approach,
the clusters are formed by using local broadcasting and local
density of nodes is used as criteria for cluster formation. In
CLUBS approach [21], the cluster formation has been carried
out considering three properties: (i) every node should come
under a cluster; (ii) maximum value of diameter should be
equal for each cluster; and (iii) intracluster communication
must be allowed. Manjeshwar and Agrawal proposed an
event-driven clustering approach called threshold-sensitive
energy-e
cient sensor network protocol (TEEN) [28]. In
this approach, the sensed data is forwarded to the base
station only if some event occurs, which is based on two
thresholds, that is, so� and hard. 	e disadvantage of this
approach is that the node responds only if the change in
the attributes crosses these threshold values, which makes
the approach less applicable in dynamic environment, as the
selection of two threshold values is very sensitive and di
cult
for real applications. 	e user may keep on waiting to get
response and does not get any information about the status
of the node, which makes this approach not suitable for
the applications, where the periodic updates are required.
Later, this approach has been enhanced and proposed as
adaptive threshold-sensitive energy-e
cient sensor network
(APTEEN) [29]. APTEEN combines event-driven approach
of TEEN and periodic approach of LEACH to address the
problems occurring in TEEN. APTEEN is good for periodic
applications, but the complexity of the approach increases
due to inclusion of extra threshold function and count time.
Cluster head election using fuzzy logic (CHEF) has been
proposed by Kim et al. [30], which is an enhanced approach
over LEACH using two parameters, that is, distance and
residual energy for cluster head selection. 	is approach
does not consider the intercluster communication. Bagci and
Yazici [31] proposed energy-aware unequal clustering with
fuzzy (EAUCF) approach, which is a distributed competitive
unequal clustering algorithm. In this approach, the selection
of cluster head is performed based on the competition radius,
which is determined by distance and energy among the
di�erent nodes using probabilistic and fuzzy techniques.	is
algorithm assumes that working area of each node is directly
proportional to its energy; otherwise node will die rapidly.

Many distributed approaches are also available in liter-
ature, but it is not possible to use these algorithms in the
current form for IoT framework. 	e reason is that these
algorithms do not consider di�erent parameters that are
necessary for IoT environment like heterogeneity, support for
IP, andmobility.Mobility requires dynamic cluster formation.
It is also important to note that IoT network consists of IP-
enabled devices and, in such cases, one hop communication
is an ideal case and the most desirable one. Multiple IoT
nodes act as base stations for underlying sensor nodes, which
enables one hop communication. 	ese devices acquire the

information through sensing and send it to the CH. CHs
communicate the received information to IoT node. Besides,
all the cluster members are at one hop to CHs and all the
CHs are at one hop to IoT node, which leads to minimum
communication overhead.

In brief, the cluster head performs receiving and for-
warding of sensed data or aggregated data. 	e aggregation
of data reduces overall communication within a network,
as CH communicates to base station instead of all nodes
deployed in the network. Cluster members also help in
scheduling communication whenever it is essential in order
to save energy consumption of the network. 	e cluster-
based network topology is simple and easy to manage and is
conducive for running an application in distributed manner.
	e cluster is also very helpful in a dynamic environment,
where a node leaves or enters the cluster andbecomes part of a
cluster which is adaptive in nature in the sense that each node
decides whether to join the cluster or become a CH. If CHs
and cluster formation are changed with time or rounds, then
it is called dynamic cluster formation, whereas in static cluster
formation, once the clusters are created, they remain the same
throughout the network lifetime. Dynamic clustering implies
frequent changing of the cluster formation and the respective
CH selection at di�erent time intervals. Although frequent
cluster formation is carried out due to adaptive nature of
the network, there is also an advantage of it with respect to
energy. As dynamic clustering allows selecting di�erent CHs
at di�erent time intervals, the energy level of di�erent nodes
can be incorporated while making such selection as battery
lifetime of the node is very critical for overall existence of the
network. 	us, dynamic clustering promises to balance the
energy level among the di�erent nodes across the di�erent
clusters in the network.

To overcome the above limitations and for accommo-
dating the various requirements for minimum communica-
tion and maximum collaboration among the sensing nodes
and IoT nodes, in this paper, we propose two clustering
approaches that are most suitable for IoT architectural
framework. 	ese two approaches are, namely, heuristic-
and graph-based clustering, respectively. For evaluating the
architectural framework and clustering methods introduced
in this paper, the proposed algorithms are compared thor-
oughly with the existing methods in literature using the
standard set of parameters like power consumption, com-
munication cost, number of cluster heads, and number of
hops. 	e experiments are executed in IoT-based platform
using Contiki-2.7 operating system and Cooja simulator [32].
For summarizing the contribution in this paper, we would
like to emphasize that our proposed IoT-based clustering
is based on only two-layer architecture, that is, underlying
sensor layer and IoT layer, which allows clustering globally
in the network in the region of interest and provides the
anytime, anywhere data accessibility and on the �y dynamic
clustering due to the inclusion of mobility in the approach at
IoT layer. 	ere are approaches in the literature reported for
clustering with mobility in the wireless sensor network but
these approaches are operated locally in the network, whereas
IoT-based approach supports the global network scenario
anytime and anywhere.



4 Wireless Communications and Mobile Computing

IoT processors and controllers

IoT cloud

IoT
Smartphones

Io
T

 s
er

ve
r

IoT
layer

Sensing
layer

Sensing devices deployed in the network

Figure 1: Two-layered hierarchical IoT architectural framework.

3. System Model

In this section, the two-layer IoT architectural framework,
which represents a systemmodel for proposing the clustering
algorithms, is described. 	e sensor network is mainly used
for acquiring the data from the surrounding environment
depending upon the applications. IoT network consists of
many sensing devices that are not necessarily to be connected
to the Internet. In this view, it is preferred to have a
framework that di�erentiates between IP-enabled devices
and non-IP-enabled devices, that is, IoT devices and simple
sensing nodes without IP capability. 	is kind of framework
provides a layered architecture and is e
cient in terms of
communication for exchanging the data, which is validated
through simulations described later in this paper.

Generally, in wireless sensor network, the nodes that are
more than one hop away from the base station or access
point consume energy rapidly [33–38]. In IoT framework, if
sensor motes or nodes are static to acquire the data which
should be accessible anytime and anywhere, the multihop
communication should be handled carefully for optimizing
network resources for prolonging the lifetime of an appli-
cation deployed for a speci�c task. It is preferred that IoT
devices that have more energy and higher end processors
as compared to underlying ordinary sensor nodes should
be available to underlying sensor nodes for communication
for at most two hops. 	e IoT devices may have mobility
and this provides further �exibility to underlying static
nodes for communication, so that many such static nodes
in the network may be covered by mobile IoT devices. 	us,

ordinary nodesmay communicate through local group leader
called cluster head (CH) to IoT device and the data acquired
through ordinary sensor node may now be accessible any-
where and anytime. For dynamic scenario, the mobility may
be incorporated in few IoT nodes whenever it is necessary
[39]. In this view, a two-layered IoT architectural framework
is introduced.

	e architectural framework for IoT applications consists
of two layers, namely, IoT layer and sensing layer. Sensing
layer is deployed with devices that are either IP-enabled or
ID-enabled, depending on the requirement of the application.
In this layer, deployed devices include sensors, actuators,
and RFID devices. An IoT layer device comprises IP-enabled
devices with IoT protocol stack which is signi�cant in nature,
because the IoT protocol stack [40] has been introduced to
operate in energy-constrained environment at any layer in the
network hierarchy, that is, at data link using IEEE 802.15.4e
[41], networking using 6LowPAN [42], routing using RPL
[40], or application layer using CoAP [43], which results in a
huge di�erence in developing the clustering approach in IoT
as compared to that in WSN.

	ese IoT devices are expected to have longer battery life
and storage with the ability to perform real-time processing
and communication, as compared to the functionalities
provided by ordinary nodes. 	ese features of IoT devices
are also necessary for availability of the data or information
acquired anywhere and anytime. An important job of mobile
IoTnodes is tomonitor and collect the information fromCHs
in the sensing layer.	e two-layered IoT framework is shown
in Figure 1.
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Communication between the devices in the IoT layer and
sensing layer consists of di�erent possibilities. As shown in
Figure 1, one CH may communicate with one IoT node; two
CHs may communicate with one IoT node; and one CHmay
communicate with two IoT nodes, depending on whether the
IoT node is within its range of transmission or not. Although
every node in sensing layer may not be in the range of other
nodes, still all the sensing nodes are capable of understanding
the scenario of entire network through communicating and
collaborating with IoT nodes. Assuming that thousands of
devices are scattered in the real-time network and are going
to take part in accomplishing the given task, communication
and connectivity should be addressed in an energy-e
cient
way. In this regard, the proposed clustering mechanisms for
our two-layer architecture are more suitable for any real-time
IoT-based application, which is elaborated in detail in the
following section.

From this discussion, it is clear that the IoT network
may generate a huge amount of data over the time, and thus
accessing the same anytime and anywhere is a challenging
task. In such a scenario, it is important to have an IoT-based
cloud environment that facilitates storing and processing the
sensing information in the cloud, where IoT nodes perform
real-time processing to accomplish a given task and forward
the data to corresponding static IoT nodes or IoT cloud. IoT
cloud is connected to IoT servers and IoT nodes are located
physically anywhere. IoT server is basically an IoT node that
is responsible for high level data processing that helps tomake
appropriate decisions. Similarly, IoT smartphone is also an
IoT node that can be used to access the acquired information
and to control the applications remotely. Likewise, IoT
processors and controllers are also considered as IoT nodes
for small scale card sized computers or embedded processors.
For simplicity, the IP-based processors, controllers, and
vehicles may be called IoT microcomputers, IoT controllers,
and IoT vehicles, respectively. Also, they can be used as
parameters on IoT cloud and can be utilized for various
applications. Based on applications, the device mobility also
plays an important role in IoT environment. Few of these
devices may be static and others may be mobile. For instance,
IoT cloud and IoT server can be considered as a static node,
whereas IoT smartphones, IoT vehicles, IoTmicrocomputers,
and IoT controllers can be considered as mobile nodes. 	is
implies that these IoT nodes are portable and their positions
vary at di�erent times.	is IoT-layered framework is used for
developing the clustering algorithms, which is detailed in the
following section.

4. Proposed Approaches

As discussed earlier in this paper, the devices in the network
are going to perform various tasks based on application. An
important issue is to have energy-e
cient connectivity and
communication. 	is can be achieved through clustering or
grouping various devices in the layered IoT framework. Any
clustering algorithm needs to perform two steps: (i) cluster
formation and (ii) CH selection. 	e cluster formation and
CH selection can be carried out in two ways. Based on the

proposed two-layer framework, the clusters can be formed by
either of the two layers. In the sensing layer, the nodes form
the cluster and determine the CH without intervention of
IoT nodes, according to the typical and traditional clustering
mechanism. 	e approach is called heuristic-based clustering
algorithm that works from bottom to top. 	e other way of
cluster formation and electing CH is by IoT nodes. Assuming
that the IoT node has information of sensing nodes that
are within the range of the IoT node, it forms the cluster
and decides optimally the CH. A�er cluster formation and
CH selection, the sensor nodes are able to communicate
with the IoT node through the CH of respective cluster.
	is approach can be considered as top to bottom approach
as IoT layer performs the task of cluster formation and
CH selection. To perform this task, a graph-based clustering
algorithm is proposed, where clustering is carried out in
the sensing layer with the involvement of IoT nodes. In
the graph-based clustering approach, IoT nodes form the
clusters and select CH, which reduces overall communication
cost at sensing layer and hence reduces energy consumption,
which helps in prolonging the network lifetime. 	e two
proposed approaches are generic and can be applied for any
application depending on the need. Further, the proposed
approaches work on layered architecture that, in turn, helps
manage the nodes, performs tasks optimally, and reduces the
communication overhead.

	e clustering is performed based on a number of
parameters. Generally, these parameters are connectivity,
distance between the nodes, residual energy of a node, and
so forth. For our proposed algorithm, we consider two
parameters, namely, the number of neighbors and residual
energy of a node.	e reason behind considering the number
of neighbors as one of the parameters is that the cluster
should be formed using the neighbor nodes only. In our
approach, the neighbor node is decided based on the radius
of transmission range and the nearby nodes, whose beacon
satis�es a certain SNR that is more justi�ed way to decide
whether the given node is a neighbor node or not. Simply,
the connectivity-based clustering results in the set of nodes
in the cluster which are multiple hops apart; still it forms
a cluster. 	is is not a good solution from energy point of
view, as multihop communication within a cluster consumes
more energy. 	e best way is to have one hop neighbor
and form a cluster. 	e same scenario is possible using the
selection of neighbor nodes based on transmission range and
SNR as mentioned above. Moreover, the residual energy is
very important parameter as the node with more residual
energy should be chosen as cluster head. In our approach,
we consider the residual energy as another parameter and
the selection of cluster head based on it allows one hop
communication to IoT layer, which results in energy-e
cient
communication.

If a given node has more residual energy, then its
transmission range and SNR with respect to other nodes will
be more and hence the chance of inclusion of such nodes in
the cluster is more. In this way, the residual energy is related
to the selection of the number of neighbor nodes. Further, the
more the number of neighbor nodes in the cluster is, themore
the coverage of the network deployed in the region of interest
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is. Due to lesser number of cluster heads, the computational
complexity is minimized as minimum number of cluster
heads are communicating with the IoT devices in upper
layer. It is important to note that this communication takes
place with one hop only, which is a major advantage of our
proposed hierarchical two-layer architecture.

	e number of neighbor nodes is calculated as follows.
	enumber of neighbors for each sensor node � is determined
by the following equation:

Neighbours Count (i) =
�
∑
�=1
��, (1)

where �� = 1, if node � is within the radius of transmission
range with desirable SNR and �� = 0, otherwise.

	e term � denotes the total number of nodes within
default transmission range. All nodes within the transmission
range of a node � do not have desirable SNR and hence those
nodes that have desirable SNR are considered for neighbor
counting. 	e desirable SNR can be set to a particular value
depending on the application in hand. 	e residual energy
is calculated using radio energy dissipation model [44] and

power loss that is proportional to (distance)2 in the free
space and to (distance)4 in the case of multipath fading,
respectively. 	e distance is represented by �. 	e energy
consumption for transmitting � bits message over distance
� can be formulated as shown in (2) and (3), respectively.

	Tx = � × (	elec + �fs × �2) , if free space (2)

	Tx = � × (	elec + �amp × �4) , if multipath, (3)

where �fs is power consumption of the free space propagation,
�amp is power consumption of multipath propagation, and
	elec represents the residual energy of network. To receive
� bits of information, the radio expends as shown in the
following equation:

	Rx = � × 	elec. (4)

	erefore, the residual energy for each sensor node �,RE(�), is
determined in our approach by using the following equation:

RE (�) = 	0 (�) − (	Tx (�) + 	Rx (�) + 	Computation (�)) , (5)

where 	0 is initial energy of the node and 	Computation is
the amount of energy consumption in local processing while
executing cluster head selection algorithm on respective
nodes.

4.1. Heuristic-Based Clustering Approach. Heuristic-based
clustering approach is introduced using the parameters
described above, namely, the neighbors count and residual
energy. Neighbors count also indicates connectivity of the
nodes. 	e cluster formation is within the radio range
transmission of a node. Let us assume that the nodes are
deployed randomly in the network with unit disk graph
medium (UDGM) model [45]. 	e network is assumed to be
dynamic; that is, the nodes may have mobility.	e algorithm

performs the cluster formation and elects CH in a sequence of
three steps. 	ese three steps are broadcasting, multicasting,
and unicasting, respectively. As discussed earlier, in our IoT
framework, there are two types of devices: non-IP-enabled
devices and IP-enabled devices. 	e non-IP-enabled devices
are addressed using identi�cation number locally by assigned
ID and for IP-enabled devices, IP addresses are assigned using
IoT protocol stack [40]. Each step is described as follows:

(i) In broadcasting step, every node broadcasts the
packets or sends the beacon signals that consist of
its ID or IP address, so that each node may be
informed of its neighbors within its radio range of
transmission. By this way, all nodes come to know
about their neighbors in the network. Besides, each
node maintains the neighbor list and total neighbors
can be determined by the total count using (1).

(ii) In the second step, multicasting is performed. Each
node sends the neighbor count and residual energy to
its neighbors along with their ID or IP address within
its radio range of transmission as determined using
(1) to (5).

(iii) Finally, in third step, cluster formation and selec-
tion of CH are carried out. Hence, a�er receiving
the information about their neighbors, every node
maintains the neighbors list and neighbors count. By
determining the maximum count of the number of
neighbors and residual energy (RE), CH is elected.
Consequently, the cluster is formed by the elected
cluster head using the neighbors list it has, which
consists of all nodes within its radio range of trans-
mission. 	e �owchart of the proposed algorithm is
presented in the Figure 2.	e corresponding algorith-
mic steps are presented in the form of pseudocode in
Algorithm 1.

	e proposed algorithm is demonstrated using an illus-
trative example with three nodes as follows. Let us assume
three nodes in the network, as shown in Figure 3, such that
node 1 within its range has only one neighbor, that is, node
2. Node 2 has two neighbors within its range, that is, node 1
and node 3. Likewise, node 3 has only one neighbor, that is,
node 2. Now, every node exchanges node (NC and RE) with
all other neighbors and calculates the maximum of NC and
RE values, where NC is neighbors count and RE is residual
energy.

	ese maximum values are used as reference values in
cluster head selection process. If nodes have maximum NC
value but less RE value is selected as cluster head, then the
network becomes unstable due to CH die-out over the time.
Similarly, if nodes have maximum RE but less NC value,
then it may result in more number of clusters in the network
and, hence, result in more communication overhead. So, it is
required to consider both values simultaneously for cluster
head selection. For this, max(NC,RE) function is de�ned,
which returns the node number � having maximum value of
NC and RE combined together.

Node 1 determines max(Node 1 (NC = 1,RE),
Node 2 (NC = 2,RE)). It �nds the maximum and determines
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Start

Deploy N nodes randomly with mobility

While
periodically

For each

At regular
interval of times

Till all the nodes are
considered in the

network

Find neighbors in the transmission range

Share neighbors count (NC) and residual
energy (RE) with all the neighbors

Choose cluster head (CH) by determining
the maximum value of NC and RE

Form a cluster within the range of CH

Update the cluster formation and CHs

CHs communicate with the IoT nodes

node i ∈ N

Stop

Figure 2: Flowchart of heuristic algorithm.

Input Data:
 //Number of nodes in sensing layer
Result: CH’s election and Cluster’s formation
(1) Deploy the nodes randomly with UDGMmodel;
(2) Set the node mobility parameters;
(3) while Periodically do
(4) for each node � ∈ 
 do
(5) Step 1 → Send (“random messages to �nd the neighbors”);
(6) Step 2 → Send (NC, RE) to all neighbors;

// Where NC = Neighbor count and RE = Residual Energy are calculated using equation (1) to (5);
(7) Step 3 → Determine CH = max(NC�,RE�), //where � is total number of neighbors of �
(8) Form a cluster within the range of CH.;
(9) end
(10) Update the Cluster formation and CHs;
(11) end
(12) CH’s Communicate and collaborate with the IoT nodes;

Algorithm 1: Heuristic-based clustering algorithm.
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Figure 3: Example of cluster head selection and cluster formation.

CH as node 2. Likewise, node 2 computesmax(Node 1 (NC =
1,RE),Node 2 (NC = 2,RE),Node 3 (NC = 1,RE)) and
determines node 2 as CH.Node 3 calculatesmax(Node 2 (NC
= 2,RE),Node 3 (NC = 1,RE)) and determines CH as node
2. Hence, CH is selected as node 2 and cluster is formed
within its radio range of transmission. In this example,
it is assumed that all nodes have same residual energy;
that is, RE1 = RE2 = RE3 = RE. RE� is residual energy
of node �. In real scenario, this is not possible, so our
Max function evaluates the nodes using both NC and RE
values simultaneously and returns the corresponding node
number. 	is is possible because NC and RE values are
exchanged among all nodes within the transmission range of
a particular node. Suppose that if node 2 has lesser residual
energy, then it cannot be selected as cluster head, though the
NC is maximum compared to that of other nodes. In such
a case, instead of node 2, the node that has the maximum
residual energy may be selected as cluster head. In the above
mentioned example, either node 1 or node 3 is elected as
cluster head and forms a cluster. In this way, the cluster head
is selected and the cluster formation is performed. Likewise,
remaining nodes form other clusters.

Further, in our proposed system, we accommodate the
formation of clusters that are based on heterogeneous and
homogenous nodes. 	e reason is that a particular applica-
tion may need to exchange the data acquired by the di�erent
type of the nodes that sense di�erent parameters. In such
cases, formation of heterogeneous cluster using di�erent
type of nodes and homogenous cluster using similar type
of nodes helps to serve the particular functionality of an
application. Similar types of nodes or homogeneous nodes
are categorized based on the type of sensors or sensed values.
For example, consider the cluster of nodes in which all
nodes sense the temperature data and another cluster of
nodes senses humidity value. Depending upon the need of
an application, the cluster may be activated and the data may
be acquired for further processing. Even the same node may
have temperature and humidity sensors mounted on it. Such
nodes may be a part of both clusters with overlapping.

In this context, for various applications in IoT [2, 4,
5, 39], two cases can be de�ned. In case 1, nodes want to
communicate with their own family type. For example, few
nodes are deployed to determine the light intensity and other
few of them are for detection of carbon monoxide, which
implies that the job descriptions of the nodes are di�erent.
In such cases, cluster formation and CH selection processes
are applied to their own family type. CH is selected from
one among the same type of family. If a node broadcasts
packets within its range of transmission, the other family

nodes simply reject them and the packets must be received
by their family members only.

In case 2, nodes need to communicate with other family
types. In this case, di�erent varieties of nodes communicate
and collaborate across di�erent family type of nodes. 	is is
a typical scenario representing heterogeneous environment.
Nodes must be having the same type of protocol for commu-
nication. In the context of IoT, if these nodes are IP-enabled
to communicate with other node types, then this leads us
to a nonoverlapping cluster formation. CH is selected from
the clusters depending on the energy and connectivity. For
instance, assume that temperature and humidity nodes are
deployed in the network. In such a situation, nodes can com-
municate with each other to determine weather conditions.
	e nodes have to communicate and process the information
in a collaborative fashion to make the decisions e�ectively.
IP-enabled IoT devices allow communicating among the
di�erent family types of nodes through IoT layer, which
is an advantage of two-layer framework, even in the case
of heterogeneous network. 	e advantage of our proposed
heuristic-based clustering algorithm is that it is simple, easy
to implement, and provides e�ective communication and
connectivity within the network as well as across the network
through IoT layer.

	e heuristic-based clustering is carried out mainly by
the sensing layer and the IoT layer has information about
CH in the sensor layer. It results into overhead for sensing
layer as both the tasks of clustering and data acquiring are
to be handled by the sensing layer only. 	is scenario is
good enough for static clustering; that is, nodes are static,
and once the cluster is formed, it remains unchanged. In
case of dynamic network, where nodes are mobile in the
sensing layer, the clustering process needs to be performed
whenever the topology changes due to themovement of these
nodes. So, it may result into more energy consumption in
sensing layer using heuristic-based clustering approach. To
overcome this limitation, in the following section, the graph-
based clustering algorithm is proposed. In this approach,
clustering is performed by IoT layer instead of sensing layer,
which is detailed in the next subsection.

4.2. Graph-Based Clustering Approach. An energy-e
cient
method for clustering is a need for IoT-based applications
to extend the network lifetime in real scenario. Assuming
that the location information of sensing nodes is available to
the IoT nodes [46] and using this location information, IoT
nodes can form the clusters and perform CH selection. As
mentioned earlier, this strategy is also called top to bottom
approach, that is, from IoT layer to sensing layer. Generally,
IoT layer has high end processing capability as compared to
ordinary nodes in the sensing layer. 	is strategy helps us
deal with the issues of (i) optimal routing in sensing layer for
communication across the clusters and (ii) less overhead on
sensing devices for cluster formation and CH selection.

In our proposed algorithm, the graph theory is used
for clustering and for routing across the two layers, which
provides an energy-e
cient solution in the IoT environment
as evident from the simulation results. Graph theory has
been used to solve many real-time problems in an optimal



Wireless Communications and Mobile Computing 9

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15
16

17

18

19

20

Figure 4: Example of dominating set.

way [47]. In the proposed approach, dominating set and
bipartite graphs are utilized. Assume that graph � = (�, 	)
is an undirected graph with � as set of vertices and 	 as
set of edges representing a network, where the vertices are
the sensor nodes and edges are the communication links in
the network, respectively. 	e proposed clustering algorithm
initially divides � into a collection of subsets {�1, �2, . . . , ��}
but not inevitably disjoint, where V =⋃��=1 ��, such that each
subset �� induces a connected subgraph of �. Overlapping
of these induced subgraphs could be possible. 	en, every
such subset vertex is a cluster. Here, k is the total number of
subgraphs in graph G.

Let us say that G = (V, E) is an abstracted graph
constructed such that for every vertex V� ∈ V represents a
subset ��. In general, in each cluster, a particular vertex is
selected, which acts as cluster head or cluster leader and that
corresponding subset forms the cluster. A graph � = (�, 	)
is said to be a dominating set (DS), if it is a subset DS ⊆ �,
such that every vertex v ∈ V is either adjacent to a vertex of
DS or in DS. For instance, as shown in Figure 4, the sensing
layer has two types of color nodes indicating the CHs and
cluster members. 	e black color nodes are CHs, that is, 3,
7, 10, 14, and 18, which form a dominating set of the graph
because these vertices cover all the remaining white color
nodes. Further, in this approach, the residual energy of the
nodes is considered in the selection of dominating set.

	e advantage of having residual energy as one of the
criteria for cluster head selection is that if these nodes are
selected as CHs in the network, the communication for
information collection from sensors and for controlling them
can be uniformly distributed to each and every vertex in just
one hop. 	e white nodes communicate with CHs and CHs
to IoT nodes and vice versa.

Dominating set problem is classical NP-complete deci-
sion problem [47] but many approximation algorithms exist,
which provide optimal solutions up to a certain factor. A
simple approach is using the greedy strategy by selecting the
node that has highest degree with maximum residual energy
and removes its neighbors from the set. 	e algorithm starts
with empty DS and greedily adds nodes to DS until all nodes
are covered. 	e natural greedy approach for DS is given

Start

Input graph G(V, E)

For each
vertex v ∈ V

Select a node u with maximum degree
and residual energy

Update V by removing the covered nodes of u
and its neighbours from the existing vertices

Dominating set acts as CHs
communicate with the IoT nodes

Find the neighbors of node u

Add the node u to dominating set
that acts as CH

Stop

Till all the nodes
are considered in

the network

Figure 5: Flowchart of graph-based algorithm.
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Figure 6: Connected dominating set.

in Algorithm 2. 	e �owchart of the proposed graph-based
algorithm is shown in Figure 5.

If you connect all the vertices in the dominating set,
then it is called connected dominating set, as shown in
Figure 6. For routing computation in the network, connected
dominating sets are helpful. 	is routing application can be
achieved by using a small connected dominating set that acts
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Input Data: Graph �(�, 	)
Result: DS (Dominating set)
//Greedy algorithm for identifying the dominating set
(1) for each V ∈ � do
(2) � = Select(Δ(�), max(RE)). //where Δ(�) is maximum degree and RE is residual energy;
(3) Find
(�); //Where
(�) indicates is neighbors of node � {� | � ∈ �};
(4) DS = DS ∪ �. //where DS indicates dominating set and adding � into set;
(5) � = update(�) {� | �/ ∈ 
(�), �}. //Remove from the covered nodes from the existing vertices;
(6) end
(7) CHs = DS. //Dominating set nodes acts as CHs.;

Algorithm 2: Graph-based clustering algorithm.
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Figure 7: Cluster formation on layer 2 by IoT nodes.

as a backbone for communication. For example, nodes 3, 5,
7, 9, 10, 12, 18, and 20 act as the routing path of the network.
	e remaining nodes that are not in the set of connected path
can have the communication by passing messages through
neighbors. 	e cluster formation a�er applying dominating
set in the network is shown in Figure 7.

Because of the mobility of nodes, it is desirable to avoid
the same node to be elected as CH again and again. Besides,
the signi�cant reason for using residual energy as another
parameter is that the possible candidates for CHs are the
members of the dominating set by default. It is easy to �nd a
node with maximum residual energy as a cluster head using
(2) to (5).

Further, bipartite graph [48, 49] is used to represent the
communication between IoT nodes and CHs as shown in
Figure 8. A bigraph or bipartite graph is a graph such that
the vertices are divided into two disjoint sets of classes, say �
and �. 	ese two disjoint classes are independent sets, such
that every edge connects a vertex in � to one in C, where
� is a set of IoT nodes, that is, � = {�1, �2, . . . , ��}, and
� is set of CHs, that is, � = {CH1,CH2, . . . ,CH�}. 	ere
are many advantages of using bipartite graph representation
for communication among the two layers. For instance,
resource management issues can be handled optimally and
network communications can be balanced by periodically

IoT nodes in layer 1

Cluster head nodes in layer 2

I1 I2 I3

＃（1 ＃（2 ＃（3
＃（4

Figure 8: Bipartite graph representation of two layers.

recon�guring the positions of IoT nodes, even in dense
deployment of sensing devices. 	is helps in monitoring and
understanding the events occurring in the network.

In the absence of layered architecture, the network is
a �at topology. In �at topology, to communicate from one
node to the base station or from a node in one cluster to
another node in another cluster, multihop communication is
needed and this leads to a situation where the nodes nearer
to the base station die out faster than the remaining nodes
[6, 34], whereas the proposed approaches take at most two
hop communications from node to CH and CH to IoT node,
reducing the communication cost drastically to a greater
extent. Further, the communication for CH selection and
cluster formation is carried out for only two times. From the
discussion, it is clear that our proposed approach is simple
and e
cient.

5. Simulation Results

For simulation, the Cooja simulator [32] is used. For eval-
uating algorithms in IoT environment, all communication
should be performed using IoT stack, which is designed
speci�cally for energy-constrained environment for Internet
of 	ings [40–43]. IoT protocol stack is completely di�erent
from the normalWSNprotocol stack [9, 10, 40].	e best part
of the work is that the whole system is evaluated using Cooja
simulator [32] for emulating actual IoT environment. All the
nodes are deployed randomly in the network. For simulation,
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Figure 9: Deployment of 15 sensing motes and 3 IoT motes in the network.

the radio transmission range of each node is set to 50 meters
and these nodes are mobile in nature. As shown in Figure 9,
the simulation is carried out using three types of motes,
namely, sky-mote, wis-mote, and Z1 mote, respectively.

	ese motes are built-in feature of the Cooja simulator.
In Figure 9, 15 sensing nodes are deployed, which are in the
lower layer. Among these 15 nodes, �ve nodes are of the type
sky-mote, which are in green color, �ve nodes are of the type
wis-mote, which are in purple color, and �ve nodes are of
the type Z1-mote, which are in orange color. Similarly, in the
upper layer, three IoT nodes are deployedwith IPv6 addresses
and can be seen as yellow-colored nodes. For the purpose
of displaying the sensing values on browser, border router
node is deployed, which is highlighted in blue color. 	is
border router node acts as a bridge between the IoT nodes
and web page. 	e sensed information like temperature and
light intensity values from sensing layer is communicated to
IoT layer. 	e corresponding values of the readings are as
shown in Figure 10. By accessing the IPv6 address of IoT
nodes in the web browser, it is possible to view and analyze
the average sensed information across the scattered network.

In the literature, large numbers of clustering algorithms
have been reported for wireless sensor network. For better
evaluation of the proposed algorithms, it is necessary to
compare the methods with relevant approaches reported
in the literature. So far, there is no method reported for
clustering in IoT environment in the literature. In such a case,
the comparison seems to be di
cult but there are standard
clustering algorithms available for WSN, which are very
baseline approaches in nature and robust in performance.
Various variants of these baseline approaches have been
modi�ed for hierarchical network in the wireless sensor
network, even with mobility of the nodes. 	is leads us to
compare our algorithms for better evaluation with existing
baseline standard algorithms, like LEACH and its variants
with mobility, which is described later in this section.

Virtual IPv6
address of IoT

node 1

Virtual IPv6
address of IoT

node 2

Virtual IPv6
address of IoT

node 3

Figure 10: Sensed values of the network by IoT nodes.

A network, whether IoT or WSN, inherits common
characteristics in itself; that is, both arewireless in nature. But,
as pointed out earlier, clustering in the IoT-based network or
wireless sensor network has to address the same set of issues
for real-time applications. Hence, the evaluation criteria
or performance parameters of clustering algorithm remain
the same for both networks. In the absence of IoT-based
clustering algorithms in literature, the proposed clustering
algorithms are comparedwith standard andmost widely used
clustering methods in wireless sensor network using various
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Figure 11: Comparative analysis of power consumption for cluster-
ing using di�erent approaches.

parameters like number of hops, number of cluster heads,
power consumption, and communication cost [19–31].

LEACH [11] is the standard algorithm and is widely
used for clustering in various applications of WSN. As
discussed in the literature, there are other variants of LEACH
approach [19–22], which address the concept of mobility in
the case of WSN. In this context, our proposed approaches
are compared and evaluated with LEACH-mobile approach
[20] and CLUBS approach [21], respectively. 	e simulation
is performed with varying number of nodes. Figure 11 shows
the power consumption at each node in the network using all
four algorithms.

	e dark blue color line indicates the result using
LEACH-mobile approach [20] and light blue color line indi-
cates the power consumption of CLUBS approach [21]. 	e
green color represents the output using heuristic-based clus-
tering approach and the yellow color shows the result using
graph-based clustering approach.	e power consumption of
30 nodes is calculated for our proposed approach and com-
pared with CLUBS [21] and LEACH-mobile [20] approaches
as shown in Figure 11. FromFigure 11, it is clear that the power
consumption using our approaches, namely, heuristic- and
graph-based approaches, is very less as compared to CLUBS
[21] and LEACH-mobile [20] approaches. It is observed that,
for all 30 nodes, LEACH-mobile and CLUBS algorithms
consume more power than our proposed approaches. 	e
e
cacy of the proposed approach it demonstrated. It is
important to notice that the graph-based approach consumes
less power than the other three approaches, because the
clustering is carried out by the IoT layer which reduces the
overall overhead of sensing nodes.

Another criterion for evaluation is the number of CHs
elected in the network while clustering. It is preferred that
the network should have maximum coverage with minimum
CHs. Indirectly, it reduces overall communication cost and
helps in prolonging the network lifetime. 	e comparative
analysis of CHs selection using LEACH-mobile [20], CLUBS
[21], and proposed algorithms is shown in Figure 12. 	e
reason behind the more number of CHs in the case of
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Figure 12: Comparison for number of cluster heads with variation
in density of nodes.

LEACH-mobile [20] and CLUBS [21] approaches is illus-
trated as follows.

	e operation of LEACH is divided into rounds. Each
round begins with a setup phase when the clusters are
organized, followed by a steady-state phase when data is
transferred from the nodes to the cluster head and onwards
to the base station. LEACH-mobile approach forms clus-
ters by using a distributed algorithm, where nodes make
autonomous decisions without any centralized control. In
LEACH-mobile approach, because of the random election of
cluster heads, the optimal number and distribution of cluster
heads cannot be ensured [50]. 	e above complete process
is performed in the static environment. But, as stated earlier,
we also incorporate the mobility, which results into varying
number of nodes from each round to another, and hence the
number of cluster heads is more in each round.	is is mainly
due tomobility and randomness in electing the cluster heads.

In the proposed algorithms, the residual energy is used
for CH selection. 	e simulation results indicate that the
stability of the network is preserved, which implies that the
whole network lifetime is extended. In Figure 12, it can be
noticed that, for small number of nodes like 15 and 30,
the numbers of CHs are almost the same for the proposed
and existing LEACH-mobile and CLUBS approaches, but
as the number of nodes increases to 50 and 100, proposed
algorithms have less number of CHs compared to LEACH-
mobile and CLUBS approaches. Since LEACH-mobile and
CLUBS approaches elect the CHs based on randomness and
with certain probability, the number of CHs ismore. LEACH-
mobile and CLUBS approaches do not consider the residual
energy in the process of CH election. But, in our proposed
approaches, the residual energy is considered forCHelection,
which is more practical approach and justi�ed compared to
randomly choosing the CH for real-time application.

Also, in terms of network coverage, using our approaches,
the minimum CHs are required as depicted in Figure 13.
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For instance, as shown in Figure 13(a), in clustering and
CH election with 15 nodes, nodes 1, 5, 6, 7, and 9 are elected as
CHs, whereas, in the same network, assuming that 100 nodes
are deployed, 9 CHs are elected covering all the nodes, that
is, 3, 10, 13, 28, 33, 65, 68, 82, and 87, which is depicted in
Figure 13(b). Further, the proposed algorithm is evaluated
in terms of the number of hops. As shown in Figure 14,
irrespective of number of nodes, the number of hops is one.
	is is because cluster formation is carried out using the
node transmission range. All the cluster members are able to
communicate to CH in a single hop.

Another comparison among these four algorithms per-
formed is based on the number of hops required to reach
the destination, that is, the base station in the given network.

Figure 14 depicts the result related to the number of hops
occurring while communicating to destination and base
station in the network using our proposed methods and
LEACH-mobile [20] and CLUBS [21] approaches.

From the �gure, it is clear that the number of hops
required using our proposed methods is less compared to
the other two approaches, LEACH-mobile and CLUBS. 	e
reason is that LEACH-mobile approach operates with �xed
and single base station and the number of hops to reach the
base station from all the cluster heads is more. Considering
the worst case, the cluster heads are randomly selected,
which are farther from the base station; then, this may even
result in an increased number of hops to reach the base
station. However, in our proposed approach, due to two-layer
architecture, all nodes are able to reach the upper layer, that
is, IoT nodes that act as base station, in one hop only. 	e
comparison is demonstrated for di�erent set of nodes in the
network. From Figure 14, the worst case scenario of choosing
number of hops is carried out and it is clear that the numbers
of hops are 2, 4, 9, and 16 for LEACH-mobile approach and
3, 4, 8, and 15 for CLUBS approach for the 15, 30, 50, and
100 numbers of nodes, respectively. It is evident from the
above discussion that our proposed approaches outperform
the existing approaches.

Another important parameter for evaluating the pro-
posed algorithms compared to othermethods reported in the
literature is overall communication cost.	e communication
cost using two-layer topology and �at topology is compared.
In typical WSN, the cost of communication overhead is
50–70% more than the cost of computation [44, 45]. Lesser
number of communications leads to increasing the network
lifetime. Since our proposed approach has less number of
CHs and less number of hops, this leads to reduced number
of communications.

As shown in Figure 15, the proposed approaches ensure
less communication cost, which leads to prolonged network
lifetime. 	e stability in the network depends on the battery
of the sensors. More communication implies that sooner the
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Figure 15: Comparison of communication cost with variation in
density of nodes.

network becomes unstable due to battery drain of the node.
It is observed that the number of communications in the case
of LEACH-mobile [20] and CLUBS [21] approaches is sig-
ni�cantly more than our proposed approaches. Since in our
proposed approach we use only two times communication
for CH election and cluster formation, the communication
cost is very less, whereas, in the LEACH-mobile and CLUBS
approaches, they form the cluster using broadcasting of
randommessages for minimum three times, which results in
more communication. From the above discussion, it can be
concluded that the proposed approaches are much better in
terms of communication cost and result in more stability or
prolonged lifetime of the network.

6. Conclusion

Due to advancement in the technology andneed formachine-
to-machine connectivity, the Internet of	ings overplays the
role compared to wireless sensor network. In this context,
di�erent applications based on IoT need to be executed
e
ciently in terms of energy and communication. To achieve
this, there is a need to collaborate among various devices at
various levels, which can be achieved by the grouping of these
devices, that is, through the clustering. In this view, we intro-
duced a pragmatic architectural framework for IoT in this
paper and subsequently proposed two clustering algorithms,
that is, heuristic- and graph-based algorithms, respectively.

	e proposed two-layer framework is justi�ed as most of
the applications using IoT are sensing based static or dynamic
using IP-based or non-IP-based devices. Secondly, the two-
layer architecture allows one to have the sensed values or
information anywhere and anytime using IoT devices. For
any IoT application having huge number of nodes at sensing
layer and IoT layer, it must have e�ective connectivity and

e
cient communication to have data availability anywhere
and anytime with prolonged lifetime of the network. Two
clustering algorithms have been proposed using the neigh-
bors count and residual energy. 	e heuristic- and graph-
based approaches allow performing the clustering in bottom
to top and top to bottom ways depending on the need of an
IoT application.	e proposed algorithms are evaluated using
a number of standard parameters and comparedwith existing
algorithms. 	e proposed layered IoT framework provides
hierarchical structure for e
cient connectivity.Our proposed
clustering algorithms also allow forming di�erent clusters
in presence of mobility and heterogeneity. 	e dynamic
cluster formation and e
cient cluster head selection ensure
e�ective connectivity and e
cient communication. From the
simulation results, it is clear that the proposed clustering
algorithms outperform the existing algorithm in terms of
power consumption and the number of hops required for
communication across the network.	e number of neighbor
nodes and residual energy are proven to be very e�ective
for cluster formation and cluster head selection. 	e graph-
based approach with dominant set and bipartite graph allows
forming a cluster optimally and also provides a routing path
for communication.

	e algorithm implementations are carried out using
IoT-based Cooja simulator, which ensures that the proposed
algorithms are evaluated in IoT environment. Comparative
analysis of communication cost with respect to the �at
topology and layered topology draws to the conclusion that
layered topology provides better results. 	e crucial factor of
the network depends on the residual energy of the nodes,
which is taken into consideration for cluster formation,
which concludes that the proposed approaches are feasible.
Results indicate that the optimal number of CHs has been
elected and thus it indicates maximum network coverage.
Minimum number of communications and the amount
of power consumption in the network promise prolonged
network lifetime. 	e proposed algorithm can be extended
to connect with IoT cloud to realize the computation in
fog environment. Various parameters can be incorporated
to de�ne the characteristics of heuristic or graph edges for
clustering depending on the applications on hand.
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