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Clustering Product Development Project Organization
From the Perspective of Social Network Analysis

Qing Yang , Na Yang, Tyson R. Browning , Bin Jiang , and Tao Yao

Abstract—In product development (PD) organizations, coordi-
nating technical dependencies among teams with different exper-
tise in overlapping processes is a fundamental challenge. This
article takes a more sophisticated approach than prior methodolo-
gies to improve coordination via organizational clustering, by ac-
counting for both team structural and attribute similarity from the
perspective of social network analysis. We built models to quantify
the impact of the overlapping processes on the interaction strength
among PD teams, which we then used to construct structural sim-
ilarity by combining tie strength and social cohesion among teams
via the design structure matrix. To evaluate the organization net-
work, we propose social embeddedness-related centrality indices
within (intracluster) and across (intercluster) team groupings. To
facilitate knowledge sharing, we base team attribute similarity on
product- and process-related expertise among teams. We integrate
the modularity index and an improved silhouette index to find an
optimal number of clusters, which we then incorporate with team
similarity measures as inputs to a spectral clustering algorithm. An
industrial example illustrates the proposed model. The clustering
results reinforce several managerial practices but also yield new
insights, such as how to measure similarity among teams based
on organizational network characteristics and how structural and
attribute similarities impact the optimal organizational structure.

Index Terms—Clustering algorithm, design structure matrix
(DSM), organization design, product development (PD), project
management, social network analysis (SNA).

I. INTRODUCTION

AKEY managerial issue in product development (PD) is
how to establish an effective organizational architecture to

help coordinate hundreds or even thousands of specialists, be-
cause the complexity of their interactions may reduce efficiency
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and introduce risks [1], [2]. An effective organizational archi-
tecture can reduce management complexity by facilitating com-
munication, coordination, and innovation [3]. Therefore, many
researchers have explored ways to facilitate communication
and coordination by improving the organizational architecture
[4], [5].

A challenge in developing an organizational architecture con-
cerns modularization—parsing the set of organizational ele-
ments (e.g., teams) into subsets, groups, or modules, such that the
elements’ intragroup relationships outweigh those across groups
[5], [7]. Assigning elements to groups is also known as finding
communities [8], partitioning [9], and clustering [10], [11], [40],
[44]. Although nontrivial, this assignment problem can provide
an effective way to develop an organizational architecture for
improving team communication and coordination, thereby re-
ducing management complexity [12].

However, existing organizational clustering approaches make
the grouping decisions based almost exclusively on the relation-
ships among the elements—without accounting for important
properties of the elements themselves, such as their similarity.
Meanwhile, social network analysis (SNA) techniques provide
an effective approach for developing a similarity matrix model
of the organizational architecture [13], [41]. In this article, we
enhance our understanding of organizational clustering by incor-
porating the perspective of SNA, which helps uncover important
properties in the PD organization. For example, communications
are more likely to occur among teams that are similar in the
organizational network [14], and increased communications
potentially result in the emergence of expertise and knowledge
[15]. High similarity among teams may increase interaction
and enable more intensive communication and coordination,
which can lead to higher organizational performance. Thus,
team similarity should be taken into account when optimizing
an organizational network.

The social network contains two important dimensions: a
structural dimension representing different kinds of relation-
ships among the elements (or nodes) and an attributes dimension
representing features of the nodes [16]. However, graph cluster-
ing algorithms have traditionally focused on the structural di-
mension (i.e., edge weights) without accounting for the attribute
dimension [12], so they provide only a partial representation
of the real social system. Therefore, our research questions
are two-fold: (i) how can we quantify structural similarity and
the attribute similarity among PD teams from the perspective
of SNA, and (ii) how can we identify clusters based on these
similarities?
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Fig. 1. Comparing the conventional and proposed approaches to optimize an org DSM.

In this article, we present an improved PD organizational clus-
tering approach, based on the spectral clustering algorithm [17],
[18], that synthesizes SNA with a design structure matrix (DSM)
model. The organization DSM (org DSM) is a powerful network
modeling tool for displaying and analyzing the coordination
dependency relationships between teams, thereby highlighting
the organizational architecture in PD [10], [11], [42]. As we
discuss in the next section, an org DSM can be used to identify
clusters, but current DSM clustering methods focus on the
direct relationships among teams without accounting for their
similarity. Fig. 1 compares the conventional DSM clustering
approach with the new approach presented in this article. As
we discuss in the next section, many prior studies have applied
some kind of clustering algorithm to optimize a model of the
organization architecture, such as an org DSM. This article takes
a more sophisticated view to clustering a PD organization by
incorporating structural similarity and team attribute similarity
from the perspective of SNA.

Our proposed PD organizational clustering method uses an
integrated similarity matrix from the team attributes and re-
lationships among teams as inputs to a spectral clustering al-
gorithm. The integrated similarity matrix is a network-based
similarity measure. A typical characteristic of PD projects is for
two or more teams to work simultaneously on an overlapping
process—i.e., concurrent activities, starting a downstream pro-
cess before completing an upstream one, which can accelerate
the schedule [1], [19]. Therefore, we model the impact of an
overlapping process on a PD team’s dyadic interactions, using
these to measure tie strength (TS) and social cohesion (SC)
among teams. In the social network context, teams that share
social embeddedness (i.e., strong TS and SC) are motivated to
work closely together and thus are willing to devote their time
and energy to communicate and interact. Social embeddedness
influences the level of integration between teams [20], and
the most productive organizations are internally cohesive [29].
Network centrality—e.g., degree centrality (DC) or between-
ness centrality (BC)—can be used to measure an individual
node’s position in an organization network [6], [22]. Therefore,
in this article, we construct the structural similarity measure
by combining TS and SC, and we propose the centrality in-
dices of intacluster and intercluster to analyze the organization
network.

This article also constructs measures of team attribute simi-
larity using product- and process-related expertise, which can
facilitate knowledge sharing between teams [35]. Next, we
incorporate teams’ attributes and relationships (structural sim-
ilarity) to develop an integrated similarity matrix, more com-
prehensively and accurately than other similarity measurement
methods. This article also presents an approach integrating the
modularity index Q and an improved Silhouette index S using
node attribute differences (ADs) (intacluster and interclister) to
determine the optimal number of clusters, which is a particular
challenge for spectral clustering algorithms [7]. Finally, we use
centrality indices of intracluster and intercluster, with Q and S
indices, to evaluate the clustering results.

Therefore, this article makes three key contributions.
1) It takes a more sophisticated view than prior approaches

to cluster in PD organizations by accounting for structural
and team attribute similarities from the perspective of
SNA.

2) It extends existing studies on overlapping processes to
predict the dyadic interaction strength (social embedded-
ness) in the PD organizational network, which is then used
to build the structural similarity measure by combining
the direct and indirect TSs. It also uses the product- and
process-related expertise overlap (EO) among PD teams
to measure the team attribute similarity.

3) It proposes the social embeddedness-related centrality in-
dices of intracluster and intercluster, which are integrated
with the Q and S indices to evaluate the clustering results.

II. LITERATURE REVIEW

A. Organization DSM Modeling and Analysis

A PD project presents not only the engineering design chal-
lenge of creating product concepts and configurations but also
the organizational design challenge of managing team inter-
actions and coordination [1]. The technical communication
and coordination required for effective PD require much of
the designers’ time and energy. General organizational design
theory [38] emphasizes the importance of enabling effective
coordination through careful choices about team structures and
relationships. Therefore, an important managerial challenge is
to facilitate this communication and coordination with effective
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and efficient organizational structures that make the best use of
designers’ time and effort and help ensure that critical technical
issues are addressed. Good organizational architecture makes
it easier for teams to give and receive important information
by collocating and establishing other integrative and coordi-
nation mechanisms among the most highly interactive teams
[4]. Hence, it is essential to cluster-related teams to facilitate
coordination in the PD organizational structure.

An org DSM can be used to identify clusters—i.e., poten-
tially advantageous modules/groups—and their interfaces in PD
projects [10], [11], [32]. A DSM is a square matrix, with diagonal
entries representing system elements, and off-diagonal entries
(i, j) representing directional dependencies from elements j to i.
DSMs have been used to model a variety of system architectures,
especially those of products, processes, and organizations [10],
[11]. So, how to measure the dependencies among elements and
how to apply clustering approaches to DSM are decisive factors
for modularization [42]–[44].

Org DSMs are useful models because they represent the
information flows in a PD organization and can be manipulated
to reveal alternative organizational architectures, such as ones
with improved modularity [42]. This manipulation is typically
achieved with clustering algorithms, which seek to assign the
system elements (here, teams) into various groups, modules,
or clusters of highly interactive teams, thereby localizing re-
lationships within groups and minimizing relationships across
groups [5], [11], [19], thus reducing managerial complexity
and coordination costs. Numerical DSMs can have various
measures and attributes attached to the elements (e.g., size or
importance) and relationships (e.g., quantity, importance, or
frequency)—although this makes the design of the clustering
objective function more challenging [10], [43].

Although existing org DSM models have focused on the
dependency strength among teams, they have not analyzed
the embedded influence of organizational networks and cannot
characterize the attributes of each team in the network. By
doing so, we would be able to measure team similarity in the
organizational network for clustering the PD organization.

B. SNA and Spectral Clustering

A PD project’s organizational structure is like a complex
social network. Many researchers have combined the org DSM
with SNA techniques to analyze the structural characteristics
of the PD organization [20], [21]. Sosa [23] found that strong
ties serve as effective catalysts for the generation of creative
ideas when they link actors who are intrinsically motivated to
work closely together. Sosa [24] also analyzed rework in PD
projects from the perspective of social networks. Grewal et al.
[6] found that centrality indices (e.g., DC, BC, and eigenvector
centrality) have strong effects on technical success. However,
existing research has not used SNA characteristics (e.g., such as
TS and centrality indices) to measure structural similarity and
evaluate clustering results.

Spectral clustering algorithms based on similarity provide
a stronger and more stable approach for finding the global
optimum [18], [25], especially for nonconvex datasets [9], and

Fig. 2. Measuring integrated similarity among PD teams.

are well suited for application to real problems [7]. The spec-
tral clustering algorithm maximizes intercluster similarity and
minimizes intercluster similarity [18]. The similarity matrix
is thus a critical input to a spectral clustering algorithm [9].
Many researchers have developed methods to measure similarity
[8], [34], which can obtain modularity internally with a high
similarity.

Several researchers have analyzed the influence of team
attributes—such as interaction, coordination, knowledge shar-
ing, and team functioning [14], [28]—on PD organizations. In
social networks, the attributes of teams and their patterns of
interaction have an important impact on network structure [8].
Similar interests and expertise may lead two teams to be close to
each other in a group. Socially similar individuals or teams are
more likely to be connected and to interact more frequently [30].
However, most spectral clustering algorithms depend solely on
the relationships among nodes (structural similarity) without
accounting for their attribute similarity.

In summary, even though previous research has brought con-
siderable insight into clustering teams to reduce their coordi-
nation complexity, several improvements are possible through
synthesizing spectral clustering and DSM methods by incorpo-
rating structural similarity and team attribute similarity from the
perspective of SNA.

III. ORGANIZATIONAL NETWORKS IN PD PROJECTS

A. Measuring Team Similarity Based on the Organizational
Network Characteristics

In PD projects, the main reason for clustering teams can
be their similarity, the degree to which teams or members
“view themselves as having few differences” in terms of their
interaction, relationships, or specific attributes, such their way
of working or their expertise [14]. The network structure (i.e.,
relationships among teams) and team attributes are the basic
characteristics of an organizational network. Hence, this arti-
cle proposes an innovative approach to measuring integrated
similarity among teams based on structural similarity and team
attribute similarity in the organizational network (see Fig. 2).

The relationships among teams determine structural simi-
larity. Individuals resolving interdependent activities are more
likely to exchange technical information, so activity interdepen-
dence is a main factor determining structural similarity. Accord-
ing to the overlapping process and the embedded influence of
the organizational network, social embeddedness among teams
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Fig. 3. Organizational dyadic interaction based on the overlapping process.

can be used to construct a structural similarity matrix, in which
the direct strength among teams can be captured by the TS, and
indirect strength can be captured by SC [24]. Team attribute
similarity is a fundamental factor driving knowledge sharing
and technical communication. The EO leads to the recipient
and partner teams being more inclined to cooperate and better
understanding the linkages between one another’s knowledge,
hence providing more favorable conditions for communication
[14]. For PD teams, the main types of expertise include product-
and process-related expertise. Thus, we use expertise-related
factors to identify team attribute similarity.

B. PD Teams’ Dyadic Interactions Due to Overlapping
Processes

In the PD organizational network, teams with dyadic interac-
tion exchange information to carry out their PD activities. Two
fundamental features of PD processes, overlapping and iteration,
both stimulate the exchange of information among teams [19].
To establish the dyadic interaction, each team can be viewed as
either an information source or recipient in the organizational
network [24]. Hence, we identify the dyadic interaction between
the source and recipient based on the dependencies of the
overlapped activities they perform.

The representative dependencies between activities can nor-
mally be divided into sequential and coupled [10]. As the coordi-
nation among teams can be negligible in sequential activities, we
focus on coupled activities [31], where activities need informa-
tion inputs from each other, so information exchanges continue
until the activities converge on a mutually satisfactory solution
[see Fig. 3(a)]. Overlapping, where a downstream activity be-
gins earlier by using preliminary information from an upstream
activity can accelerate coupled activities [19], [33]. Fig. 3(b)
and (c) illustrates the organizational dyadic interaction among
overlapping activities, in which the source (i.e., the upstream
team) sends preliminary technical information to the recipient
(i.e., the downstream team), and then the recipient feeds back
information to the source (iteration). In Fig. 3(b), the overlapping
time is the period in which coupled information exchanges take
place. The overlapping necessitates increased communication
(two-way information exchanges between teams performing
coupled activities). The lead time, tj , refers to work the down-
stream team can start before it receives input from the upstream
team, and the durations of activities i and j are D(i) and D(j),
respectively.

Fig. 4. Impact of the source’s evolution and recipient’s sensitivity on the
interaction strength.

The influence of overlapping time on the dyadic interaction
between teams can be measured using the concepts of evolution
degree (Evol) and sensitivity degree (Sens) [19], [33]. Evol is
the percentage of an upstream activity completed before its first
information outputs, and Sens is the percentage of a downstream
activity completed before its first information inputs. If ti units of
time are required to release the initial information from activity
i, then Evol(ti) = ti /D(i). If activity j has already worked
tj units of time before it receives information from activity i,
then Sens(tj) = tj /D(j). Fig. 4 illustrates the impact of Evol
and Sens on the interaction strength between two teams [33].
To measure dyadic interaction strength, we build models of the
dependency related to source evolution and recipient sensitivity.

Evolution refers to the gradual refinement of the upstream
activity from its preliminary form to a final form over the period
of its output information [33]. The dependency related to a
source’s evolution is a function decreasing with time (see Fig. 4).
For instance, the later the upstream activity releases information
(i.e, the larger Evol(ti)), the closer the upstream information to
its final value, and thus the less coordination and communication
needed. The dependency related to the source’s evolution (DSE)
can be approximated as a linear function [19]

DSE(ti) = 1− ε(2Evol(ti)− 1) (1)

where the parameter ε ∈ [−1, 1].
Sensitivity refers to the communication and coordination

required for a downstream activity to accommodate informa-
tion received. The dependency related to recipient’s sensitiv-
ity (DRS) is a function increasing with overlapping time (see
Fig. 4). For instance, the later the downstream activity receives
information (or changes) from an upstream activity (i.e, the
larger Sens(tj)), the greater the coordination and communica-
tion needed. Because the finish time of the upstream activity
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Fig. 5. Example of measuring TS among teams with a DSM model.

can be either later or earlier than that of the downstream activity
[19], the overlapping time can be calculated as follows:

TOV (i, j)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(1− Evol(ti))×D(i) if (1− Evol(ti))×D(i)

< (1− Sens(tj))×D(j)

(1− Sens(tj))×D(j) else

.

(2)

The DRS is determined by the degree of overlapping (i.e., the
ratio of TOV to D(i) +D(j)), calculated as follows [19]:

DRS (tj) = μln

(
γ

TOV

D(i) +D(j)
× Sens (tj) + 1

)
(3)

where μ represents the uncertainty (or technical complexity) of
a design activity, and γ represents the capability of both teams to
reduce uncertainty in the design process. If a team has a strong
ability to cope with uncertainty, γ will be small. In this article,
μ = 1 and γ = 1.

Based on (1)–(3), we measure a PD team’s dyadic interaction
strength based on overlapping and coordination (ISOC) with
(4), which reflects the communication frequency associated with
the overlapping time.

ISOC(i, j) = DSE(ti) ·DRS (tj) . (4)

C. Measuring TS and SC in the Organizational Network

From a behavioral perspective, the willingness or motivation
of teams to communicate has an important impact on the effi-
ciency of information exchanges [13], [29]. Such willingness
is a function of how deeply the recipient is embedded in the
social relationship with the source [13]. Thus, we apply dyadic
(social) embeddedness to analyze how dyadic interaction (i.e.,
ISOC) impacts the willingness and propensity of technical
communication among PD teams.

In the social network context, dyadic (social) embeddedness is
a combination of two modules: TS and SC [23], [24], [29]. TS is
a function of the amount of time and effort that both the source
and the recipient spend in their direct dyadic interaction (i.e.,
within direct two-way interactions), measured by the network
proportions relative to the aggregate level across the network.
SC refers to the extent to which a relationship is surrounded
by strong third-party connections (i.e., common contacts) [29].
Hence, TS reflects the direct strength, and SC the indirect
strength, between teams.

Fig. 6. Examples of SC and intraclustrer/intercluster coordinators.

1) Modeling the TS Among Teams With a DSM: Factors
impacting TS between teams include communication frequency
and emotional closeness [29]. We assume that teams are emo-
tionally close to teams with whom they coordinate frequently,
so we estimate TS as a function of interaction strength. In this
article, we use a DSM model [e.g., Fig. 5(b)] as a basis for
calculating TS, where each element’s inputs appear in its cor-
responding column, and its outputs appear in its corresponding
row (c.f. [11]). The TS between teams i and j represents how
team i allocates its time or effort (interaction strength) to team j
relative to all of i’s direct relationships to other teams [24]. Using
DSM, tie strength TS(i, j) can be measured as the proportion
of the interaction strength between teams i and j relative to the
total interaction strength with all of their adjacent teams

TS(i, j) =
ISOC(i, j) + ISOC(j, i)

N∑
q=1

(ISOC(i, q) + ISOC(q, i))

for i �= j (5)

where ISOC(i, j) is the interaction strength from i to j, N is the
total number of teams, and

∑N
q=1 (ISOC(i, q) + ISOC(q, i))

represents the total interaction strength between team i and all
of its adjacent nodes (i.e., teams) q in the organizational network.

2) Modeling the SC Among Teams With a DSM: SC, an
indirect structural link between two teams due to their common
third-party connections, is a function of the time or effort that
both the source and the recipient spend in their relationships
with common contacts. Fig. 6 illustrates SC with teams i, j, and
k having common contacts.

The SC from team i to team j can be calculated as

SC(i, j) =
∑

u∈Γ(i)∩Γ(j)
TS(i, u) · TS(u, j) for u �= i, j (6)

where Γ(i) represents the neighborhood set of team i containing
its adjacent teams. The common contact set is represented by u,
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the intersection of Γ(i) and Γ(j). Thus, we can calculate social
embeddedness (SE) as a combination of TS and SC

SE(i, j) = TS(i, j) + SC(i, j) for u �= i, j. (7)

D. Modeling SE-Related Centrality: Intra and Intercluster

Fig. 6 helps illustrate the concept of intra and intercluster
coordinators. A coordinator or broker is a player that lies be-
tween two others who do not have direct communication, acting
as a channel by which they can relate [21]. We extend the
traditional notion of a coordinator—which includes internal co-
ordinator, external coordinator, gatekeeper, and liaison [21]—to
distinguish intra and intercluster coordinators. An intracluster
coordinator (e.g., u1 in Fig. 6) mediates the relationship between
two teams where both the mediated teams and the coordinator
reside in the same cluster, whereas an intercluster coordinator
(e.g., u2, u3, and u4) mediates the relationship between two
teams where the mediated teams and/or the coordinator reside
in different clusters. Note that these intercluster coordinators
can themselves be members of particular clusters or not: u2 is
internal; u3 and u4 are both external.

Network centrality, the existence of a number of connections
or a proportion of redundant ties between teams, is often as-
sociated with team performance [22]. Thus, a high network
centrality—e.g., DC or BC—implies that the complex activities
in PD can be spread over more teams, resulting in better perfor-
mance [6]. DC is an indicator of a team’s connectivity with other
teams in a network, based only on direct connections. A team’s
DC indicates its “power” within a group [22]. BC provides an in-
dex of the potential to control or facilitate information exchange
among teams. From an information flow perspective, nodes with
high BC will have access to a relatively large portion of the
information flowing among other nodes [21]. Greater BC in a
network has been positively related to individual performance
ratings [22], [26]. Internal communication is positively related
to PD outcomes [39]. Previous BC and DC research has focused
on individuals, whereas, in this article, we analyze these metrics
at the level of clusters of teams.

In this article, we explore the problem of finding an optimal or-
ganization with intracluster centrality>> intercluster centrality,
meaning more direct and indirect communication among teams
within clusters (“tightly knit” groups) than across clusters.

1) Intra and Intercluster DC: We measure intra and inter-
cluster DC based on direct TS. Team i’s intracluster DC is
defined as its in- and out-degree in cluster K divided by the
standardized DC of intracluster connected at maximum with all
other teams

DCintra(Ki)

=

⎛
⎝ mk∑

j=nk

TS(i, j) +

mk∑
j=nk

TS(j, i)

⎞
⎠/ 2(clk − 1) (8)

where clk is the size of cluster K, nk, and mk are the indices of
first and last elements in cluster K, respectively. Similarly, given
team i within cluster K, the team’s standardized intercluster DC

with respect to K is

DCinter(Ki)

=

⎛
⎝ N∑

j=1

TS(i, j) +

N∑
j=1

TS(j, i)

−
⎛
⎝ mk∑

j=nk

TS(i, j) +

mk∑
j=nk

TS(j, i)

⎞
⎠/ 2(N − clk). (9)

Then, a cluster’s intra and intercluster DCs are the sums of
each of its team’s intra and intercluster DCs, respectively.

2) Intra and Intercluster BC: We measure intra and inter-
cluster BC based on indirect SC. BC is based on the shortest
paths linking pairs of nodes. A high BC score indicates that a
node can reach many others via relatively shortest paths or that it
lies on a considerable proportion of the shortest paths connecting
other nodes. Given team u in cluster K, its BC in the cluster is

BCintra(Ku) =
∑

i,j,u∈K,i<j

σi,j(Ku)

σi,j

/
(clk − 1)(clk − 2)

(10)
where σi,j is the shortest indirect connection between teams i
and j. If the indirect communication occurs within a cluster,
it acts as a bridge between teams, which can facilitate the
interactions among teams in a cluster. An approximate BC can
be obtained from the connections between the neighbors of each
team (common contacts) [27]. In this article, SC can reflect
the shortest indirect connection between teams via a common
contact. Hence, we propose the concept of intra and intercluster
BC based on SC.

Given team u in cluster K, the team’s standardized, intracluster
BC is the ratio of the total SC (6) between each pair of teams,
via common team u as an intracluster coordinator within cluster
K, to the overall SC of the entire organizational network

BCintra(K)

=

⎛
⎝SC(K)

/
N∑
i=1

N∑
j=1

SC(i, j)

⎞
⎠/ (clk − 1)(clk − 2)

(11)

where SC(K) =
∑mk

i=nk

∑mk

j=nk
SC(i, j) represents the SC of

the coordinator teams and the connected teams belonging to the
same cluster K (e.g., u1 in Fig. 6). A large BCintra represents
strong indirect connections in a cluster, which can facilitate
communication among teams.

Intercluster BC is the ratio of the SC of the coordinator teams
acting as intercluster coordinators (e.g., u2, u3, and u4 in Fig. 6)
to the overall SC of the entire organizational network

BCinter

=

(
N∑
i=1

N∑
j=1

SC(i, j)−
NC∑
K=1

SC(K)

)/
N∑
i=1

N∑
j=1

SC(i, j)

(N − 1)(N − 2)
(12)
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Fig. 7. Impact of SE on structural similarity. (a) Strong tie strength. (b) Strong
social cohesion.

where Nc is the total number of clusters.
High intracluster BC and DC imply groups of teams that can

intercept a large portion of information and quickly disseminate
it among group members, respectively.

IV. MODELING THE SIMILARITY MATRIX OF THE

ORGANIZATIONAL NETWORK

A. Modeling Structural Similarity

We constructed a structural similarity measure based on SE,
which is a combination of TS and SC [(7), and see Fig. 7]. PD
teams directly connected via strong TS, or by many common
contacts via strong SC, may have a high similarity level. For ex-
ample, in Fig. 7(a), teams i, j, k, and l are directly connected. The
strength of these teams’ relationships depends on the possibility
of information moving from one team to another [13], so these
teams have high similarity due to strong TS.

If two teams are surrounded by strong, common partners, they
are more willing to share knowledge, thus facilitating technical
communication. Thus, structural similarity based on SC (i.e.,
shared neighbors) can effectually characterize the local connec-
tivity density of any two adjacent nodes in an organizational
network [34]. For example, in Fig. 7(b), although teams i, j,
k, and l are not directly connected, they have many common
contacts, and thus high similarity due to strong SC. The presence
of common, third parties may reinforce the predisposition of
interdependent teams to share information [3].

Based on SE, we construct a structural similarity metric.
Structural similarity has been measured as the cosine similarity
[8], [34] of each pair of nodes

Scosine(i, j) =
|Ω(i) ∩ Ω(j)|√|Ω(i)| · |Ω(j)| (13)

where Ω(i) is the neighbor set of node i, including itself,
and |Ω(i) ∩ Ω(j)| represents the common neighbors of nodes i
and j.

Cosine similarity was originally designed for unweighted,
undirected networks [34]. However, the PD organizational net-
work more accurately as a weighted, directed network. Let
G(V,E,TS) be a weighted graph where V is the nodes in
graph G, E is the edges (links) between nodes, and TS(i, j)
is the edge weight (5). To measure structural similarity of the
weighted, directed network, we first specify the structural sim-
ilarity matrixSimstruc as an extension of the cosine similarity
measure to indicate the local connectivity density of any two

adjacent nodes in the weighted, undirected network [34]

Simstru(i, j) =

∑
u∈Ω(i)∩Ω(j)

TS(i, u) · TS(u, j)
√ ∑

u∈Ω(i)

TS2(i, u) ·
√ ∑

u∈Ω(j)

TS2(j, u)
.

(14)
In (14), the structural neighborhood of team i is the

set Ω(i) containing i and its adjacent teams: Ω(i) =
{u ∈ V |(i, u) ∈ E} ∪ {i}. However, Ω(i) cannot distinguish
whether i is a source or a recipient, so (14) cannot be used
for the directed network. As mentioned above, strong TS and
SC can lead to high similarity. We assume TS(i, i) = 1, so if
i is a source and i = u, then TS(i, u) · TS(u, j) = TS(i, i) ·
TS(i, j) = TS(i, j). Hence, in the weighted, directed network∑

u∈ΩS(i)∩ΩS(j)

TS(i, u) · TS(u, j)

= TS(i, j) +
∑

u∈ΓS(i)∩ΓS(j)

TS(i, u) · TS(u, j) (15)

where ΩS(i) = {u|(i, u) ∈ E} ∪ {i} is the set containing i and
i’s adjacent nodes, when i is a source.ΓS(i) = {u|(u, i) ∈ E}is
i’s adjacent nodes when i is a source. The difference between
Ω(i) and Γ(i) is that Ω(i) contains i itself.

Using an org DSM, we can determine the structural similarity
of an organizational network as in (16) shown at the bottom of the
next page, where ΓR(i) = {u|(i, u) ∈ E} is i’s adjacent nodes
when i is a recipient.

According to (7), (16) simplifies to (17) is shown at the bottom
of the next page.

B. Modeling Team Attribute Similarity

In addition to node relationships, node attributes should also
affect clustering. Teams’ required knowledge and expertise are
the key attributes influencing communication and knowledge
sharing. Expertise includes two key components: know-what and
know-how. Know-what stands for an appreciation of the kinds
of phenomena worth pursuing; know-how represents an under-
standing of reproductive processes that constitute phenomena
[35]. In this article, we extend know-what and know-how, as
proposed by Garud [35], to the PD context. Know-what rep-
resents product-related expertise (e.g., appropriate component
technologies), whereas know-how represents process-related ex-
pertise (e.g., designing, manufacturing, and testing activities).
Product- and process-related expertise can be viewed as team at-
tributes. Know-what is connected with the particular functional
and architectural attributes of the product under development
[24]. It represents an understanding of specific technologies
and configurations that satisfy requirements. Modularizing the
PD organization may help to preserve know-what knowledge.
Know-how is associated with the activities in a PD project:
knowledge about how to perform them at a particular stage of
the project can be accumulated with experience. In PD projects,
process-related expertise represents an understanding of the
appropriate activities and procedures.
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Teams with a high similarity of process- and product-related
expertise likely work on similar activities and components in a
PD project, so they should be clustered to facilitate knowledge
sharing and interaction. We measure team attribute similarity
with two factors: a team’s level of involvement (L) in allocating
its communication effort in different areas of expertise, and the
EO in various areas.

The level of involvement of team i in expertise area k is defined
as the ratio of team i’s amount of work effort required in area k
to its entire amount of work effort in all expertise areas

L(i, k) = z(i, k)

/
NK∑
k=1

z(i, k) (18)

where z(i, k) is the amount of work effort or time spent by team
i in the area k and NK is the number of expertise areas. Fig. 8
gives an example of measuring matrix L. The numerical values
of each row in the “team-expertise area” matrix [see Fig. 8(a)]
represent the amount of work effort or time spent by each of five
teams in each of three areas of expertise.

EO refers to the ratio of the same expertise area between
teams. It reflects the degree of common knowledge between
teams, which can facilitate communication and knowledge trans-
fer inside a group. Reagans and McEvily [29] modeled the EO
between teams i and j as

EOij =

NK∑
k=1

aikajk

/
NK (19)

where aik = 1 if team i is an expert in area k; otherwise, aik = 0.
However, (19) is a binary model. Using L, we propose a matching
coefficient method to quantify EO

EOk(i, j) =

{
min{L(i,k),L(j,k)}
max{L(i,k),L(j,k)} if L(i, k) + L(j, k) �= 0

1 else
(20)

where L(i, k) + L(j, k) �= 0 signifies that at least one team is
involved in area k.

Using (20), we can measure the product- and process-related
EO between teams. EO ranges from [0, 1]. For example, in
Fig. 8, a project involves three areas of expertise: materials
engineering (k1), electronics (k2), and dynamics (k3). Team A
needs expertise k1 and k2, and the degree of involvement in the
two areas is 30% and 70%, respectively. If team B needs k1, k2,
and k3, and the degree of involvement in these areas are 50%,

Fig. 8. Example of measuring team attributes similarity via DSM. (a) “team-
expertise area” matrix. (b) Matrix L. (c) Attribute similarity DSM.

35%, and 15%, respectively, then EO1(i, j) = 0.3/0.5 = 0.6,
EO2(i, j) = 0.35/0.7 = 0.5, and EO3(i, j) = 0.

To measure attribute similarity, we first use Euclidean distance
to calculate the total difference of attributes between teams
i and j

M(i, j) =

√∑NK

k=1
(1− EOk(i, j))

2. (21)

A large M(i, j) indicates that teams i and j have small EO and
low attribute similarity. Li et al. [8] used 1/(M(i, j) + 1) to
measure node attribute similarity. However, even if two teams
have small expertise overlaps (especially if EOk(i, j) = 0), the
node similarity is large and cannot reflect the real situation.
Hence, we measure the attribute similarity between teams i and
j as

Simattr(i, j) = e−M(i,j). (22)

Similar expertise between teams can help to integrate acquired
capabilities, make the assimilation of knowledge proceed more
easily, and develop a consensus among the interactive teams,
which will have a constructive effect on knowledge sharing and
increase the frequency of interaction and coordination.

Using (17) and (22), we calculate the integrated similarity
among teams as a linear combination of the structural similarity
and team attribute similarity matrices [16]

Sim(i, j) = α× Simstru(i, j) + (1− α)× Simattr(i, j)
(23)

whereα is a similarity coefficient ranging from [0, 1], depending
on the actual situation. If we emphasize the structural impact on
the similarity, α > 0.5.

Simstru(i, j) =

TS(i, j) +
∑

u∈ΓS(i)∩ΓS(j)

TS(i, u)TS(u, j) + TS(j, i) +
∑

u∈ΓR(i)∩ΓR(j)

TS(j, u)TS(u, i)

√ ∑
u∈ΓS(i)∪ΓR(i)

(TS(i, u) + TS(u, i))2 ·
√ ∑

u∈ΓS(j)∪ΓR(j)

(TS(j, u) + TS(u, j))2
(16)

Simstru(i, j) =
SE(i, j) + SE(j, i)√ ∑

u∈ΓS(i)∪ΓR(i)

(TS(i, u) + TS(u, i))2 ·
√ ∑

u∈ΓS(j)∪ΓR(j)

(TS(j, u) + TS(u, j))2
(17)



2490 IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT, VOL. 69, NO. 6, DECEMBER 2022

C. Spectral Clustering Method and Determining the Optimal
Number of Clusters

In multivariate statistics and data clustering, spectral cluster-
ing aims to make good use of the spectrum (i.e., eigenvalues) of
the data’s similarity matrix (an input) to perform dimensionality
reduction before clustering. The similarity matrix provides a
quantitative assessment of the relative similarity of nodes in the
dataset. The optimal partition maximizes the similarity of ele-
ments in a cluster (or subgraph) while minimizing the similarity
between elements in different clusters. Although spectral clus-
tering has been applied to social networks, it has not previously
been used on data that accounts for both the attributes and rela-
tionships of nodes (i.e., both attribute and structural similarity
matrices) [8], which we do here. We apply the Ng-Jordan-Weiss
algorithm-based, normalized spectral clustering procedure [36]
because of its more robust performance [9].

In addition to using appropriate input, the spectral clustering
method usually faces another challenge in determining the opti-
mal number of clusters [18]. In many cases, we will not have any
a priori information on the appropriate number of clusters k∗.
The modularity index Q [7] and the Silhouette index S [17] can
be used to evaluate the quality of a clustered structure related to
the network’s structure and node attributes, respectively. In this
article, we integrate them to find the optimal k∗.

First, we use the modularity index to evaluate the results of
clustering related to the network structure. The Q index of a
directed, weighted network is defined as the sum of the weights
of all of the edges included within subgraphs (after clustering),
less the expected edge weight sum under the condition that edges
were placed at random [16]

Q =
1

m

∑
ij

(
TS(i, j)− d

(out)
i d

(in)
j

m

)
δ(Gi, Gj) (24)

where d
(out)
i =

∑N
j=1 TS(i, j) and d

(in)
j =

∑N
i=1 TS(i, j) rep-

resent node i’s out-degree and in-degree, respectively, m is the
sum of all of the edge weights,m =

∑N
i=1 d

(out)
i =

∑N
j=1 d

(in)
j ,

and δ(Gi, Gj) returns 1 when nodes i and j belong to the same
cluster and 0 otherwise.

Next, we present an improved S index to evaluate the clus-
tering results based on intra and intercluster ADs. The S index
proposed by Arbelaitz [37] measures clustering quality by cal-
culating the separation between clusters and the compactness
among teams in each cluster [17]. A team’s AD of intracluster
is defined as the average differences between team i and other
teams in cluster K

ADintra(Ki) =
1

clk − 1

mk∑
j=nk

M(i, j) (25)

where clk is the size of cluster K and M(i, j) is the total difference
of attributes involving all areas of expertise between teams i
and j. A team’s AD of intercluster is defined as the minimum
average differences between team i in cluster K and all the teams

in another cluster H

ADinter(Ki) = min
1≤h≤Nc,h �=k

⎡
⎣ 1

clh

∑
j∈H

M(i, j)

⎤
⎦ . (26)

Next, the AD of both intra and intercluster for cluster K can
be calculated with ADintra(K) = 1

clk

∑mk

i=nk
ADintra(Ki) and

ADinter(K) = 1
clk

∑mk

i=nk
ADinter(Ki), respectively. Hence,

the improved S index can be calculated as follows:

S =
1

NC

NC∑
K=1

{
1

clk

mk∑
i=nk

ADinter(Ki)−ADintra(Ki)

max [ADinter(Ki),ADintra(Ki)]

}
.

(27)
The range of S is [−1, 1], and its maximum indicates the best

clustering result.

V. INDUSTRIAL APPLICATION

To validate the proposed concepts and models, we applied
them to an industrial example, a commercial aircraft system
development (CASD) project in China. We interviewed 28 indi-
viduals, including the project manager and other core project
members from the firm’s R&D, production, and human re-
source departments. We raised the following questions in the
interviews.

1) How can we optimize the project’s organization regarding
communication between teams?

2) How much does one design activity influence other,
overlapping activities that teams perform?

3) What is the minimum information required to start
downstream work?

4) How many product- and process-related expertise areas
are required of each PD team?

5) To what extent is each team involved in each area of
expertise? And so on.

Based on the responses and other information provided, we
found that the main purpose of communication is work coordi-
nation and knowledge sharing. Work coordination is associated
with the overlapping process, and knowledge sharing is associ-
ated with the product- and process-related expertise of teams.
Although activity concurrency can reduce duration, it increases
the risks of rework. We can overcome the weaknesses caused by
initially incomplete information exchange among overlapping
activities by strengthening the communication between teams
in a group. Hence, it is necessary to modularize teams and let
them work in the same group. The CASD project involves a
large number of activities and teams. Building a modular orga-
nization by increasing intracluster dependencies while reducing
intercluster dependencies can improve organizational efficiency.

A. Data on Team Time Allocation to Product- and
Process-Related Areas of Expertise

To facilitate knowledge sharing, we should consider both the
product- and process-related expertise of each team. Because
we focus on the impact of the overlapping process and knowl-
edge sharing on the communication and coordination among
PD teams, we selected 20 teams (each performing a unique
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TABLE I
TEAM TIME ALLOCATION ACROSS DIFFERENT AREAS OF EXPERTISE

activity) as summarized in Table I. To measure the expertise
overlap among teams, we captured the teams’ areas of technical
expertise. In this case, the product-related expertise includes
four areas: power system (PS), structural system (SS), environ-
mental control systems (ECS), and avionics (A). We classified
the process-related expertise of these teams as requirements
analysis (RA), design (D), and integration/verification (IV).
Table I shows each team’s allocation of time across these areas
of expertise.

B. Cluster Generation and Selection: Finding the Optimal
Number of Clusters

Based on the interview responses and other information pro-
vided, we built an org DSM in which DSM(i,j) represents ISOC
using (1)–(4) [see Fig. 9(a)]. The large number of marks in this
DSM signifies a management challenge to enable appropriate
coordination within this complex network. Fig. 9(b) will be
discussed later.

Next, we calculated the similarity matrix with (5)–(7) and
(14)–(23) and implemented the spectral clustering algorithm
in MATLAB 18 software. The algorithm selects k clusters,
although the optimal number of clusters is generally unknown.
A simple approach to finding the optimal k∗ involves obtaining
a set of data partitions with different values of k and then
selecting the best result according to cluster validation indices.
Hence, we select different k values depending on the size of

the organizational network and compare the Q and S indices of
different k clusters using (24) and (27).

Fig. 10 shows the Q and S indices as a function of k for
α = {0.2, 0.4, 0.6, 0.8} in (23). Both indices achieve their
maxima (Q = 0.58, S = 0.35) for all values of α when
k∗ = 3.So, we select three clusters as the optimal number of
clusters (groups), where the modularization of the organizational
structure from the perspective of the network’s structure and
node attributes reaches the highest level. In this case, we set
base value of α to 0.6.

C. Clustering Results: Challenge and Insights

Fig. 9(b) shows a dashed line across the cluster tree to distin-
guish three groups of teams: G1 [G, N, J, M, D, P, K, O, L, and
R], G2 [A, B, H, C, I]), and G3 [E, Q, T, S, and F]. Fig. 11(a)
shows the corresponding DSM, where the greater intensity of
intracluster dependencies relative to intercluster dependencies
is clearly visible. For example, G3 is a group of teams with
strong, iterative relationships in the RA phase of PD.

There are several important considerations in these results.
1) TS provides a better predictor of organizational clustering

and relationship similarity than interaction strength (see
Section III-B). The clustered TS DSM [see Fig. 11(b)]
has more marks in the group (e.g., group one) than the
interaction strength DSM [see Fig. 11(a)]. For instance,
even though teams G, P, and L have no or weak interaction
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Fig. 9. Original org DSM and cluster tree. (a) Original org DSM. (b) Cluster tree.

Fig. 10. Experimental results from adjusting parameter α for different values of k. (a) Modularity index Q. (b) Silhouette index S.

Fig. 11. Clustering results. (a) DSM showing interaction strength. (b) DSM showing TS. (c) DSM showing social embeddedness. (d) DSM showing team
attributes similarity.
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with most of the other teams in group one [see row G,
columns P and L in Fig. 11(a)], they have strong TS
with other teams in the group. Strong TS in one group
can strengthen technical communication and reduce the
possibility of rework in the module. On the other hand,
some intercluster TS is essential to support integrative
information exchange across groups.

2) SC can reinforce the similarity of interdependent teams
and support the exchange of information, so teams with
strong SC are clustered in one group. Fig. 11(c) shows
social embeddedness, which can strengthen the similarity
among teams due to SC. For example, teams K, L, O, and
P in group one have limited interaction strength with each
other, but they have common intracluster coordinator team
R and common intercluster contact team E, which forms
SC. Two teams connected by common teams can facilitate
the sharing of technical information.

3) Team attribute similarity also has a significant influence
on clustering. Fig. 11(d) illustrates the attribute similarity
of the clustered DSM, in which teams with high attribute
similarity are brought together in groups. Compared to
Fig. 11(b), almost all teams have strong attribute similarity
with other teams in one group. For instance, team R has
attribute similarity with teams M and N, even though they
have no TS [see Fig. 11(b)]. Usually, teams with a high
attribute similarity will lead to strong communication in-
teraction, so their structural similarity is high as well. This
empirical evidence suggests that high interaction strength
is positively associated with similar expertise across teams
(e.g., teams in group three). However, for some nodes, a
high attribute similarity and structural similarity may not
coincide. For example, in group three, even though teams
E and F have small attribute similarity with teams Q, S,
and T [when α = 0.6 in (23)], they are still clustered in
the same group because of strong TS. When we increase
the weight of attribute similarity (e.g., α = 0.05), teams
E and F are removed from group two and added to group
[E, F, J, P].

Further, we take α = 0.1 and 1 in (23), respectively,
which represent the two extreme cases of the similarity
matrix. When α = 1, which means the largest structural
similarity weight, the optimal number of clusters is three.
When α = 0.1, which means a large attribute similarity
weight, the optimal number of clusters becomes four.
Thus, a large attribute similarity weight will affect the
optimal clustering result.

4) Some teams act as coordinators not only within clusters
but also across clusters. For example, teams D, E, G, and
I not only have strong interaction with teams within their
cluster but also interact with teams in other clusters. Thus,
these teams act as communication bridges across clusters.

D. Sensitivity Analysis

Because team E has strong interaction strengths with other
teams, we select team 5E as an example to analyze sensitivity to
the Q index (see Fig. 12). Three levels of Evol(i, 5) and Sens(i,
5) in cluster two are evaluated, which are 0.9, 0.5, and 0.1. We

Fig. 12. Sensitivity analysis of Q index.

Fig. 13. Results of alternative 1 showing TS.

fix Evol(i, 5) and Sens(i, 5) for i = {F, Q, S, T} at three levels,
respectively, while allowing the values of Evol(5, j) and Sens(5,
j) for j = {F, Q, S, T} to vary at different levels to observe how
Q index changes. Because increasing the value of Evol(i, j) or
Sens(i, j) decreases overlapping, when we increase the value of
Evol(5, j) and Sens(5, j), the interaction strength between team
E and the other teams is decreased. This leads to team E being
removed from the cluster two and added to the cluster one as well
as decreasing Q. Hence, the variable of Evol(i, j) and Sens(i, j)
will lead to changed clustering results.

E. Comparison Tests

Comparing our proposed clustering approach to other existing
methods is also necessary. In Table II, the first alternative is a
conventional DSM metaheuristic algorithm [32] with two stages
of clustering criteria. Because this algorithm yields stochastic
results, we selected the most frequent result (four clusters) from
100 runs as its proposed optimum (see Fig 13). The second
alternative is a DSM spectral clustering algorithm using a cosine
similarity for the undirected network without node attributes
[25], in which two clusters are selected as optimal due to the
large gap between the second and third eigenvalues.

The experimental results shown in Table II indicate that
the clustering result from our proposed method is superior to
these two alternatives. Compared to alternative one, our method
increases Q by 330.8%, S by 178.7%, and the ratios of in-
tra/intercluster DC and BC by 161% and 167%, respectively,
while decreasing the ratio of intra/intercluster AD by 29.9%.
Our approach also results in significant improvements compared
to alternative two due to the selection of an optimal number
of groups and assignments of teams to those groups. These
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TABLE II
EXPERIMENTAL RESULTS

comparisons indicate our proposed method can obtain improved
results in terms of: Q index, the ratio of intra/intercluster DC
and BC (the teams within groups have much stronger social
embeddedness than outside groups, which facilitates the direct
and indirect communication within groups), S index, and ratio
of intra/intercluster AD (the teams within groups have a higher
similarity of expertise than outside groups, which facilitates
knowledge sharing within groups). Hence, our proposed method
can improve clustering results from two perspectives, that of
strong, cohesive groups (when TSs among teams are intense,
which is positively related to PD effectiveness and efficiency
[39]) and that of groups with similar expertise, which can
enhance organizational learning and the accumulation of project
expertise. The optimal organizational structure can reduce
coordination complexity and improve group performance.

VI. CONCLUSION

This article presented an innovative method for solving two
critical issues in PD organizational design: how to quantify the
structural and attribute similarities among PD teams from the
perspective of social networks and how to identify clusters based
on those similarities. We provided a framework that enables
managers to optimize the PD organizational architecture more
effectively. First, we leveraged existing studies on overlapping
activities to predict the interaction strengths among PD teams.
Then, we analyzed the embedded influence of the organizational
network in terms of both TS and SC to expand on structural sim-
ilarity among teams. We proposed social embeddedness-based
centrality indices and ADs of intra and intercluster. To facilitate

knowledge sharing, we build team attribute similarity based on
product- and process-related expertise. This article was the first
research to redesign an actual PD organizational architecture by
incorporating structural and team attribute similarities from the
perspective of SNA. We also integrated the modularity index (Q)
and an improved S index to find the optimal number of clusters,
which we then use with the integrated similarity matrix as inputs
to a spectral clustering algorithm to identify clusters.

Several aspects of the model presented in this article warrant
further examination. First, apart from overlapping activities,
other dependency measurement methods deserve future inves-
tigation for constructing the structural similarity measure, and
the accuracy of input information related to overlapping would
benefit from further analysis. Second, apart from shared exper-
tise, other factors influencing team attribute similarity could be
studied. Third, apart from direct, dyadic interactions, a triadic
(or more complex) structure comprising multiple dyadic rela-
tionships might merit exploration. Fourth, further synthesis and
analysis of org DSM and SNA techniques could be a productive
area of DSM research. We expect that our findings will provide
the appropriate seeds for further, related developments in PD
practice.
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