
International Journal of Computer Applications (0975 – 8887) 

Volume 134 – No.7, January 2016 

9 

Clustering Techniques and the Similarity Measures used 

in Clustering: A Survey 

Jasmine Irani 
Department of Computer 

Engineering 
MIT Pune 

Pune, India 

Nitin Pise 
Department of Computer 

Engineering 
MIT Pune 

Pune, India 

Madhura Phatak 
Department of Computer 

Engineering 
MIT Pune 

Pune, India 

 

 

ABSTRACT 

Clustering is an unsupervised learning technique which aims 

at grouping a set of objects into clusters so that objects in the 

same clusters should be similar as possible, whereas objects in 

one cluster should be as dissimilar as possible from objects in 

other clusters. Cluster analysis aims to group a collection of 

patterns into clusters based on similarity. A typical clustering 

technique uses a similarity function for comparing various 

data items. This paper covers the survey of various clustering 

techniques, the current similarity measures based on distance 

based clustering, explains the limitations associated with the 

existing clustering techniques and propose that the 

combination of the advantages of the existing systems can 

help overcome the limitations of the existing systems.   

General Terms 

Data Mining, Machine Learning, Clustering, Pattern based 

Similarity, Negative Data, et. al. 

Keywords 

pattern based similarity, negative data clustering, similarity 

measures. 

1. INTRODUCTION 

1.1 Clustering 
Clustering using distance functions, called distance based 

clustering, is a very popular technique to cluster the objects 

and has given good results. The clusters are formed in such a 

way that any two data objects within a cluster have a 

minimum distance value and any two data objects across 

different clusters have a maximum distance value 

1.2 Similarity of data 
Similarity is an amount that reflects the strength of 

relationship between two data items, it represents how similar 

2 data patterns are. Clustering is done based on a similarity 

measure to group similar data objects together. This similarity 

measure is most commonly and in most applications based on 

distance functions such as Euclidean distance, Manhattan 

distance, Minkowski distance, Cosine similarity, etc. to group 

objects in clusters. The clusters are formed in such a way that 

any two data objects within a cluster have a minimum 

distance value and any two data objects across different 

clusters have a maximum distance value. Clustering using 

distance functions, called distance based clustering, is a very 

popular technique to cluster the objects and has given good 

results. 

There are however, many limitations associated with distance 

measures based clustering which have been addressed in this 

paper and are aiming to overcome in our research. 

1.3 Categories of Clustering 
Clustering algorithms can be categorized broadly into the 

following categories: 

1. Partitional Clustering 

2. Density based Clustering 

3. Hierarchical clustering 

1.3.1 Partitional Clustering 
Partitional clustering is considered to be the most popular 

category of clustering algorithm.  

Partition clustering algorithm divides the data points into “k“ 

partitions, where each partition represents a cluster. The 

partition is done based on a certain objective function. The 

clusters are formed such that the data objects within a cluster 

are “similar”, and the data objects in different clusters are 

“dissimilar”.  

Partitional clustering methods are useful in applications where 

the number of clusters required are static.  

K-means, PAM (Partition around mediods) and CLARA are a 

few of the partitioning clustering algorithms. 

1.3.2 Density Based Clustering 
Density-based clustering algorithms create arbitrary-shaped 

clusters. In this kind of clustering approach, a cluster is 

considered as a region in which the density of data objects 

exceeds a particular threshold value.  

DBSCAN algorithm is a famous example of Density based 

clustering approach. 

1.3.3 Hierarchical Clustering 
Hierarchical clustering algorithms work to divide or merge a 

particular dataset into a sequence of nested partitions. The 

hierarchy of these nested partitions can be of two types, viz., 

agglomerative, i.e., bottom-up or divisive, i.e., top-down.  

In the agglomerative method, clustering begins with a single 

data object in a single cluster and continues to cluster the 

closest pairs of clusters until all the data objects are grouped 

together in just one cluster.  

Divisive hierarchical clustering, on the other hand, starts with 

all data objects in a single cluster and keeps splitting larger 

clusters into smaller ones until all the data objects are split 

into unit clusters. 

BIRCH, (Balance Iterative Reducing and Clustering using 

Hierarchies), CURE (Cluster Using REpresentatives) are 

examples of Hierarchical clustering approach. 
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2. OVERWIEW OF DISTANCE 

METRICS USED FOR CLUSTERING 
Distance metrics play a very important role in order to 

measure the similarity among the data objects. The main 

requirement of metric calculation in a specific problem is to 

obtain an appropriate distance /similarity function. A metric 

function or distance function is a function that defines a 

distance between elements/objects of a set [34,35]. A set with 

a metric is called metric space[7]. This distance metric plays a 

crucial role in clustering techniques. In this paper, an example 

of the k-means clustering algorithm using Euclidean distance 

metric is given. Normally, the job is to define a function 

Similarity(X,Y), where X and Y are two objects or sets of a 

certain class, and the value of the function represents the 

degree of “similarity” between the two[7]. Fig 1 shows the 

example of a generalized clustering process using distance 

measures.  

 

Fig 1: Example of the generalized clustering process using 

distance measures 

2.1 Similarity Measures 
A similarity measure can be defined as the distance between 

various data points. While, similarity is an amount that 

reflects the strength of relationship between two data items, 

dissimilarity deals with the measurement of divergence 

between two data items[9]. In fact, the performance of many 

algorithms depends upon selecting a good distance function 

over the input data set[9]. 

Here, a brief overview of similarity measure functions 

commonly used for clustering in literature is shown in the 

following subsections: 

2.1.1 Euclidean distance 
Euclidean distance is considered as the standard metric for 

geometrical problems. It is simply the ordinary distance 

between two points. Euclidean distance is extensively used in 

clustering problems, including clustering text. The default 

distance measure used with the K-means algorithm is also the 

Euclidean distance. The Euclidean distance determines the 

root of square differences between the coordinates of a pair of 

objects as shown in equation (1) given below [7].  

𝐷𝑖𝑠𝑡𝑋𝑌  =  𝑚𝑎𝑥𝑘  𝑋𝑖𝑘 − 𝑋𝑗𝑘   

2.1.2 Cosine distance 
Cosine distance measure for clustering determines the cosine 

of the angle between two vectors given by the following 

formula[36]. Here θ gives the angle between two vectors and 

A, B are n-dimensional vectors. 

𝜃 = 𝑎𝑟𝑐𝑐𝑜𝑠
𝐴.𝐵

 𝐴  𝐵 
 

2.1.3 Jaccard distance 
The Jaccard distance measures the similarity of the 

two data items as the intersection divided by the union 

of the data items as shown in equation (3) given below [36]. 

The Jaccard similarity measure was also used for clustering 

ecological species[1]. 

𝐽 𝐴,𝐵 =
 𝐴 ∩ 𝐵 

 𝐴 ∪ 𝐵 
 

2.1.4 Manhattan distance 
Manhattan distance is a distance metric that calculates the 

absolute differences between coordinates of pair of data 

objects as shown in equation (4) given below[7]: 

𝑫𝒊𝒔𝒕𝑿𝒀 =   𝑿𝒊𝒌 − 𝑿𝒋𝒌  

2.1.5 Chebyshev distance 
Chebyshev distance is also called the maximum value 

distance. This distance metric calculates the absolute 

magnitude of the differences between coordinate of a pair of 

data objects as given in equation (5) given below[7]: 

𝐷𝑖𝑠𝑡𝑋𝑌  =  𝑚𝑎𝑥𝑘  𝑋𝑖𝑘 − 𝑋𝑗𝑘   

2.1.6 Minkowski distance 
Minkowski Distance is also known as the generalized 

distance metric. In equation (6) given below[7], note that 

when p=2, the distance becomes the Euclidean distance. 

Chebyshev distance metric is a variant of Minkowski distance 

metric where p=∞ (taking a limit). This distance can be used 

for variables that are both ordinal and quantitative in nature. 

𝐷𝑖𝑠𝑡𝑋𝑌  =    𝑋𝑖𝑘 − 𝑋𝑗𝑘  
1
𝑝

𝑑

𝑘=1
 

𝑝

 

2.1.7 Example Of Using A Distance Metric In 

Clustering 
The K-means clustering algorithm makes use of the Euclidean 

distance as default distance metric to measure the similarities 

between the data objects: 

Algorithm K-means using basic Euclidean distance metric 

Let X = {x1,x2,x3, … ,xn} be the set of data objects and  

Let V= {v1,v2, … ,vc} be the set of centers. 

1. Randomly choose „c‟ cluster centers. 

2. Using the Euclidean distance metric, calculate the 

distance between each data object and cluster 

centers using equation (7) given below[7]: 

𝐷𝑖𝑠𝑡𝑋𝑌  =    𝑋𝑖𝑘 − 𝑋𝑗𝑘  
2𝑚

𝑘=1  

 
3. Assign data object to the cluster center 

whose distance from the cluster center is 

minimum of all the cluster centers. 

4. Calculate new cluster center using equation (8) 

given below[7]: 

(4) 

(5) 

(1) 

(2) 

(3) 

(6) 

(7) 
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𝑣𝑖 =  
1

𝑐𝑖
  𝑥𝑖

𝑐𝑖

1

 

5. The distance between each data object and new 

obtained cluster centers is recalculated. 

6. Stop if no data object was reassigned, else repeat 

steps 3 to 5. 

2.1.8 Limitations Of Distance Metrics In 

Clustering 
Distance metrics are not always good enough when it comes 

to capturing correlations among the data objects. There is a 

high probability of the existence of similar data patterns 

among a set of data objects even if they are far apart from 

each other as measured by the distance metrics[2]. In order to 

find similarity between two data points, distance based 

metrics calculate only the physical distance between two data 

points and hence, are inadequate when it comes to capturing 

the behaviour of the data series. The behaviour of data series 

can be captured by association and disassociation between 

patterns of data points[2]. This can bring out the closeness 

between them.[2,3] 

3. NEED OF CLUSTERING BASED ON 

SIMILARITY OF DATA PATTERNS 
Sample data patterns are shown in Figures 2 and 3. In Figure 

2, bottom two data objects are very close to each other 

distance-wise and all the data objects form a shifting pattern. 

In Figure 3, the data patterns form a scaling relationship.  

Hence, the goal is to group not only data objects that are 

physically close together, but also all such kinds of data 

objects shown below in Fig 2 and Fig 3 having similar 

patterns[2,3]. This is the direction of this research. 

 
Fig 2: Data objects form a Shifting pattern 

 

Fig 3: Data objects form a Scaling pattern 

4. NEED OF AN EFFICIENT 

CLUSTERING TECHNIQUE 
Along with the problem of incorporating distance based 

measures for clustering, many clustering techniques exhibit 

various problems such as having to specify the number of 

clusters at the start of clustering which increases overheads, 

and this decision of number of clusters is static, being 

incapable of handling outliers or noisy data, and many more. 

Hence it is not only important to group data based on similar 

patterns but also data must be clustered in efficient manner 

eliminating above mentioned problems. This is one of the 

directions of this research. 

5. “CONTEXT" OF DATA:[2] 
In text data, terms in a document give meaning or context to a 

document. In other words, they establish context of the 

document. Many researchers tend to define 'context' based on 

the application. Context can also be the relevant terms 

associated with a document[2]. 

This concept of finding the “context" of data can be applied to 

non-textual data as well by using the attributes of the data to 

generate the context[2]. After the data has been clustered 

based on behaviour and not on physical closeness, these 

contexts can be generated. 

Every generated cluster has a context associated with it[2]. 

These contexts can be generated for radar data like Ionosphere 

data from the UCI (University of California Irvine) 

Repository, and medical diagnosis data like Pima Indian 

Diabetes data also from UCI Repository and these contexts 

can be of use in analysis and decision making. This is one of 

the directions of this research. 

6. CLUSTERING NEGATIVE DATA 
Clustering negative data is a challenge. Less research is done 

in this area. Most of the distance functions and pattern 

similarity concepts for clustering are not robust enough to 

handle clustering negative data. They are only equipped to 

work for positive data like Pima Indian Diabetes data. 

The Ionosphere data consists of a series of radar readings 

which have many negative values. This radar readings are 

categorized as good or bad depending upon the structures they 

form in the ionosphere. 

Negative data can be: 

1. Radar data such as Ionosphere 

2. On requirement gathering from doctors, we found 

that Medical Diagnosis applications can work with 

negative and positive weights on a scale that can be 

assigned to observed readings such as Diabetes 

readings 

3. Negative Term-Weighting schemes in text mining 

consist of assigning negative weights to a term that 

is absent instead of assigning value zero to that 

term. 

7. LITERATURE SURVEY OF 

EXISTING CLUSTERING 

TECHNIQUES 
The literature survey in this paper has identified the following 

major points such as the similarity measure being distance 

based measures or data pattern based similarity measures, the 

various inputs to the clustering algorithms such as number of 
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clusters, similarity matrix, the cluster threshold generation 

methods. 

[2] proposes that the behaviour of data series can be captured 

by association and disassociation between patterns of data 

points which can reflect closeness between them which can be 

applied to find association between text documents. This work 

proposes a novel approach of document association based on 

probabilistic approach using context similarity coefficient 

(CSC). CSC has been used to find the context of textual data. 

However, CSC calculation fails to work for clustering 

negative data such as Ionosphere as CSC is not capable of 

handling negative data. CSC calculation needs modification in 

that case if context of Ionosphere data is to be found. 

pCluster[3] captures the similarity of the patterns exhibited by 

a cluster of objects in a subset of dimensions. pCluster uses a 

user defined clustering threshold. 

[5] uses a distance metric for clustering high dimensional data 

based on the hitting time of two Minimal Spanning Trees 

(MST) grown sequentially from a pair of points by Prim's 

algorithm[5]. 

[6] proposed the similarity measurement method between 

words by deploying Jaccard Coefficient which is a distance 

based measure. 

[7] implemented the k-means algorithm using Euclidean, 

Manhattan and Minkowski distance metrics and observed that 

the selection of distance metric plays an important role in 

clustering. 

[21] identifies population structure from genetic data, using a 

similarity matrix to cluster which helps in efficient clustering. 

[23] proposes modeling the entries of a given similarity 

matrix as the inner products of the cluster probabilities that 

are unknown. 

[9] analyses the impact of the different distance similarity 

measures on Shared Nearest Neighbour (SNN) Approach. It is 

observed that Euclidean function works best with SNN 

clustering approach in contrast to Cosine, Jaccard distance 

measures function. 

[32] gives a behavioral topic analysis approach to measure 

similarities between patient traces. A probabilistic graphical 

model, i.e., latent Dirichlet allocation (LDA), is used to help 

discover treatment behaviours of patient traces[32]. 

[10] performs the clustering process in data streams and 

detects the outliers in data streams. Analysis of the clustering 

and outlier performance of BIRCH with CLARANS and 

BIRCH with K¬Means clustering algorithm for detecting 

outliers is done. The results show that BIRCH with 

CLARANS outperforms BIRCH with K-Means. 

[30] Suggests that threshold can initially be set to a high value 

and then reduced till the whole dataset is covered. 

[31] suggests a step-wise sequential threshold generation 

method. 

7.1 Limitations And Findings From 

Existing Systems 
After surveying and studying the existing systems, the 

following limitations and findings have been identified: 

The similarity coefficients used in clustering are mostly 

distance based similarity metrics. Distance metrics are not 

always good enough when it comes to capturing correlations 

among the data objects. There is a high probability of the 

existence of similar data patterns among a set of data objects 

even if they are far apart from each other as measured by the 

distance metrics[2]. 

1. There is a need to decide certain clustering 

parameters such as number of clusters prior to the 

start of clustering, and this decision of number of 

clusters is generally static, i.e., clusters are not 

formed at runtime. 

2. Most clustering techniques have the inherent 

problem of clusters being affected by outliers. 

3. In pattern similarity based clustering, probabilistic 

based approaches are commonly used and 

efficiently capture behaviour of data.[2,32] 

4. In pattern similarity based clustering, the data 

belonging to a particular class label can also have 

different clusters within the same class label. 

5. Context Similarity Coefficient[2], an effective 

probabilistic based data pattern similarity approach 

for clustering fails to work for clustering negative 

data such as Ionosphere and therefore, contexts of 

those clusters cannot be generated. 

8. CHALLENGES 
The major challenge identified is clustering negative data. 

Very less research exists in this area. Most of the distance 

metrics and pattern similarity concepts for clustering are not 

robust enough to handle clustering negative data. They are 

only equipped to work for positive data like Pima Indian 

Diabetes data. 

The Ionosphere data consists of a series of radar readings 

which have many negative values. This radar readings are 

categorized as good or bad depending upon the structures they 

form in the ionosphere. 

9. CONCLUSION 
After a thorough survey of existing systems, we aim to solve 

the above mentioned limitations in our system. This system 

proposes to combine the advantages of the reviewed systems. 

The improvements proposed in our system are as follows: 

1. To work with pattern based similarity clustering 

using an efficient data association method called 

Context Similarity Coefficient because the distance 

based measures are not good enough when it comes 

to capturing the behaviour of data series. 

2. To improve Context Similarity Coefficient based 

clustering by making it work for negative data so 

that radar data- Ionosphere can be clustered and 

3. The context of this clustered Ionosphere data can be 

generated. 

4. To implement Similarity Matrix Input based 

clustering. 

5. To implement an efficient threshold generation 

mechanism that will help exclude outliers from 

clusters. 

6. Combining above 2 points to help eliminate the 

need to decide number of clusters prior to clustering 

and also helps this number to not be static. The 

clusters are formed at runtime. 
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The challenges mainly in this regard are related to negative 

data clustering. 
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