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#### Abstract

We construct examples of compact and one-ended constant mean curvature surfaces with large mean curvature in Riemannian manifolds with axial symmetry by gluing together small spheres positioned end-to-end along a geodesic. Such surfaces cannot exist in Euclidean space, but we show that the gradient of the ambient scalar curvature acts as a 'friction term' which permits the usual analytic gluing construction to be carried out.


Mathematics Subject Classification (2010): 53A10 (primary); 35J93, 35B25 (secondary).

## 1. Introduction

Background. The study of constant mean curvature (CMC) surfaces in $\mathbb{R}^{3}$, or in more general three-dimensional Riemannian manifolds, is a well established field of Riemannian geometry and there is a vast literature concerning the construction and properties of such surfaces. One particular method for constructing CMC surfaces is by analytic gluing techniques. This goes back to the work of Kapouleas [6, 7] and has been further developed by many others, including the first author with Pacard $[1,2]$ and the second author with Pacard and also with Pollack [10,12]. (See [13] and [16] for surveys about the current state of this approach.) The general idea in this approach is to take connected sums of simple surfaces, e.g. the sphere, cylinder or Delaunay surfaces, joined by approximately catenoidal necks, to produce 'approximate CMC' surfaces and then perturbing these by PDE arguments to obtain surfaces with exactly constant mean curvature.

The simplest examples of complete noncompact embedded CMC surfaces in $\mathbb{R}^{3}$ are the Delaunay surfaces; these are the unique rotationally symmetric CMC surfaces and each has a discrete translational symmetry as well. This family interpolates between the cylinder and an infinite string of mutually tangent spheres arranged along an axis; elements of this family are distinguished by a 'necksize' parameter which measures the length of the shortest closed geodesic.
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The structure of more general complete, Alexandrov-embedded CMC surfaces with finite topology in $\mathbb{R}^{3}$ is fairly well understood. Meeks [14] proved that each end of such a surface is cylindrically bounded; Korevaar, Kusner and Solomon [8] subsequently showed that each end converges exponentially to the end of some Delaunay surface. Hence to any such surface we may assign a set of parameters describing the asymptotic Delaunay surface corresponding to each end. There are limitations on the asymptotic parameters which can be achieved by complete CMC surfaces, as well as a moduli space theory which describes the infinitesimal and local variations of these asymptotic parameters as one varies the CMC surface, see [3-5] and [9].

An alternative description of these asymptotic parameters is provided by the flux integral, discovered by Kusner, which is a vector obtained by integrating a locally defined quantity over any closed loop in a surface. When the surface is CMC, this only depends on the homology class of the loop, and in particular, the flux of a simple positively oriented loop around each end determines the direction of the axis and necksize, but not the 'phase' of the translation, of the asymptotic Delaunay model for that end. The homological invariance also shows that the sum of these fluxes over all ends must vanish; this is a global balancing condition for the CMC surface, which is the simplest of the limitations referred to above. For example, an immediate consequence is that there exists no complete Alexandrov-embedded CMC surface in $\mathbb{R}^{3}$ with only one end. However, these fluxes play an even more central role in the gluing theory: one of the key features of the approximate CMC configurations which allows them to be perturbed to be exactly CMC is that the total flux over each gluing region (i.e. the necks in the connected sum) is nearly zero. In fact, as we explain more carefully below, there are other local balancing conditions, and also a certain global 'flexibility', stated in terms of fluxes, which are crucial for the analytic method to be carried out.

Our goal in this paper is to construct new examples of CMC surfaces in more general three-manifolds which exhibit new types of behaviour not possible in Euclidean space. These are once again perturbations of collections of small spheres joined together by even smaller catenoidal necks, all arranged along a curve $\gamma$. As one expects with these gluing constructions, the sizes of the catenoidal necks are quite small compared to the radii of the spheres. However, quite strikingly, these neck-sizes must vary along this chain of spheres. This variation is due to a new contribution in the flux integral from the scalar curvature $S$ of the ambient manifold. Indeed, in this curved setting, the flux over a curve which is homologically trivial need not vanish, but can be expressed in terms of a surface integral involving $\nabla S$. This is completely analogous to the generalized Pohozaev identity discovered by Schoen which arises in his construction of metrics of constant positive scalar curvature [19]. In our setting, this shows that the difference between successive neck sizes in the initial approximate CMC configuration must involve the gradient of the scalar curvature along the axis connecting these two necks. In other words, $\nabla S$ acts as a 'friction' which forces a change in the size of the connections between adjacent spheres along $\gamma$. Our central result states that if this effect is managed correctly, one can find exact CMC surfaces where the string of spheres eventually
'caps off' at one or both ends, and thus we obtain CMC surfaces arranged along an interval or ray.

To explain this all more carefully, and also to set it into final context, we discuss a newer theme in this subject. In Euclidean space, dilation by the scalar $\lambda$ transforms a CMC surface with mean curvature $H$ into one with mean curvature $\lambda^{-1} H$; hence the precise value of the mean curvature is irrelevant (so long as it is nonzero). By contrast, in a curved 3-manifold there is a marked contrast between the study of CMC surfaces with 'small' mean curvatures, which tend to be very rigid objects, and those with very large mean curvature. We focus here on the latter. The general expectation is that a sequence of CMC surfaces with mean curvature tending to infinity should 'condense' onto a curve, or perhaps some slightly more complicated one-dimensional set. For example, if $\Sigma$ is a fixed (complete, Alexandrov-embedded) surface with mean curvature $H \equiv 2$ in $\mathbb{R}^{3}$, and if $\epsilon_{j} \rightarrow 0$, then $\epsilon_{j} \Sigma$ has $H=\epsilon_{j}^{-1}$, and by the structure theory discussed above, this sequence condenses onto a union of half-lines emanating from the origin. This seems to be a general phenomenon: Rosenberg [18] has shown that if $\Sigma$ is a closed CMC surface in an arbitrary compact 3-manifold $M$, with mean curvature $H \gg 0$, then $M \backslash \Sigma$ has two components, and the inradius at any point in one of these components is bounded above by $C / H$. In other words, $\Sigma$ is contained in - and perhaps looks like - a tube around some (presumably 1-dimensional) set $\gamma$. This leads to the following central question:

Question: What are the possible condensation sets $\gamma$ in a 3-manifold $M$ for sequences of CMC surfaces $\Sigma_{j}$ with mean curvatures $H_{j} \nearrow \infty$ ?

This might be regarded as some sort of CMC analogue of the problem, famously studied in depth by Colding and Minicozzi, about the behaviour of sequences of minimal surfaces without area bounds.

One indication about the possible nature of the condensation set is provided by a formal calculation, which shows that if $\Sigma_{j}$ is a sequence of CMC surfaces with $H_{j} \rightarrow \infty$ condensing to a smooth curve $\gamma$, and if we assume that the pointwise norm of the second fundamental form on $\Sigma_{j}$ is everywhere comparable to $H_{j}$, then $\gamma$ is a geodesic. This and the previous example of dilated surfaces in $\mathbb{R}^{3}$ leads to the conjecture that the condensation set must be a network of geodesic arcs and rays. In fact, one might even conjecture that each edge of this geodesic network inherits a 'weight' encoding the Delaunay parameters of the CMC tubular piece converging to that edge.

As a preliminary step toward understanding this condensation phenomenon, the second author and Pacard [11] proved that if $\gamma$ is any closed geodesic in $M$ which is non-degenerate (in the sense that its Jacobi operator is invertible), then geodesic tubes of sufficiently small radius about $\gamma$, at least for most radii, can be perturbed to CMC surfaces with large $H$.

The present paper contains one further step toward understanding this condensation phenomenon by showing that at least for certain very special ambient geometries, there exist sequences of CMC surfaces which condense to a geodesic
ray or a finite geodesic interval. However, one of the central points of our construction also points in a different direction and indicates that the geodesic nature of the limiting set $\gamma$ is not really the crucial feature, but rather, that the gradient of the ambient scalar curvature plays an equally important role in the geometry of this condensation set.

We have already noted that the scalar curvature $S$ contributes to the flux integral. However, this function has appeared elsewhere in this theory too. Indeed, the first result about CMC surfaces with large $H$, by Ye [20] in the early 1990's, states that if $p$ is a non-degenerate critical point of the scalar curvature function $S$ (in a manifold $M$ of any dimension), then the geodesic spheres $B_{p}(r)$ with small radius may be perturbed to CMC surfaces $H \sim 1 / r$. He also showed a partial converse: a sequence of CMC spheres with bounded eccentricity and with $H \rightarrow \infty$ converge to a point $p$ where $\nabla S(p)=0$. By contrast, the scalar curvature of $M$ plays no role in the location of the geodesic which is the condensation set in [11]. In light of the construction here, this is almost surely because the CMC surfaces constructed there are nearly cylindrical.

The balancing formula. We finally provide come to a more quantitative description of our results. Let $\Sigma$ be a surface with constant mean curvature $H$ in $\left(M^{3}, g\right)$. Suppose that $\mathcal{U}$ is an open set in $\Sigma$, and let $\mathcal{W}$ be another open set in $M$ with piecewise smooth boundary such that $\partial \mathcal{W} \cap \Sigma=\overline{\mathcal{U}}$. (The other portion of $\partial \mathcal{W}$ is denoted $Q$.) If $X$ is a Killing field on $M$, then the first variation formula for the area of $\mathcal{U}$ with the volume of $\mathcal{W}$ fixed relative to the one-parameter family of diffeomorphisms for $X$ gives that

$$
\begin{equation*}
\int_{\partial \mathcal{U}} g(v, X)-H \int_{Q} g(N, X)=0 \tag{1.1}
\end{equation*}
$$

here $v$ is the unit normal vector field of $\partial \mathcal{U}$ in $\Sigma$ and $N$ is the unit normal vector field of $Q$ in $M$. More generally, the flux itself is defined as

$$
\begin{equation*}
\int_{\gamma} g(v, V)-H \int_{Q} g(N, V) \tag{1.2}
\end{equation*}
$$

where $\gamma$ is a curve in $\Sigma, Q$ is any surface in $M$ with $\partial Q=\gamma$, and $V$ is any vector field on $M$. This integral is always independent of the choice of $Q$, and if $\Sigma$ has CMC and $V$ is a Killing vector field, then (1.1) states that the flux depends only on the homology class of $\gamma$ in $\Sigma$. These formulæ first appeared in [8] (for surfaces in $\mathbb{R}^{3}$ ).

Let us explain how these flux integrals help to determine when an approximately CMC surface can be perturbed to be exactly CMC. Suppose first that $M=$ $\mathbb{R}^{3}$ and let $\Sigma$ consist of a collection of spheres of radius $r$ (hence mean curvature $n / r)$ connected to each other by small catenoidal necks. Let $\mathcal{U}$ be one of these spheres with small spherical caps removed where the necks are attached, $Q$ the union of disks capping these boundaries and $\mathcal{W}$ the slightly truncated ball enclosed
by $\mathcal{U} \cup Q$. Then (1.1) becomes

$$
\begin{equation*}
\int_{\partial \mathcal{U}} g(\nu, V)-\frac{2}{r} \int_{Q} g(N, V)=\sum_{\text {all necks }} r \varepsilon_{i} V_{i}+\mathcal{O}\left(r \varepsilon^{2}\right) \tag{1.3}
\end{equation*}
$$

where $V_{i}$ is the unit vector pointing from the center of sphere in question to the $i^{\text {th }}$ neck, $r \varepsilon_{i}$ is the width of this neck and $\varepsilon:=\max _{i}\left\{\varepsilon_{i}\right\}$. If $\Sigma$ were exactly CMC, the left hand side would necessarily vanish. If $\Sigma$ is not exactly CMC, then to find a nearby CMC surface, the leading term on the right in (1.3) must vanish for each spherical region $\mathcal{U}$ in $\Sigma$. If this condition is satisfied, the approximate CMC surface $\Sigma$ is called balanced. Note that there is no balanced approximately CMC surface where some sphere has only one spherical neighbour.

Now let $\Sigma$ be an approximately surface formed by attaching together some large collection of geodesic spheres of very small radius $r$ in a more general $\left(M^{3}, g\right)$. Although there are usually no ambient Killing fields, we can still use the approximate Killing fields corresponding to translations and rotations in Riemann normal coordinates based at the center of any one of these spheres. Formula (1.1) now becomes

$$
\begin{equation*}
\int_{\partial \mathcal{U}} g(v, V)-H \int_{Q} g(N, V)=\sum_{\text {all necks }} r \varepsilon_{i} V_{i}-C r^{4} \nabla S(p)+\mathcal{O}\left(r \varepsilon^{2}\right)+\mathcal{O}\left(r^{6}\right) \tag{1.4}
\end{equation*}
$$

where $\nabla S$ is the gradient of the scalar curvature of $M$ and $C$ is an explicit dimensional constant. Note that when applied to a sphere with no neighbours, i.e. all $\varepsilon_{i}=0$, this gives a condition which appears in Ye's work that the right hand side of (1.4) must vanish like $r^{6}$.

The main point in this paper is to exploit the contribution of $\nabla S$ in (1.4). Spheres of radius $r$ are joined by necks of width $r \varepsilon$, where by this same formula it is natural to assume that $\varepsilon=\mathcal{O}\left(r^{3}\right)$; these configurations are arranged in such a way that the leading term on the right in (1.4) vanishes. The perturbation argument used to produce a nearby CMC surface is not so different from the ones appearing elsewhere in the literature, so the novelty here is the new method of constructing balanced approximate CMC configurations.

Description of the surfaces. Our goal here is a 'demonstration of concept' rather than the most general possible construction based on the considerations above. We shall produce two specific types of condensing sequences of CMC surfaces which exhibit markedly different properties than those which had been observed previously. As will be evident, the technicalities are formidable, so in order to minimize these and illuminate the main ideas, we shall focus on some very special examples inside three-manifolds $M$ of a very special type. This provides a very good illustration about what should happen in more general situations, although we do not make any claims about what actually happens in these more general situations here. More specifically, we assume that $(M, g)$ contains a geodesic (ray or interval) $\gamma$, in some neighbourhood of which the metric has an axial symmetry. In other words,
suppose that $\gamma$ is parametrized by arc length $t$ and that in some neighbourhood of $\gamma$, in Fermi coordinates the metric is given by

$$
\begin{equation*}
g=d t^{2}+A(t) \delta \tag{1.5}
\end{equation*}
$$

here $\delta$ is the Euclidean metric on $D$ and $A(t)$ is a smooth, strictly positive function of the arclength $t$ along $\gamma$. The initial configurations here are a union of geodesic spheres arranged along $\gamma$ and connected by small catenoidal necks. Semi-infinite configurations are obtained by attaching to these one half of a Delaunay surface with small neck size. In either case, each component has at most two neighbours.

The scalar curvature of $g$ is $S:=A^{-2}\left(-2 A \ddot{A}+\frac{1}{2} \dot{A}^{2}\right)$. We shall place different conditions on the warping function $A$ depending on whether we are trying to obtain finite-length or one-ended CMC surfaces.

1. To construct surfaces condensing to a geodesic interval, assume that $A$ is an even function of $t$, and that $t=0$ is a non-degenerate local maximum of $S$.
2. To construct one-ended surfaces condensing to a geodesic ray, assume that when $t>0$, the scalar curvature is negative, monotonically increasing, and satisfies $|S(t)| \leq C \mathrm{e}^{-\alpha t}$ for some $\alpha>0$. (An example is $A(t):=1+\mathrm{e}^{-t}$.)

Note that in either case, $\nabla S$ points along $\gamma$.
As already noted, these assumptions significantly reduce the complexity of the perturbation argument. The great defect in considering only this special case is that $\gamma$ is not only a geodesic for $g$ but also an integral curve for $\nabla S$. It is unclear which of these features is the crucial one, and in fact we expect that in more general ambient geometries, the condensation curves will have some sort of mixed characterization, i.e. be determined by a differential equation which is some perturbation of the geodesic equation by a term involving $\nabla S$.

Our main result can now be expressed as follows.
Theorem. Let $M^{3}$ be a Riemannian manifold with the special features described above.

- Let $I=\gamma([-L, L])$ where $\gamma$ is the central geodesic and $L<\infty$. Then there exists an $r_{0}>0$ so that for every $0<r<r_{0}$, there is a CMC surface $\Sigma_{r}^{F}$ which is a small perturbation of a surface constructed by gluing together length $(I) / r$ spheres of radius $r$ with centers lying on $\gamma$.
- Let $I=\gamma([0, \infty))$. Then there exists an $r_{0}>0$ so that for every $0<r<r_{0}$, there is a CMC surface $\Sigma_{r}^{O E}$ which is a small perturbation of a surface constructed by gluing together a number $O(1 / r)$ spheres of radius $r$ with centers lying on $\gamma$, together with an end of a Delaunay surface whose axis lies along $\gamma$.

The rescalings of $\Sigma_{r}^{F}$ and $\Sigma_{r}^{O E}$ by the factor $1 / r$ converge as $r \rightarrow 0$ to an infinite or semi-infinite string of spheres of radius 1 with centers arranged along a segment or ray in $\mathbb{R}^{3}$. More details about this convergence will be stated in the course of the proof.

As we have explained, the proof follows the strategy of previous gluing theorems for CMC surfaces. After constructing the initial balanced approximately CMC surface $\tilde{\Sigma}$ (by gluing together small geodesic spheres and catenoidal necks) we seek to perturb this approximate solution into an exact solution using small normal deformations parametrized by functions on $\tilde{\Sigma}$. This transforms the problem into a nonlinear elliptic PDE on $\tilde{\Sigma}$. However, $\tilde{\Sigma}$ is close to CMC only when all parameters (spherical radii and necksizes) are very small, so we face the difficulty that we must solve this PDE only near this degenerate limit. There are now three steps. First we must invert the linearized mean curvature operator (i.e. the Jacobi operator) $\mathcal{L}$ with suitable bounds on the inverse. One now-standard way to do this, used already by Kapouleas [6,7], is by semi-localization. To solve $\mathcal{L} u=f$, first solve this problem on each building block and then combine these solutions appropriately (with a perturbation argument) to construct a solution on all of $\tilde{\Sigma}$. Kapouleas does this using the Dirichlet problem on each building block, considered as surfaces with boundary, e.g. the spheres with small disks excised. We use the slightly different (but equivalent) approach of studying the Jacobi operators on the limits of the building blocks, where the parameters have tended to zero. In either approach, the main technical difficulty is the existence of small eigenvalues for the Jacobi operators on each building block, and we must identify these eigenspaces, at least approximately, so as to be able to work orthogonally to them. The second step of the construction is to use the (generalized) inverse of the Jacobi operator in a fixedpoint argument to solve the non-linear PDE on the orthogonal complement of the approximate nullspace of the linearized PDE. Here this approximate nullspace is finite dimensional. This yields a solution whose mean curvature is constant modulo a term in this approximate nullspace. The final step shows that by repositioning the various building blocks relative to one other, one can kill the remaining approximate nullspace term. The balancing formula (1.1) plays an essential role here. The quantitative estimates throughout all steps of the proof involve keeping careful track of dependence on the neck sizes and radii, and this necessitates the introduction of various weighted function spaces. These steps constitute the approximate plan for the layout of this paper.

As a final remark, and to address a comment of the referee, let us note that since our strong symmetry assumptions reduce this problem to an ordinary differential equation, it may be possible (as the referee suggests) to use an ODE shooting method to prove our main results. Even this approach would be very subtle though since one wishes to find highly oscillatory solutions with a large prescribed number of slightly positive minima. There are indeed results of this type in dynamical systems. We do not follow this line of argument, both because it would not properly illuminate the role of how $\nabla S$ enters the balancing conditions, but also because it sheds no light on the more general non-symmetric situation.

Acknowledgements. The authors wish to thank Frank Pacard for interesting discussions and encouragement during the course of this work. They also thank the referee for carefully reading this paper and for many constructive suggestions on how to improve the exposition.

## 2. Preliminary geometric calculations

The approximate solutions constructed in Section 3 are assembled from small geodesic spheres centered on points of the geodesic $\gamma$ in $M$ connected to one another by small catenoidal necks. It is most convenient to use geodesic normal coordinates centered at points of $\gamma$. Since the ambient metric $g$ is a second order perturbation of the Euclidean metric in these coordinates, the first step in every estimate is to perform the computations for a Euclidean metric; the second step is to incorporate the perturbations coming from the metric into the estimates. In this section we derive various expansions of the mean curvature and other geometric quantities that will be used routinely in what follows.

### 2.1. Geometry of surfaces in a geodesic normal coordinate chart

If $p$ is any point in a Riemannian manifold $(M, g)$, then in terms of geodesic normal coordinates centered at $p$,

$$
g:=\stackrel{\circ}{g}+P:=\left(\delta_{i j}+P_{i j}(x)\right) \mathrm{d} x^{i} \otimes \mathrm{~d} x^{j}
$$

where $\stackrel{\circ}{g}$ is the Euclidean metric and $P$ is the perturbation term. It is well known that

$$
\begin{equation*}
P_{i j}(x)=\frac{1}{3} \sum_{l, m} R_{i l j m}(0) x^{l} x^{m}+\frac{1}{6} \sum_{l, m, n} R_{i l j m ; n}(0) x^{l} x^{m} x^{n}+\mathcal{O}\left(\|x\|^{4}\right) \tag{2.1}
\end{equation*}
$$

where $R_{i j k l}:=\operatorname{Rm}\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial x^{k}}, \frac{\partial}{\partial x^{l}}\right)$ and $R_{i j k l ; m}:=\bar{\nabla}_{\frac{\partial}{\partial x^{m}}}, \operatorname{Rm}\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}, \frac{\partial}{\partial x^{k}}, \frac{\partial}{\partial x^{l}}\right)$ are components of the ambient Riemann curvature tensor and its covariant derivative. (The ambient covariant derivative with respect to $g$ is here denoted $\bar{\nabla}$. Let us also denote the ambient covariant derivative with respect to the Euclidean metric of the coordinate chart by D.)

Suppose that $\Sigma$ is a surface in a geodesic normal coordinate chart of $M$. The following results provide expansions for various geometric quantities of $\Sigma$ in terms of $P$. Here and in the rest of the paper, let $h, \Gamma, \nabla, \Delta, N, B, H$ be the induced metric, Christoffel symbols, covariant derivative, Laplacian, unit normal vector, second fundamental form, and mean curvature of $\Sigma$ with respect to the metric $g$, and let $\stackrel{\circ}{h}, \stackrel{\circ}{\Gamma}, \stackrel{\circ}{\nabla}, \stackrel{\circ}{\Delta}, \stackrel{\circ}{N}, \stackrel{\circ}{B}, \stackrel{\circ}{H}$ be these same objects with respect to the Euclidean metric in the coordinate chart. Let $\left\{E_{1}, E_{2}\right\}$ be a local coordinate frame for $T \Sigma$ near $x \in \Sigma$. Define the linear operator $\Upsilon$ by $\Upsilon(X, Y, Z):=\frac{1}{2}(X \otimes Y \otimes Z+Y \otimes$ $X \otimes Z-Z \otimes X \otimes Y$ ) and introduce the notation $X_{A}:=E_{j}$ when $A=j$ and $X_{A}=\stackrel{\circ}{N}$ when $A=0$. Now define

$$
\begin{align*}
\mathcal{P}_{A B} & :=P\left(X_{A}, X_{B}\right) \\
\mathcal{P}_{A B C} & :=\mathrm{D} P \circ \Upsilon\left(X_{A}, X_{B}, X_{C}\right) \tag{2.2}
\end{align*}
$$

Straightforward geometric calculations then yield the following results.

Lemma 2.1. The induced metric of $\Sigma$ and the associated Christoffel symbols are given by

$$
h_{i j}=\circ_{i j}+\mathcal{P}_{i j} \quad \text { and } \quad \Gamma_{i j k}=\stackrel{\circ}{\Gamma}_{i j k}+\mathcal{P}_{i j k}+\mathcal{P}_{0 k} \circ_{i j} .
$$

The normal vector of $\Sigma$ satisfies

$$
N=\frac{\stackrel{\circ}{N}-h^{i j} \mathcal{P}_{0 j} E_{i}}{\left(1+\mathcal{P}_{00}-\stackrel{\circ}{h}^{i j} \mathcal{P}_{0 i} \mathcal{P}_{0 j}\right)^{1 / 2}} .
$$

The second fundamental form of $\Sigma$ satisfies

$$
B_{i j}=\left(1+\mathcal{P}_{00}-\stackrel{\circ}{h}^{i j} \mathcal{P}_{0 i} \mathcal{P}_{0 j}\right)^{1 / 2} \stackrel{\circ}{B}_{i j}+\frac{\mathcal{P}_{i j 0}-\stackrel{\circ}{h}^{k l} \mathcal{P}_{0 k} \mathcal{P}_{i j l}}{\left(1+\mathcal{P}_{00}-\grave{h}^{i j} \mathcal{P}_{0 i} \mathcal{P}_{0 j}\right)^{1 / 2}}
$$

We will need to make many more comparisons between geometric objects defined on a surface $\Sigma$ computed with respect to the Euclidean metric and those same objects computed with respect to the metric $g=\delta+P$. We prove here the most important ones. Let $Y:=\sum_{i} x^{i} \frac{\partial}{\partial x^{i}}$ be the position vector field in the coordinate chart; we will also use $Y$ to denote this vector field restricted to $\Sigma$. In the estimates that follow, let $[h]_{\alpha}:=\sup _{x_{1}, x_{2}}\left|h\left(x_{1}\right)-h\left(x_{2}\right)\right| / \operatorname{dist}\left(x_{1}-x_{2}\right)^{\alpha}$ denote the Hölder seminorm of a function $h$ in the coordinate chart. We will also make the assumption that $\|Y\|\|B \cap+\| Y \|^{1+\alpha}[\check{B}]_{\alpha} \leq C$ where $C$ is some constant depending only on the curvature tensor of $M$ in the coordinate chart. This will be justified later on.

Lemma 2.2. If the second fundamental form of $\Sigma$ satisfies $\|Y\|\left\|B{ }^{\circ}\right\|+\|Y\|^{1+\alpha}[\stackrel{B}{B}]_{\alpha} \leq$ $C$ then the operators $\mathcal{L}:=\Delta+\|B\|^{2}$ and $\mathcal{L}:=\AA+\|ْ\|^{2}$ satisfy

$$
\begin{align*}
& |\mathcal{L}(u)-\dot{\mathcal{L}}(u)|+\|Y\|^{\alpha}[\mathcal{L}(u)-\dot{\mathcal{L}}(u)]_{\alpha} \\
& \quad \leq C\left(|u|+\|Y\|\|\stackrel{\circ}{\nabla} u\|+\|Y\|^{2}\left\|\dot{\nabla}^{2} u\right\|+\|Y\|^{2+\alpha}\left[\dot{\nabla}^{2} u\right]_{\alpha}\right) \tag{2.3}
\end{align*}
$$

where $C$ is a constant depending only on the geometry of $M$ in the coordinate chart.
Proof. We use the expressions for $h, \Gamma, B$ in terms of $\stackrel{\circ}{h}, \stackrel{\circ}{\Gamma}, \stackrel{\circ}{B}$ from Lemma 2.1. Without loss of generality, we can assume that the coordinates satisfy $\stackrel{\circ}{\Gamma}=0$. Thus we have

$$
\begin{aligned}
|\Delta u-\stackrel{\circ}{\Delta} u| & \leq\left|h^{i j}-\grave{h}^{i j} \| u_{, i j}\right|+\left|h^{s t} \Gamma_{i j t}\right|\left|u_{, s}\right| \\
& \leq C\left(\|Y\|^{2}\left\|\stackrel{\circ}{\nabla}^{2} u\right\|+\|Y\|(1+\|Y\|\|\stackrel{\circ}{B}\|)\|\stackrel{\circ}{\nabla} u\|\right)
\end{aligned}
$$

since $h^{i j}-\stackrel{\circ}{h}^{i j}=\mathcal{A}_{2}(Y)$ and $\Gamma_{i j t}=\left[\mathcal{A}_{1}(Y)\right]_{i j t}+\left[\mathcal{A}_{2}(Y)\right]_{t} \stackrel{\circ}{B}_{i j}$ where $\mathcal{A}_{k}(z)$ is a degree- $k$ analytic function. Next, re-using the above results together with the fact
that the derivative $\mathcal{A}_{k}^{\prime}(z)=\mathcal{A}_{k-1}(z)$ and that $[Y]_{\alpha} \leq\|Y\|^{1-\alpha}$ we obtain

$$
\begin{aligned}
& {[\Delta u-\stackrel{\circ}{\Delta} u]_{\alpha}} \\
& \leq\left[h^{i j}-\stackrel{\circ}{h}^{i j}\right]_{\alpha}\left|u_{, i j}\right|+\left[h^{s t} \Gamma_{i j t}\right]_{\alpha}\left|u_{, s}\right|+\left|h^{i j}-\stackrel{\circ}{h}^{i j}\right|\left[u_{, i j}\right]_{\alpha}+\left|h^{s t} \Gamma_{i j t}\right|\left[u_{, s}\right]_{\alpha} \\
& \leq\left|\mathcal{A}_{2}^{\prime}(Y)\right|[Y]_{\alpha}\left\|\stackrel{\circ}{\nabla}^{2} u\right\| \\
& \quad+\left(\left|\mathcal{A}_{1}^{\prime}(Y)\right|[Y]_{\alpha}+\left|\mathcal{A}_{2}^{\prime}(Y)\right|[Y]_{\alpha}\|\stackrel{\circ}{B}\|+\left|\mathcal{A}_{2}(Y)\right|[\stackrel{\circ}{B}]_{\alpha}\right)\|\stackrel{\circ}{\nabla} u\| \\
& \quad+\|Y\|^{2}\left[\stackrel{\circ}{\nabla}^{2} u\right]_{\alpha}+\|Y\|[\stackrel{\circ}{\nabla} u]_{\alpha} \\
& \leq\|Y\|^{2-\alpha}\left\|\stackrel{\circ}{\nabla}^{2} u\right\|+\left(1+\|Y\|\|\stackrel{\circ}{B}\|+\|Y\|^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha}\right)\|Y\|^{1-\alpha}\|\stackrel{\circ}{\nabla} u\| \\
& \quad+\|Y\|^{2}\left[\stackrel{\circ}{\nabla}^{2} u\right]_{\alpha}+\|Y\|[\stackrel{\circ}{\nabla} u]_{\alpha} .
\end{aligned}
$$

Finally, we use the form $B=\left(1+\mathcal{A}_{2}(Y)\right) \stackrel{\circ}{B}+\mathcal{A}_{1}(Y)$ to derive

$$
\begin{aligned}
\left|\|B\|^{2} u-\|\stackrel{\circ}{B}\|^{2} u\right| & \leq C \max \left\{\|B\|,\left\|\circ \circ_{B}\right\|\right\} \cdot\|B-\stackrel{\circ}{B}\| \cdot|u| \\
& \leq C\|\stackrel{\circ}{B}\|\left(\left\|\mathcal{A}_{2}(Y)\right\|\|\stackrel{\circ}{B}\|+\left\|\mathcal{A}_{1}(Y)\right\|\right)|u| \\
& \leq C\|Y\|\|\stackrel{\circ}{B}\||u|
\end{aligned}
$$

and

$$
\begin{aligned}
& {\left[\|B\|^{2} u-\|\stackrel{\circ}{B}\|^{2} u\right]_{\alpha}} \\
& \leq\left[\|B\|^{2}-\|\stackrel{\circ}{B}\|^{2}\right]_{\alpha}|u|+\left|\|B\|^{2}-\|\stackrel{\circ}{B}\|^{2}\right|[u]_{\alpha} \\
& \leq C\left(\max \left\{[B]_{\alpha},[\stackrel{\circ}{B}]_{\alpha}\right\} \cdot\|B-\stackrel{\circ}{B}\|+\max \{\|B\|,\|\stackrel{\circ}{B}\|\} \cdot[B-\stackrel{\circ}{B}]_{\alpha}\right)|u| \\
& \quad+C\|Y\|\|\stackrel{\circ}{B}\|[u]_{\alpha} \\
& \leq C\left(\|Y\|(1+\|Y\|\|\stackrel{\circ}{B}\|)[\stackrel{\circ}{B}]_{\alpha}+C\|\stackrel{\circ}{B}\|\|Y\|^{1-\alpha}\left(1+\|Y\|\|\stackrel{\circ}{B}\|+\|Y\|^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha}\right)\right. \\
& \left.\quad \quad+\|Y\|\|\stackrel{\circ}{B}\|[u]_{\alpha}\right) .
\end{aligned}
$$

The desired estimates follow by combining all the above results.
Lemma 2.3. If the second fundamental form of $\Sigma$ satisfies $\|Y\|\left\|B{ }^{\circ}\right\|+\|Y\|^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha} \leq$ $C$ then the mean curvature of $\Sigma$ satisfies

$$
\left|H-\stackrel{\circ}{H}-\mathcal{H}^{(00)}(Y, \stackrel{\circ}{B})\right|+\|Y\|^{\alpha}\left[H-\stackrel{\circ}{H}-\mathcal{H}^{(00)}(Y, \stackrel{\circ}{B})\right]_{\alpha} \leq C\|Y\|^{3}
$$

where

$$
\begin{align*}
& \mathcal{H}^{(00)}(Y, \stackrel{\circ}{B}):= \frac{1}{6} \\
&\left(\operatorname{Rm}(\stackrel{\circ}{N}, Y, \stackrel{\circ}{N}, Y)+\frac{1}{2} \bar{\nabla}_{Y} \operatorname{Rm}(\stackrel{\circ}{N}, Y, \stackrel{\circ}{N}, Y)\right) \stackrel{\circ}{H}  \tag{2.4}\\
&-\frac{1}{3}\left(\operatorname{Rm}\left(E_{i}, Y, E_{j}, Y\right)+\frac{1}{2} \bar{\nabla}_{Y} \operatorname{Rm}\left(E_{i}, Y, E_{j}, Y\right)\right) \dot{B}^{i j} \\
&-\frac{2}{3} \operatorname{Ric}(Y, \stackrel{\circ}{N})-\frac{1}{2} \bar{\nabla}_{Y} \operatorname{Ric}(Y, \stackrel{\circ}{N})+\frac{1}{12} \bar{\nabla}_{\dot{N}} \operatorname{Ric}(Y, Y) \\
&-\frac{1}{6} \bar{\nabla}_{\dot{N}} \operatorname{Rm}(\stackrel{\circ}{N}, Y, \stackrel{\circ}{N}, Y)
\end{align*}
$$

and $\mathrm{Rm}_{p}$ and $\mathrm{Ric}_{p}$ are the Riemann curvature tensor and Ricci tensor $M$ of the ambient manifold at the centre of the coordinate chart and $C$ is a constant depending only on the geometry of $M$ in the coordinate chart.

Proof. The starting point is once again Lemma 2.1 from which we deduce that the induced metric of $\Sigma$ satisfies $h^{i j}=\grave{h}^{i j}-\grave{h}^{i s} \stackrel{\circ}{j t}^{j t} \mathcal{P}_{s t}+\mathcal{A}_{4}(Y)$ where we use the same notation for $\mathcal{A}_{k}$ as in the previous lemma. Next, we can expand

$$
B_{i j}=\left(1+\frac{1}{2} \mathcal{P}_{00}\right) \stackrel{\circ}{B}_{i j}+\mathcal{P}_{i j 0}+\mathcal{A}_{3}(Y)+\mathcal{A}_{4}(Y) \cdot \stackrel{\circ}{B}_{i j}
$$

Taking the trace of $B_{i j}$ with $h^{i j}$ now yields an expansion for the mean curvature as

$$
H=\left(1+\frac{1}{2} \mathcal{P}_{00}\right) \stackrel{\circ}{H}+\stackrel{\circ}{h}^{i s} \stackrel{\circ}{h t} \mathcal{P}_{s t} \stackrel{\circ}{B}_{i j}+\stackrel{\circ}{h}^{i j} \mathcal{P}_{i j 0}+\mathcal{A}_{3}(Y)+\left[\mathcal{A}_{4}(Y)\right]^{i j} \stackrel{\circ}{B}_{i j}
$$

Finally, explicitly expanding the $\mathcal{P}$-quantities in terms of the curvature tensor at the centre of the coordinate chart and estimating the remainder in the same way as before establishes the lemma.

### 2.2. Mean curvature calculations in euclidean space

Let $\Sigma$ be a surface in Euclidean space. Choose a function $f: \Sigma \rightarrow \mathbb{R}$ and define $\stackrel{\circ}{\mu}_{f}: \Sigma \rightarrow \mathbb{R}^{3}$ as the normal deformation of $\Sigma$ generated by $f$. It is well known that the mean curvature operator $f \mapsto \stackrel{\circ}{H}\left[\dot{\mu}_{f}(\Sigma)\right]$ with respect to the Euclidean metric decomposes as

$$
\begin{equation*}
\stackrel{\circ}{H}\left[\grave{\mu}_{f}(\Sigma)\right]=\stackrel{\circ}{H}+\dot{\mathcal{L}}(f)+\mathscr{\mathcal { Q }}(f) \tag{2.5}
\end{equation*}
$$

where $\stackrel{\mathcal{L}}{ }(f):=\stackrel{\circ}{\Delta} f+\|\check{B}\|^{2} f$ is the linearized mean curvature operator with respect to the Euclidean metric and $\mathcal{Q}(f)$ is the quadratic and higher-order remainder term. We now remind the reader of the expansion for $\mathcal{Q}(f)$ in terms of $f$. Although this result is fairly standard, it is important for our purposes to track the dependence of the various terms in the expansion on $\|\check{B}\|$.

To begin, let $E_{1}, E_{2}$ be a geodesic normal coordinate frame for $T \Sigma$. Use a comma to denote ordinary differentiation in the coordinate directions. Now introduce the quantities

$$
\begin{align*}
\beta_{s t} & :=\stackrel{\circ}{h}_{s t}-f \stackrel{\circ}{B}_{s t} \\
\beta^{s t} & :=[\text { Inverse of } \beta]^{s t}  \tag{2.6a}\\
D & :=\left(1+\beta^{i k} \beta^{j l} f_{, k} f_{, l} \stackrel{\circ}{h}_{i j}\right)^{1 / 2}
\end{align*}
$$

After some work, one finds that the tangent vector fields $\left[E_{f}\right]_{i}$ for $i=1,2$, the components of the Euclidean induced metric $\check{h}_{f}$ and its inverse, and the Euclidean
unit normal vector $\stackrel{\circ}{N}_{f}$ of $\dot{\circ}_{f}(\Sigma)$ are

$$
\begin{align*}
{\left[E_{f}\right]_{i} } & :=\circ^{j k} \beta_{i j} E_{k}+f_{, i} \stackrel{\circ}{N} \\
{\left[\stackrel{\circ}{h}_{f}\right]_{i j} } & :=\beta_{i k} \beta_{j l} \stackrel{\circ}{h}^{k l}+f_{, i} f_{, j} \\
{\left[\stackrel{\circ}{h}_{f}^{-1}\right]^{i j} } & :=\beta^{i m} \beta^{j n}\left(\stackrel{\circ}{h}_{m n}-\frac{\beta^{k p} \beta^{l q} f_{, k} f_{,,} \stackrel{\circ}{m p}^{\circ_{h}}}{D^{2}}\right)  \tag{2.6b}\\
\stackrel{\circ}{N}_{f} & :=\frac{1}{D}\left(\stackrel{\circ}{N}-\beta^{i j} f_{, i} E_{j}\right)
\end{align*}
$$

Further computations show that the second fundamental form $\stackrel{\circ}{B}_{f}:=\stackrel{\circ}{B}\left[\circ_{f}(\Sigma)\right]$ can be expressed as

$$
\begin{equation*}
D \times\left[\stackrel{\circ}{B}_{f}\right]_{i j}=\stackrel{\circ}{B}_{i j}+f_{; i j}-f \stackrel{\circ}{B}_{i}^{k} \stackrel{\circ}{B}_{k j}+\beta^{k l} f_{, l}\left(f_{, i} \stackrel{\circ}{B}_{j k}+f_{, j} \stackrel{\circ}{B}_{i k}+f \stackrel{\circ}{B}_{j k ; i}\right) \tag{2.7}
\end{equation*}
$$

where a semicolon denotes the covariant derivative of $\Sigma$ with respect to $\stackrel{\circ}{h}_{s t}$. We expand the inverse of the induced metric as

$$
\stackrel{\circ}{h}_{f}^{i j}:=\stackrel{\circ}{h}^{i j}+2 f \stackrel{\circ}{B}^{i j}-\frac{1}{D^{2}} \beta^{i m} \beta^{j n} \beta^{k p} \beta^{l q} f_{, k} f_{, l} \stackrel{\circ}{h}_{m p} \stackrel{\circ}{h}_{n q}+\eta^{i m} \eta^{j n} \stackrel{\circ}{h}_{m n}
$$

where the remainder term $\eta^{i j}$ are the components of a tensor defined by $\eta^{i j}:=$ $\beta^{i j}-\grave{h}^{i j}-f \stackrel{\circ}{B}^{i j}$ which satisfies $\|\eta\|=\mathcal{O}\left(|f|^{2}\|\stackrel{\circ}{B}\|^{2}\right)$. Now taking the trace of (2.7) with respect to $\grave{h}_{f}^{i j}$ yields the mean curvature $\stackrel{\circ}{H}_{f}:=\stackrel{\circ}{H}\left(\dot{\mu}_{f}(\Sigma)\right.$ which satisfies

$$
\begin{align*}
& D \times \stackrel{\circ}{H}_{f} \\
& =\stackrel{\circ}{H}+\stackrel{\circ}{\Delta} f+\|\stackrel{\circ}{B}\|^{2} f+2 f \stackrel{\circ}{B}^{i j} f_{; i j}-2 f^{2} \grave{h}^{i j} \stackrel{\circ}{B}_{i k} \stackrel{\circ}{B}_{l}^{k} \stackrel{\circ}{B}_{j}^{l} \\
& +\stackrel{\circ}{h}^{i j} \beta^{k l} f_{, l}\left(2 f_{, i} \stackrel{\circ}{B}_{j k}+f \stackrel{\circ}{B}_{j k ; i}\right) \\
& +\left(-\frac{1}{D^{2}} \beta^{i m} \beta^{j n} \beta^{k p} \beta^{l q} f_{, k} f_{l,} \stackrel{\circ}{h}_{m p} \stackrel{\circ}{h}_{n q}+\eta^{i m} \eta^{j n} \stackrel{\circ}{h}_{m n}\right)\left(\stackrel{\circ}{B}_{i j}+f_{; i j}-f \stackrel{\circ}{B}_{i}^{k} \stackrel{\circ}{B}_{k j}\right)  \tag{2.8}\\
& +\left(2 f \mathrm{~B}^{i j}-\frac{1}{D^{2}} \beta^{i m} \beta^{j n} \beta^{k p} \beta^{l q} f_{, k} f_{, l} \stackrel{\circ}{h}_{m p} \stackrel{\circ}{h q}+\eta^{i m} \eta^{j n} \stackrel{\circ}{h}_{m n}\right) \\
& \text { - } \beta^{k l} f_{, l}\left(2 f_{, i} \stackrel{\circ}{B}_{j k}+f \stackrel{\circ}{B}_{j k ; i}\right) .
\end{align*}
$$

We now easily recognize the terms in the expansion of the mean curvature.
Lemma 2.4. The linear parts of $\stackrel{\circ}{B}_{f}$ and $\stackrel{\circ}{H}_{f}$ are

$$
\begin{aligned}
{\left[\stackrel{\circ}{B}^{(1)}(f)\right]_{i j} } & :=f_{; i j}-f \stackrel{\circ}{B}_{i}^{k} \stackrel{\circ}{B}_{k j} \\
\dot{\perp}(f) & :=\stackrel{\circ}{\Delta} f+\|\stackrel{\circ}{B}\|^{2} f
\end{aligned}
$$

The quadratic remainder parts of $\stackrel{\circ}{B}_{f}$ and $\stackrel{\circ}{H}_{f}$ satisfy

$$
\begin{aligned}
D \times\left[\stackrel{\circ}{B}^{(2)}(f)\right]_{i j}:= & \beta^{k l} f_{, l}\left(f_{, i} \stackrel{\circ}{B}_{j k}+f_{, j} \stackrel{\circ}{B}_{i k}+f \stackrel{\circ}{B}_{j k ; i}\right) \\
& +(1-D)\left(\stackrel{\circ}{B}_{i j}+f_{; i j}-f \stackrel{\circ}{B}_{i}^{k} \stackrel{\circ}{B}_{k j}\right) \\
D \times \circ_{\mathcal{Q}}(f):= & 2 f \stackrel{\circ}{B}^{i j} f_{; i j}-2 f^{2} \operatorname{Tr}_{\delta}\left(\stackrel{\circ}{B}^{3}\right)+\stackrel{\circ}{h}^{i j} \beta^{k l} f_{, l}\left(2 f_{, i} \stackrel{\circ}{B}_{j k}+f \stackrel{\circ}{B}_{j k ; i}\right) \\
+ & \left(-\frac{1}{D^{2}} \beta^{i m} \beta^{j n} \beta^{k p} \beta^{l q} f_{, k} f_{, l} \stackrel{\circ}{h}_{m p} \stackrel{\circ}{h q}+\eta^{i m} \eta^{j n} \stackrel{\circ}{h}_{m n}\right) \\
& \cdot\left(\stackrel{\circ}{B}_{i j}+f_{; i j}-f \stackrel{\circ}{B}_{i}^{k} \stackrel{\circ}{B}_{k j}\right) \\
+ & \left(2 f \stackrel{\circ}{B}^{i j}-\frac{1}{D^{2}} \beta^{i m} \beta^{j n} \beta^{k p} \beta^{l q} f_{, k} f_{, l} \stackrel{\circ}{h}_{m p} \stackrel{\circ}{h}_{n q}+\eta^{i m} \eta^{j n} \stackrel{\circ}{h}_{m n}\right) \\
& \cdot \beta^{k l} f_{, l}\left(2 f_{, i} \stackrel{\circ}{B}_{j k}+f \stackrel{\circ}{B}_{j k ; i}\right) \\
+ & (D-1)\left(\stackrel{\circ}{H}+\stackrel{\circ}{\Delta} f+\| \stackrel{\circ}{B}^{2} f\right) .
\end{aligned}
$$

The quadratic parts of both $\stackrel{\circ}{B}_{f}$ and $\stackrel{\circ}{H}_{f}$ are unwieldy, but only basic structural facts about them are needed in the sequel. To simplify matters, we suppose that $|f|\|\stackrel{B}{\|}\|+\|\stackrel{\circ}{\nabla} f\| \ll 1$, which will be justified later on. Furthermore, both $\stackrel{\circ}{B}^{(2)}(f)$ and $\mathcal{Q}(f)$ can be expanded into a sum of terms which are each linear combinations of the coefficients of the tensor $f^{i} \cdot(\stackrel{\circ}{\nabla} f)^{\otimes j} \otimes\left(\circ^{2} f\right)^{\otimes k} \otimes \stackrel{\circ}{B}^{\otimes l} \otimes(\stackrel{\circ}{\nabla} B)^{\otimes m}$, where $i, j, k, l, m$ are positive integers such that $k+m \leq 1$ and $i+1=k+l+2 m$ (i.e. the number of times the function $f$ appears is smaller by one than the sum of the number of covariant derivatives and the number of occurrences of the second fundamental form). Consequently the dominant terms in $\stackrel{\circ}{B}^{(2)}(f)$ and $\mathcal{Q}(f)$ are $\mathcal{O}(1)$ linear combinations of components of
$(\stackrel{\circ}{\nabla} f)^{2} \otimes \stackrel{\circ}{B}, f \stackrel{\circ}{\nabla} f \otimes \stackrel{\circ}{B}^{2}, f \stackrel{\circ}{\nabla} f \otimes \stackrel{\circ}{\nabla} \stackrel{\circ}{B}, \quad f^{2} \stackrel{\circ}{B}^{3}, f \stackrel{\circ}{\nabla}^{2} f \otimes \stackrel{\circ}{B}$ and $(\stackrel{\circ}{\nabla} f)^{2} \otimes \stackrel{\circ}{\nabla}^{2} f$.

The following estimates are now straightforward consequences of this discussion.

Lemma 2.5. Assuming that $\left|f_{i}\right|\|\stackrel{B}{B}\|+\left\|\nabla{ }^{\circ} f_{i}\right\| \ll 1$ for $i=1,2$, the quadratic remainders in the second fundamental form and mean curvature satisfy the following two estimates. First, these operators satisfy the pointwise bounds

$$
\begin{aligned}
& \left|\stackrel{\circ}{B}^{(2)}\left(f_{1}\right)-\stackrel{\circ}{B}^{(2)}\left(f_{2}\right)\right|+\left|\mathcal{Q}\left(f_{1}\right)-\stackrel{\circ}{\mathcal{Q}}\left(f_{2}\right)\right| \\
& \leq \\
& C\left|f_{1}-f_{2}\right| \cdot \max _{i}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|^{3}+\left\|\stackrel{\circ}{ } f_{i}\right\|\|\stackrel{\circ}{B}\|^{2}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{\nabla} \stackrel{\circ}{B}+\| \stackrel{\circ}{\nabla}^{2} f_{i}\| \| \stackrel{\circ}{B} \|\right) \\
& \quad+C\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\| \cdot \max _{i}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|^{2}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{B}\|+\left|f_{i}\right|\|\stackrel{\circ}{\nabla} \stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\left\|\stackrel{\circ}{\nabla}^{2} f_{i}\right\|\right) \\
& \quad+C\left\|\stackrel{\circ}{\nabla}^{2} f_{1}-\stackrel{\circ}{\nabla}^{2} f_{2}\right\| \cdot \max _{i}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|^{2}\right) .
\end{aligned}
$$

We also have the bounds

$$
\begin{aligned}
& {\left[\dot{B}^{(2)}\left(f_{1}\right)-\stackrel{\circ}{B}^{(2)}\left(f_{2}\right)\right]_{\alpha}+\left[\dot{\mathcal{Q}}\left(f_{1}\right)-\dot{\mathcal{Q}}\left(f_{2}\right)\right]_{\alpha}} \\
& \leq C\left[f_{1}-f_{2}\right]_{\alpha} \cdot \max _{i}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|^{3}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{B}\|^{2}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{\nabla} \stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla}^{2} f_{i}\right\|\|\stackrel{\circ}{B}\|\right) \\
& +C\left[\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right]_{\alpha} \cdot \max _{i}\left(\left|f_{i}\| \| \stackrel{\circ}{B}\left\|^{2}+\right\| \stackrel{\circ}{\nabla} f_{i}\| \| \stackrel{\circ}{B}\left\|+\mid f_{i}\right\|\|\stackrel{\circ}{\nabla} B+\| \circ^{\circ} f_{i}\| \| \stackrel{\circ}{\nabla}^{2} f_{i} \|\right)\right. \\
& +C\left[\stackrel{\circ}{\nabla}^{2} f_{1}-\stackrel{\circ}{\nabla}^{2} f_{2}\right]_{\alpha} \cdot \max _{i}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|+\left\|\circ_{\nabla} f_{i}\right\|\right) \\
& +C\left|f_{1}-f_{2}\right| \cdot \max _{i}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|^{3}+\left|f_{i}\right|\|\stackrel{\circ}{B}\|^{2}[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|^{2}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{B}\|[\stackrel{\circ}{B}]_{\alpha}\right. \\
& \left.+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\|\circ \circ \stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|[\stackrel{\circ}{\nabla} \stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla}^{2} f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla}^{2} f_{i}\right\|[\stackrel{\circ}{B}]_{\alpha}\right) \\
& +C\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\| \cdot \max _{i}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|^{2}+\left|f_{i}\right|\|\stackrel{\circ}{B}\|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|[\stackrel{\circ}{B}]_{\alpha}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +C\left\|\stackrel{\circ}{\nabla}^{2} f_{1}-\stackrel{\circ}{\nabla}^{2} f_{2}\right\| \cdot \max _{i}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\circ_{\nabla}^{\nabla} f_{i}\right]_{\alpha}\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\right)
\end{aligned}
$$

where $C$ is independent of $f_{1}, f_{2}$ and $\|\stackrel{\circ}{B}\|$.

### 2.3. Mean curvature calculations for a perturbed background metric

Consider now a surface $\dot{\mu}_{f}(\Sigma)$ deformed by the amount $f$ in the direction of the Euclidean normal to $\Sigma$. Working again in a geodesic normal coordinate system centered at some point of $\gamma$, this time we decompose the mean curvature operator $f \mapsto H_{f}:=H\left[\dot{\mu}_{f}(\Sigma)\right]$ as

$$
\begin{equation*}
H_{f}=\stackrel{\circ}{H}_{f}+\mathcal{H}(f) \tag{2.9}
\end{equation*}
$$

where $\stackrel{\circ}{H}_{f}:=\stackrel{\circ}{H}\left[\dot{\circ}_{f}(\Sigma)\right]$ and $\mathcal{H}(f)$ collects all the terms in the mean curvature $H_{f}$ that depend on the perturbation term $P$ in the background metric $g=\delta+P$ of the coordinate chart. We would like to further expand $\mathcal{H}(f):=\mathcal{H}^{(0)}+\mathcal{H}^{(1)}(f)$ and find a reasonable expression for the latter quantity (from Lemma 2.3 we already know $\mathcal{H}^{(0)}=\mathcal{H}^{(00)}(Y, \stackrel{\circ}{B})+\mathcal{O}\left(\|Y\|^{3}\right)$ provided $\|Y\|\|\stackrel{B}{B}\|$ is bounded).

The way to do this is to substitute the quantities given in equation (2.6a) and (2.6b), as well as the position vector field $Y_{f}:=Y+f \stackrel{\circ}{N}$ of $\dot{\mu}_{f}(\Sigma)$ relative to the center of the normal coordinate chart into the formulæ from Lemma 2.1. Unfortunately, the resulting expressions are extremely unwieldy, but luckily their exact form is not needed in the sequel. We will only need certain estimates.

Proposition 2.6. Let $f_{1}$, $f_{2}$ satisfy the assumptions $\left|f_{*}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{*}\right\| \ll 1$. Suppose also that $\|Y\|\|\check{B}\|+\|Y\|^{1+\alpha}[\AA]_{\alpha} \leq C$. Then the operator $\mathcal{H}^{(1)}$ satisfies the
estimates

$$
\begin{aligned}
& \left|\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right| \\
& \leq C\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\| \max _{i}\left\|Y_{f_{i}}\right\|^{2} \\
& \quad+C \max _{i}\left\|\stackrel{\circ}{B}_{f_{i}}\right\|\left(\left\|Y_{f_{i}}\right\|\left|f_{1}-f_{2}\right|+\left\|Y_{f_{i}}\right\|^{2}\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right)\right) \\
& \quad+C \max _{i}\left(\left|f_{1}-f_{2}\right|+\left\|Y_{f_{i}}\right\|\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right)\right) \\
& {\left[\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right]_{\alpha}} \\
& \leq C\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\| \max _{i}\left(\left\|Y_{f}\right\|\left[Y_{f}\right]_{\alpha}+\left\|Y_{f}\right\|^{2}\left([f]_{\alpha}\|\stackrel{\circ}{B}\|+|f|[\stackrel{\circ}{B}]_{\alpha}+[\stackrel{\circ}{\nabla} f]_{\alpha}\right)\right) \\
& \quad+C\left[\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right]_{\alpha} \max _{i}\left\|Y_{f_{i}}\right\|^{2} \\
& \quad+C \max _{i}\left[B_{f_{i}}\right]_{\alpha}\left(\left\|Y_{f_{i}}\right\|\left|f_{1}-f_{2}\right|+\left\|Y_{f_{i}}\right\|^{2}\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right)\right) \\
& \quad+C \max _{i}\left(1+\left\|B_{f_{i}}\right\|\left\|Y_{f_{i}}\right\|\right)\left(\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\right)\left|f_{1}-f_{2}\right|+\left[f_{1}-f_{2}\right]_{\alpha}\right. \\
& \\
& +\left(\left[Y_{f_{i}}\right]_{\alpha}+\left\|Y_{f_{i}}\right\|\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\right)\right)\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right) \\
& \left.\quad+\left\|Y_{f_{i}}\right\|\left(\left[f_{1}-f_{2}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{1}-f_{2}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right]_{\alpha}\right)\right)
\end{aligned}
$$

where $C$ is a constant depending only on the geometry of $M$ in the coordinate chart.
Proof. We will use similar notation as Lemma 2.3, so that $\left[\mathcal{A}_{k}(z)\right]_{k l \ldots}^{i j \ldots}$ indicates a tensor whose components are analytic functions in $z:=\left(z_{1}, z_{2}, z_{3}\right)$ and degree $k$ in $z_{1}$. The mean curvature $H_{f}$ is obtained by substituting $(Y, E, \stackrel{\circ}{N}) \mapsto\left(Y_{f}, E_{f}, \stackrel{\circ}{N}_{f}\right)$ into the $\mathcal{P}$-quantities appearing in the formulæ for $B_{i j}$ and $h_{i j}$ appearing in Lemma 2.1, and then replacing $\stackrel{\circ}{B}_{i j}$ and $\stackrel{\circ}{h}_{i j}$ appearing there by $\left[{ }_{B}^{B} f\right]_{i j}$ and $\left[\circ_{f}\right]_{i j}$. By inspecting the kinds of $\mathcal{P}$-quantities which occur in the resulting expression and using the fact that $h_{f}^{i j}=\stackrel{\circ}{h}_{f}^{j j}+\mathcal{A}_{2}\left(Y_{f}, f \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f\right)=\stackrel{\circ}{h}^{i j}+\mathcal{A}_{0}\left(Y_{f}, f \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f\right)$, we see that the operator $\mathcal{H}$ is of the form

$$
\begin{equation*}
\mathcal{H}(f)=\left[\mathcal{A}_{2}\left(Y_{f}, f \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f\right)\right]^{i j}\left[\circ_{f}\right]_{i j}+\mathcal{A}_{1}\left(Y_{f}, f \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f\right) \mid \tag{2.10}
\end{equation*}
$$

To estimate (2.10), we begin with the required estimates for the $\mathcal{A}$-quantities. First, use the fact that $\mathcal{A}_{k}$ has degree $k$ in its first argument and the boundedness of $|f|\|\stackrel{B}{B}\|+\|\nabla \circ \sim\|$ to deduce

$$
\left\|\mathcal{A}_{k}\left(Y_{f}, f \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f\right)\right\| \leq C\left\|Y_{f}\right\|^{k}
$$

Next, we deduce from the structure of $\mathcal{A}_{k}(z)$ and $\mathcal{A}_{k}(z)-\mathcal{A}_{k}\left(z^{\prime}\right)$ as analytic functions, as well as the assumptions about $f_{1}, f_{2}$ that

$$
\left[A_{k}\left(Y_{f}, f \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f\right)\right]_{\alpha} \leq C\left(\left\|Y_{f}\right\|^{k-1}\left[Y_{f}\right]_{\alpha}+\left\|Y_{f}\right\|^{k}\left([f]_{\alpha}\|\stackrel{B}{B}\|+|f|[\stackrel{\circ}{B}]_{\alpha}+[\stackrel{\circ}{\nabla} f]_{\alpha}\right)\right)
$$

and

$$
\begin{aligned}
& \left|\mathcal{A}_{k}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{1}\right)-\mathcal{A}_{k}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)\right| \\
& \quad \leq C \max _{i}\left(\left\|Y_{f_{i}}\right\|^{k-1}\left|f_{1}-f_{2}\right|+\left\|Y_{f_{i}}\right\|^{k}\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& {[ }\left.A_{k}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{1}\right)-\mathcal{A}_{k}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)\right]_{\alpha} \\
& \leq \max _{i}\left[\mathcal{A}_{k-1}\left(Y_{f_{i}}, f_{i} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{i}\right)\right]_{\alpha}\left|f_{1}-f_{2}\right| \\
& \quad+\max _{i}\left|\mathcal{A}_{k-1}\left(Y_{f_{i}}, f_{i} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{i}\right)\right|\left[f_{1}-f_{2}\right]_{\alpha} \\
& \quad+\max _{i}\left[\mathcal{A}_{k}\left(Y_{f_{i}}, f_{i} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{i}\right)\right]_{\alpha}\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right) \\
& \quad+\max _{i}\left|\mathcal{A}_{k}\left(Y_{f_{i}}, f_{i} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{i}\right)\right|\left(\left[f_{1}-f_{2}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{1}-f_{2}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right]_{\alpha}\right) \\
& \leq C \max _{i}\left(\left(\left[Y_{f_{i}}\right]_{\alpha}+\left\|Y_{f_{i}}\right\|^{k-1}\left(\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\right)\left|f_{1}-f_{2}\right|\right.\right.\right. \\
&\left.\quad+\left[f_{1}-f_{2}\right]_{\alpha}\right)+\| Y_{f_{i} \|^{k-1}\left(\left[Y_{f_{i}}\right]_{\alpha}+\left\|Y_{f_{i}}\right\|\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\right)\right)} \quad \cdot\left(\left|f_{1}-f_{2}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right) \\
&\left.\quad+\left\|Y_{f_{i}}\right\|^{k}\left(\left[f_{1}-f_{2}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{1}-f_{2}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right]_{\alpha}\right)\right) .
\end{aligned}
$$

We can now estimate

$$
\begin{aligned}
\left|\mathcal{H}\left(f_{1}\right)-\mathcal{H}\left(f_{2}\right)\right| \leq & C\left\|Y_{f_{2}}\right\|^{2}\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\|+\| \mathcal{A}_{2}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{1}\right) \\
& -\mathcal{A}_{2}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)\| \| \stackrel{\circ}{B}_{f_{1}} \| \\
& +\left|\mathcal{A}_{1}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{1}\right)-\mathcal{A}_{1}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)\right|
\end{aligned}
$$

and also

$$
\begin{aligned}
{\left[\mathcal{H}\left(f_{1}\right)-\mathcal{H}\left(f_{2}\right)\right]_{\alpha} \leq } & {\left[\mathcal{A}_{2}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)\right]_{\alpha}\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\| } \\
& +\left|\mathcal{A}_{2}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)\right|\left[\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right]_{\alpha} \\
& +\left|\mathcal{A}_{2}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)-\mathcal{A}_{2}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{1}\right)\right|\left[\stackrel{\circ}{B}_{f_{1}}\right]_{\alpha} \\
& +\left[\mathcal{A}_{2}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{\nabla}, \stackrel{\circ}{\nabla} f_{2}\right)-\mathcal{A}_{2}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{\nabla}, \stackrel{\circ}{\left.\left.f_{1}\right)\right]_{\alpha}\left\|\stackrel{\circ}{B}_{f_{1}}\right\|}\right.\right. \\
& +\left[\mathcal{A}_{1}\left(Y_{f_{2}}, f_{2} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{2}\right)-\mathcal{A}_{1}\left(Y_{f_{1}}, f_{1} \stackrel{\circ}{B}, \stackrel{\circ}{\nabla} f_{1}\right)\right]_{\alpha} .
\end{aligned}
$$

Once we substitute the appropriate estimates for the $\mathcal{A}$-quantities derived above into these expressions, we obtain the estimates of the proposition since $\mathcal{H}\left(f_{1}\right)-$ $\mathcal{H}\left(f_{2}\right)=\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)$.

### 2.4. Comparison between graphing functions

In this paper we will consider global normal deformations of a surface $\Sigma$ in $M$ given by a function $f: \Sigma \rightarrow \mathbb{R}$ of the form $\mu_{f}(\Sigma)$, where $\mu$ is the exponential map in the normal direction of $\Sigma$ with respect to the metric of $M$. In order to use the estimates derived in the previous sections, we will need to represent the intersection of $\mu_{f}(\Sigma)$ and a given normal coordinate chart $\mathcal{U}$ as $\dot{\mu}_{f_{0}}(\Sigma) \cap \mathcal{U}$ where $\dot{\mu}$ is the normal deformation operator with respect the Euclidean metric of the coordinate chart and $f_{0}$ is a different function. We will need the following estimates for $f_{0}$ in the sequel.
Lemma 2.7. Let $\Sigma$ be a surface belonging to a geodesic normal coordinate chart $\mathcal{U} \subseteq M$. Under the assumption that $d:=\operatorname{diam}(\mathcal{U})$ is sufficiently small, and that $|f|\|\AA\|+\|® \circ f\| \ll 1$ on $\Sigma \cap \mathcal{U}$, then there exists a function $f_{0}: \Sigma \rightarrow \mathbb{R}$ so that $\mu_{f}(\Sigma \cap \mathcal{U})=\stackrel{\circ}{\mu}_{f_{0}}(\Sigma \cap \mathcal{U})$. Moreover, $f, f_{0}$ satisfy

$$
\sum_{k=0}^{3}\|Y\|^{k}\left\|\nabla^{k} f_{0}-\nabla^{k} f\right\| \leq C d^{2} \sum_{k=0}^{3}\|Y\|^{k}\left\|\nabla^{k} f\right\|
$$

where $C$ is a constant that depends only on the geometry of $M$ and $Y$ is the position vector field inside the coordinate chart.
Proof. Let dist $\left(\cdot, \Sigma^{\prime}\right)$ and $\operatorname{dist}_{0}\left(\cdot, \Sigma^{\prime}\right)$ be the signed distance functions to $\Sigma^{\prime}$ with respect to the metric $g$ and to the Euclidean metric of the coordinate chart, respectively. Let us assume without loss of generality that all distances are positive. Choose $p \in \Sigma \cap \mathcal{U}$ and then $f(p):=\operatorname{dist}\left(p, \mu_{f}(\Sigma)\right)=\operatorname{dist}\left(p, \mu_{f}(p)\right)$ and $f_{0}(p):=\operatorname{dist}_{0}\left(p, \mu_{f}(\Sigma)\right)$ by definition. Define a function $F: \Sigma \cap \mathcal{U} \rightarrow \Sigma \cap \mathcal{U}$ by $f(p):=\operatorname{dist}_{0}\left(p, \mu_{f}(F(p))\right.$ and note that $f_{0}(p)=\left\langle\mu_{f}(F(p))-p, N(p)\right\rangle_{0}$ since $\left\langle\mu_{f}(F(p))-p, X\right\rangle_{0}=0$ for any $X \in T_{p} \Sigma$ by virtue of the fact that $p$ and $\mu_{f}(F(p))$ are at minimum Euclidean distance from each other. Here $\langle\cdot, \cdot\rangle_{0}$ is the Euclidean inner product.

Now $\mu_{f}(q)=\exp _{q}(f(q) N(q))$ where $\exp$ is the exponential map with respect to the metric of $M$ and $N(q)$ is the unit normal vector of $\Sigma$ at $q$ with respect to the metric of $M$. Let us write this as $\mu_{f}(q):=G(q, f(q) N(q))$ where $G(q, V):=$ $\exp _{q}(V)$. Since the metric of $M$ and the Euclidean metric satisfy $\max _{i j} \mid g_{i j}-$ $\delta_{i j}\left|+d \max _{i j k}\right| g_{i j, k}\left|+d^{2} \max _{i j k l}\right| g_{i j, k l} \mid \leq C d^{2}$ in the coordinate chart, and the Euclidean-exponential map is $G_{0}(q, V):=q+V$, it can be shown that $G(q, V)=$ $q+V+G_{1}(q, V)$ where $G_{1}(q, V)$ is analytic in its arguments and can be expanded in a Taylor series about the origin of the coordinate chart beginning with quadratic terms and coefficients depending only on the geometry of $M$. Therefore with $q:=$ $F(p)$ we have

$$
\begin{align*}
f_{0}(p)= & f(q)\langle N(q), \stackrel{\circ}{N}(p)\rangle_{0}+\langle q-p, \stackrel{\circ}{N}(p)\rangle_{0}  \tag{2.11a}\\
& +\left\langle G_{1}(q, f(q) N(q)), \stackrel{\circ}{N}(p)\right\rangle_{0} \\
0= & f(q)\langle N(q), X\rangle_{0}+\langle q-p, X\rangle_{0}  \tag{2.11b}\\
& +\left\langle G_{1}(q, f(q) N(q)), X\right\rangle_{0} \quad \forall X \in T_{p} \Sigma .
\end{align*}
$$

The second equation above implies that $\left\|(q-p)^{\|}\right\| \leq C d^{2}|f|_{C^{0}(\mathcal{U})}$ based on our estimates for $G_{1}$ and the comparison estimates from the Section 2.1 for geometric objects with respect to the two different metrics of the coordinate chart. Since $q$ and $p$ both lie on $\Sigma$, we thus get $\left\|(q-p)^{\perp}\right\| \leq C d^{4}|f|_{C^{0}(\mathcal{U})}^{2}\|\stackrel{\circ}{B}\|_{C^{0}(\mathcal{U})}$ and therefore $\|q-p\| \leq C d^{2}|f|_{C^{0}(\mathcal{U})}$ using the assumptions and the comparison estimates of Section 2.1. Hence the first equation above implies

$$
\begin{aligned}
\left|f_{0}(p)-f(p)\right| \leq & |f(p)-f(q)|+|f(q)|\left|\langle N(q), \stackrel{\circ}{N}(p)\rangle_{0}-1\right| \\
& +\left|G_{1}(q, f(q) N(q))\right| \\
\leq & C d^{2}|f|_{C^{0}(\mathcal{U})}
\end{aligned}
$$

again using the assumptions and previous estimates. Finally, the higher derivative estimates follow by differentiating equations (2.11) and proceeding by similar means.

## 3. The approximate solutions

We now construct two families of approximate CMC surfaces. The first family consists of finite-length surfaces invariant under the reflection $t \mapsto-t$ constructed by gluing together $K$ small geodesic spheres of radius $r$ along the $(t, 0,0)$ geodesic with small interpolating necks. Here $K$ is approximately $1 / r$ so that the surface fills out a region along $\gamma$ of bounded length which does not tend to 0 with $r$. The second family consists of one-ended surfaces in an asymptotically flat Riemannian manifold. These are constructed by taking a configuration of $K$ spheres as above and then attaching a semi-infinite Delaunay surface to the last sphere. These two families are denoted $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ and $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$, respectively. These depend on parameters $\sigma_{1}, \sigma_{2}, \ldots$ and $\delta_{1}, \delta_{2}, \ldots$ which govern the precise locations of the component spheres and necks. For brevity, we will often just write $\tilde{\Sigma}_{r}(\sigma, \delta)$ for either family when the context is clear or does not matter.

### 3.1. The finite-length surface

Let $\gamma$ be the $(t, 0,0)$ geodesic and (with slight abuse of notation) also the arc-length parametrization of this geodesic given by $\gamma(t):=(t, 0,0)$. Introduce the small radius $r$ and the (much smaller) separation parameters $\sigma_{k}$. Let $t_{0}=0$ and $t_{k}:=$ $2 k r+\sum_{l=0}^{k-1}\left(\sigma_{l}\right)$ and let $p_{ \pm k}:=\left( \pm t_{k}, 0,0\right)$. The geodesic spheres that will be used in the gluing construction are $S_{ \pm k}:=\partial B_{r}\left(p_{ \pm k}\right)$. Also let $p_{k}^{b}:=\gamma\left(t_{k}+r+\sigma_{k} / 2\right)$ be the point half-way between $S_{k}$ and $S_{k+1}$ and let $p_{k}^{ \pm}:=\gamma\left(t_{k} \pm r\right)$ be the points in $S_{k} \cap \gamma$. Define $p_{-k}^{ \pm}$and $p_{-k}^{b}$ in a symmetrical manner. In the definitions above, the index $k$ ranges from zero to $K$.

The construction of the first surface consists of three steps. The first step is to replace each $S_{k}$ with $\tilde{S}_{k}$ which is obtained from $S_{k} \backslash\left\{p_{k}^{+}, p_{k}^{-}\right\}$or $S_{0}$ by a small
normal perturbation designed to make $S_{k}$ look more like a catenoid near $p_{k}^{ \pm}$. The next step is to find the truncated and rescaled catenoids that fit optimally into the space between $\tilde{S}_{k}$ and its neighbours, the precise location of which is governed by displacement parameters $\delta_{k}$. The final step is to use cut-off functions to glue each $\tilde{S}_{k}$ smoothly to its neighbouring necks. The result of this process will be a family of surfaces that depends on $r$ and the parameters $\sigma_{1}, \sigma_{2}, \ldots$ and $\delta_{1}, \delta_{2}, \ldots$ A number of additional small parameters $\varepsilon_{k}^{ \pm}$and $\varepsilon_{k}$ will be introduced below and it will be shown how these depend on the $\sigma$ and $\delta$. Denote by $\varepsilon:=\max _{k}\left\{\varepsilon_{k}, \varepsilon_{k}^{+}, \varepsilon_{k}^{-}\right\}$below and in the rest of the paper.
Step 1. Let $\mathcal{L}_{S}:=\AA \AA^{\Delta}+\|\AA\|^{2}$ be the linearized mean curvature operator of $S_{k}$ with respect to the Euclidean metric and let $J_{k}: S_{k} \rightarrow \mathbb{R}$ be the smooth function in the kernel of $\mathcal{L}_{S}$ that is cylindrically symmetric with respect to the axis defined by the geodesic $\gamma$ and normalized to have unit $L^{2}$-norm. (It is defined by taking the correct multiple of the Euclidean normal component of the translation vector field $\frac{\partial}{\partial t}$.)

Now introduce small positive scale parameters $\varepsilon_{k}^{ \pm}$that have yet to be determined and define $G_{k}: S_{k} \backslash\left\{p_{k}^{ \pm}\right\} \rightarrow \mathbb{R}$ for $k=0, \ldots, K-1$ as the unique solution of the equation

$$
\begin{equation*}
\mathcal{L}_{S}\left(G_{k}\right)=\varepsilon_{k}^{+} \delta_{+}+\varepsilon_{k}^{-} \delta_{-}+A_{k} J_{k} \tag{3.1a}
\end{equation*}
$$

where $\delta_{ \pm}$denotes the Dirac $\delta$-function at $p_{k}^{ \pm}$and the real number $A_{k}$ is chosen to ensure that the right hand side of (3.1a) is $L^{2}$-orthogonal to $J_{k}$. Also, let $G_{0}^{\prime}$ be the unique solution of the equation

$$
\begin{equation*}
\mathcal{L}_{S}\left(G_{K}^{\prime}\right)=\varepsilon_{K}^{-} \delta_{-}+A_{K}^{\prime} J_{K} \tag{3.1b}
\end{equation*}
$$

where $A_{K}^{\prime}$ is chosen to ensure that the right hand side of (3.1b) is $L^{2}$-orthogonal to $J_{K}$. Note that $\left|A_{k}\right| \leq C \varepsilon$ for $k=1, \ldots, N$ and $A_{0}=0$ by symmetry.

To complete this step, introduce another small radius parameter $r_{k}$ yet to be determined, and define $\tilde{S}_{k}$ as the Euclidean normal graph over $S_{k} \backslash\left[B_{r_{k} / 2}\left(p_{k}^{+}\right) \cup\right.$ $\left.B_{r_{k} / 2}\left(p_{k}^{-}\right)\right]$that is generated by the function $r G_{k}$. Also define the terminal sphere $\tilde{S}_{K}^{\prime}$ as the Euclidean normal graph over $S_{K} \backslash B_{r_{K} / 2}\left(p_{K}^{-}\right)$that is generated by the function $r G_{K}^{\prime}$ as well as its symmetrical counterpart under the $t \mapsto-t$ symmetry.
Step 2. Coordinatize a neighbourhood of $p_{k}^{b}$ using geodesic normal coordinates centered at $p_{k}^{b}$ and scaled by a factor of $r$. Let the coordinate map be $\psi_{k}: B_{R}\left(p_{k}^{b}\right) \subseteq$ $M \rightarrow\left(-R^{\prime}, R^{\prime}\right) \times B_{R^{\prime}}(0) \subseteq \mathbb{R} \times \mathbb{R}^{2}$, where $R, R^{\prime}$ are appropriate radii (one should think of $R=O(r)$ and $\left.R^{\prime}=\mathcal{O}(1)\right)$. Note that the $\mathbb{R}$ coordinate corresponds to a translation of the scaled arc-length coordinate along $\gamma$ and $\gamma$ itself maps to the curve $x^{0} \mapsto\left(x^{0}, 0\right)$ with $p_{k}^{b}$ mapping to the origin. The gluing procedure that will now be described applies to any pair of perturbed spheres $\tilde{S}_{k}, \tilde{S}_{k+1}$, including the last pair $\tilde{S}_{K-1}, \tilde{S}_{K}$. The images of $\tilde{S}_{k+1}$ and $\tilde{S}_{k}$ under the coordinate map, at least near the origin, can be represented as graphs over the $\mathbb{R}^{2}$ factor of the form
$\left\{\left(x^{0}, x\right): x^{0}=F_{\text {sph }}^{ \pm}(x)\right\}$ where + and - correspond to $\psi_{k}\left(\tilde{S}_{k+1}\right)$ and $\psi_{k}\left(\tilde{S}_{k}\right)$ respectively. One can check that the Taylor series expansions for $G_{k}$ near $p_{k}^{ \pm}$and for $\psi_{k}$ imply corresponding expansions for $F_{\text {sph }}^{ \pm}$near $x=0$, which results in the fact that $\psi_{k}\left(\tilde{S}_{k}\right)$ is the set of points

$$
x^{0}=F_{\mathrm{sph}}^{-}(x):=\frac{\sigma_{k}}{2 r}+\varepsilon_{k+1}^{-}\left(c_{k+1}^{-}+C_{k+1}^{-} \log (\|x\|)\right)+\mathcal{O}\left(\|x\|^{2}\right)+\mathcal{O}\left(\varepsilon\|x\|^{2}\right)
$$

while $\psi_{k}\left(\tilde{S}_{k+1}\right)$ is the set of points

$$
x^{0}=F_{\mathrm{sph}}^{+}(x):=-\frac{\sigma_{k}}{2 r}-\varepsilon_{k}^{+}\left(c_{k}^{+}+C_{k}^{+} \log (\|x\|)\right)+\mathcal{O}\left(\|x\|^{2}\right)+\mathcal{O}\left(\varepsilon\|x\|^{2}\right)
$$

Here, $c_{k}^{ \pm}$and $C_{k}^{ \pm}$are constants.
The interpolation between $\psi_{k}\left(\tilde{S}_{k+1}\right)$ and $\psi_{k}\left(\tilde{S}_{k}\right)$, will be done using a standard catenoid that has been scaled by a factor of $\varepsilon_{k}$ and translated by a small amount along its axis. The $x^{0}>0$ end of such catenoid is given by

$$
\begin{aligned}
x^{0}=F_{\text {neck }}^{+}\left(\varepsilon_{k}, d_{k} ; x\right): & =\varepsilon_{k} \operatorname{arccosh}\left(\|x\| / \varepsilon_{k}\right)+\varepsilon_{k} d_{k} \\
& =\varepsilon_{k}\left(\log (2)-\log \left(\varepsilon_{k}\right)\right)+\varepsilon_{k} \log (\|x\|)+\varepsilon_{k} d_{k}+\mathcal{O}\left(\varepsilon_{k}^{3} /\|x\|^{2}\right)
\end{aligned}
$$

near the origin, where $d_{k}$ is the translation parameter. The $x^{0}<0$ end is given by

$$
\begin{aligned}
x^{0}=F_{\text {neck }}^{-}\left(\varepsilon_{k}, d_{k} ; x\right) & :=-\varepsilon_{k} \operatorname{arccosh}\left(\|x\| / \varepsilon_{k}\right)+\varepsilon_{k} d_{k} \\
& =-\varepsilon_{k}\left(\log (2)-\log \left(\varepsilon_{k}\right)\right)-\varepsilon_{k} \log (\|x\|)+\varepsilon_{k} d_{k}+\mathcal{O}\left(\varepsilon_{k}^{3} /\|x\|^{2}\right)
\end{aligned}
$$

near the origin. Optimal matching of these asymptotic expansions of the catenoid with those of $\psi_{k}\left(\tilde{S}_{k+1}\right)$ and $\psi_{k}\left(\tilde{S}_{k}\right)$ given above then requires

$$
\varepsilon_{k}^{+}=\frac{\varepsilon_{k}}{C_{k}^{+}} \quad \varepsilon_{k+1}^{-}=\frac{\varepsilon_{k}}{C_{k+1}^{-}} \quad d_{k}=\frac{1}{2}\left(\frac{c_{k+1}^{-}}{C_{k+1}^{-}}-\frac{c_{k}^{+}}{C_{k}^{+}}\right)
$$

and

$$
\begin{equation*}
\sigma_{k}=\Lambda_{k}\left(\varepsilon_{k}\right):=r \varepsilon_{k}\left(2\left(\log (2)-\log \left(\varepsilon_{k}\right)\right)-\frac{c_{k+1}^{-}}{C_{k+1}^{-}}-\frac{c_{k}^{+}}{C_{k}^{+}}\right) . \tag{3.2}
\end{equation*}
$$

These equations imply that once the spacing $\sigma_{k}$ between $\tilde{S}_{k+1}$ and $\tilde{S}_{k}$ has been decided upon, then one can determine $\varepsilon_{k}$ by inverting the equation $\sigma_{k}=\Lambda_{k}\left(\varepsilon_{k}\right)$, and then the other parameters describing the optimally matched neck can be computed from $\varepsilon_{k}$.

Finally, observe that the matching between $\psi_{k}\left(\tilde{S}_{k+1}\right)$ and $\psi_{k}\left(\tilde{S}_{k}\right)$ and the neck defined by the choice of parameters above is most optimal in the region of $x$ where the error quantity $\mathcal{O}\left(\|x\|^{2}\right)+\mathcal{O}\left(\varepsilon_{k}^{3} /\|x\|^{2}\right)$ is smallest. It is easy to check that this occurs when $\|x\|=\mathcal{O}\left(\varepsilon_{k}^{3 / 4}\right)$. Hence the radii $r_{k}$ in Step 1 should be chosen as $r_{k}:=r \varepsilon_{k}^{3 / 4}$, where the factor of $r$ takes the scaling into account.

Step 3. Choose $d_{k}, \varepsilon_{k}^{ \pm}$and $\varepsilon_{k}$ as above. Also, introduce displacement parameters $\delta_{1}, \delta_{2}, \ldots$ that serve to slightly displace the necks from their optimal locations. Define a smooth, monotone cut-off function $\chi:[0, \infty) \rightarrow[0,1]$ which equals one in $\left[0, \frac{1}{2}\right]$ and vanishes outside $[0,1]$. Define the functions $\tilde{F}^{ \pm}: B_{1}(0) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\tilde{F}^{ \pm}(x):=\chi\left(\|x\| / \varepsilon_{k}^{3 / 4}\right) F_{\text {neck }}^{ \pm}\left(\varepsilon_{k}, d_{k}+\delta_{k} ; x\right)+\left(1-\chi\left(\|x\| / \varepsilon_{k}^{3 / 4}\right)\right) F_{\mathrm{sph}}^{ \pm}(x) \tag{3.3}
\end{equation*}
$$

Now define the catenoidal interpolation between $\psi_{k}\left(\tilde{S}_{k+1}\right)$ and $\psi_{k}\left(\tilde{S}_{k}\right)$ as

$$
\tilde{N}_{k}:=\left\{\left(\tilde{F}^{+}(x), x\right): \varepsilon_{k} \leq\|x\| \leq \varepsilon_{k}^{3 / 4}\right\} \cup\left\{\left(\tilde{F}^{-}(x), x\right): \varepsilon_{k} \leq\|x\| \leq \varepsilon_{k}^{3 / 4}\right\}
$$

Finally, one can define the finite-length approximate solutions as follows.
Definition 3.1. Let $K$ be given. The finite-length surface with parameters $\sigma:=$ $\left\{\sigma_{1}, \ldots, \sigma_{K}\right\}$ and $\delta:=\left\{\delta_{1}, \ldots, \delta_{K}\right\}$ is the surface given by

$$
\begin{aligned}
& \tilde{\Sigma}_{r}^{F}(\sigma, \delta):= {\left[\tilde{S}_{0} \backslash\left[B_{R}\left(p_{0}^{+}\right) \cup B_{R}\left(p_{0}^{-}\right)\right]\right] } \\
& \cup {\left[\bigcup_{k=1}^{K-1} \tilde{S}_{k} \backslash\left[B_{R}\left(p_{k}^{+}\right) \cup B_{R}\left(p_{k}^{-}\right)\right]\right] \cup\left[\tilde{S}_{K} \backslash B_{R}\left(p_{K}^{-}\right)\right] } \\
& \cup {\left[\bigcup_{k=0}^{K-1} \psi_{k}^{-1}\left(\tilde{N}_{k}\right)\right] } \\
& \cup \pi\left(\left[\bigcup_{k=1}^{K-1} \tilde{S}_{k} \backslash\left[B_{R}\left(p_{k}^{+}\right) \cup B_{R}\left(p_{k}^{-}\right)\right]\right] \cup\left[\tilde{S}_{K} \backslash B_{R}\left(p_{K}^{-}\right)\right]\right. \\
&\left.\cup\left[\bigcup_{k=0}^{K-1} \psi_{k}^{-1}\left(\tilde{N}_{k}\right)\right]\right) .
\end{aligned}
$$

where $\pi$ is the $t \mapsto-t$ reflection.

### 3.2. The one-ended surface

The one-ended family of approximate solutions is constructed by attaching a half Delaunay surface to a finite-length surface as constructed above. This Delaunay surface has very small necksize parameter, so we will need the detailed analysis of these from [10].
Step 1. Let $K$ be a large integer. Exactly as in the previous section, construct $K$ perturbed spheres of the form $\tilde{S}_{k}$ for $k=1, \ldots, K$ and one terminal perturbed sphere of the form $\tilde{S}_{0}^{\prime}$ (which in this case is a normal graph over $S_{0} \backslash B_{r_{0}}\left(p_{0}^{+}\right)$), along with perturbed necks $\psi_{k}^{-1}\left(\tilde{N}_{k}\right)$ for $k=0, \ldots, K-1$. Then glue these building blocks together using cut-off functions and matched asymptotics again as before. This construction should be equipped with the appropriate separation and displacement parameters $\sigma_{0}, \ldots \sigma_{K-1}$ and $\delta_{0}, \ldots, \delta_{K-1}$.

Step 2. The standard Delaunay surface of mean curvature 2 and with the appropriate small neck radius can be rescaled by a factor of $r$ and translated along the geodesic $\gamma$ until there is overlap with the last perturbed sphere $\tilde{S}_{K}$ of the construction of Step 1. Optimal overlap can be achieved because the neck region of this Delaunay surface is to first approximation a standard catenoid.

To be a bit more precise with this idea, one proceeds as follows. First recall that Delaunay surfaces of mean curvature 2 are the surfaces of revolution generated by the functions $\rho_{T}: \mathbb{R} \rightarrow \mathbb{R}$ studied in [10, Section 3]. These functions are periodic with period $T$ and have local minima at the integer multiples of $T$. Introduce the parameters $d_{K}$ (which will be fixed once and for all below), and $\delta_{K}$ and $\sigma_{K}$ (which remain free). Define $T:=2+\sigma_{K} / r$ and $\varepsilon_{K}:=\rho_{T}(0)$ and $T_{K}:=t_{K}+r\left(d_{K}+\delta_{K}\right)$ where $t_{K}$ is the arc-length parameter for the center of the perturbed sphere $\tilde{S}_{K}$. Now parametrize a family of translated Delaunay surfaces of mean curvature $\frac{2}{r}$ and period $2 r+\sigma_{K}$ via

$$
\Xi:(t, \theta) \mapsto\left(r \rho_{T}\left(\frac{t-T_{K}}{r}\right) \cos (\theta), r \rho_{T}\left(\frac{t-T_{K}}{r}\right) \sin (\theta), t\right)
$$

Note that the $t$-parameter now corresponds exactly to the arc-length parameter of $\gamma$. Define truncations of these Delaunay surfaces via

$$
D_{r}^{+}\left(\sigma_{K}, \delta_{K}\right):=\left\{\Xi(t, \theta): t \in\left[T_{K}-\omega, \infty\right) \text { and } \theta \in \mathbb{S}^{1}\right\}
$$

where $\omega$ is a small number of size $\mathcal{O}\left(r \varepsilon^{3 / 4}\right)$.
Next, one must find the optimally matching Delaunay surface. First note that the neck size $\varepsilon_{K}$ of the Delaunay surface $D_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ depends on $\sigma_{K}$. Now as in Step 2 of the construction of the finite-length surface, the equality of the constant and logarithmic terms of the expansion of the first neck of $D_{r}^{+}\left(\sigma_{K}, 0\right)$ and of the asymptotic region of $\tilde{S}_{K}$ near $p_{K}^{+}$determines $d_{K}$ and $\varepsilon_{K}^{+}$uniquely in terms of the remaining free parameter $\sigma_{K}$. Now modify $D_{r}^{+}\left(\sigma_{K}, 0\right)$ by means of cut-off function as in Step 3 of of the construction of the finite-length surface so that it coincides exactly with $\tilde{S}_{K}$ in the region $\tilde{S}_{K} \cap\left\{(t, x): \frac{1}{2} r \omega \leq\|x\| \leq r \omega\right\}$. Construct also surfaces where $\delta_{K} \neq 0$, introducing mis-match. Denote the family of modified surfaces by $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$. The definition of the one-ended approximate solutions is finally at hand.
Definition 3.2. Let $K$ be given. The one-ended surface with parameters $\sigma:=$ $\left\{\sigma_{0}, \ldots, \sigma_{K}\right\}$ and $\delta:=\left\{\delta_{0}, \ldots, \delta_{K}\right\}$ is
$\tilde{\Sigma}_{r}^{O E}(\sigma, \delta):=\tilde{S}_{0}^{\prime} \backslash B_{R}\left(p_{0}^{+}\right) \cup\left[\bigcup_{k=0}^{K} \tilde{S}_{k} \backslash B_{R}\left(p_{k}^{b}\right)\right] \cup\left[\bigcup_{k=0}^{K-1} \psi_{k}^{-1}\left(\tilde{N}_{k}\right)\right] \cup \tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$.

## 4. Function spaces and norms

The constant mean curvature equation for normal perturbations of the approximate solutions $\tilde{\Sigma}_{r}(\sigma, \delta)$ constructed in the previous section will be solved for functions in
weighted Hölder spaces. The weighting will account for the fact that the geometry of $\tilde{\Sigma}_{r}(\sigma, \delta)$ is nearly singular in the small neck-size limit that will be considered here. In fact, two slightly different function spaces will be introduced. The space $C_{\nu}^{k, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ will consist of all $C_{\mathrm{loc}}^{k, \alpha}$ functions on $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ where the rate of growth in the neck regions of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ is controlled by the parameter $\nu$. The space $C_{\nu, \bar{\nu}}^{k, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ will consist of all $C_{\text {loc }}^{k, \alpha}$ functions on $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ where the rate of growth in the neck regions of $\Sigma_{r}^{O E}(\sigma)$ is controlled by the parameter $v$ and the rate of growth in the asymptotic region along the axis of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ is controlled by the parameter $\bar{\nu}$. This latter degree of control is necessitated by the non-compactness of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$. The two types of spaces described above will collectively be denoted $C_{*}^{k, \alpha}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$ for brevity whenever needed.

### 4.1. Function spaces and norms for the finite-length surface

To begin, one must introduce a number of objects. Define a weight function $\zeta_{r}$ : $\tilde{\Sigma}_{r}(\sigma, \delta) \rightarrow \mathbb{R}$ to achieve control of the growth of functions on $\tilde{\Sigma}_{r}(\sigma, \delta)$ in the neck regions:

$$
\zeta_{r}(p):= \begin{cases}r\|x\| & \psi_{k}(p)=(t, x) \in \tilde{N}_{k} \text { with } x \in \bar{B}_{R^{\prime} / 2}(0) \text { for some } k \\ \text { Interpolation } & \psi_{k}(p)=(t, x) \in \psi_{k}\left(\tilde{S}_{k}\right) \text { with } x \in \bar{B}_{R^{\prime}}(0) \backslash B_{R^{\prime} / 2}(0) \\ & \text { for some } k \\ r & \text { elsewhere }\end{cases}
$$

where the interpolation is such that $\zeta_{r}$ is smooth and monotone in the region of interpolation, has appropriately bounded derivatives, and is invariant under all the symmetries of $\tilde{\Sigma}_{r}(\sigma, \delta)$. For the norms themselves, first introduce the following terminology. If $\mathcal{U}$ is any open subset of $\tilde{\Sigma}_{r}(\sigma, \delta)$ and $T$ is any tensor field on $\mathcal{U}$, define

$$
|T|_{0, \mathcal{U}}:=\sup _{x \in \mathcal{U}}\|T(x)\| \quad \text { and } \quad[T]_{\alpha, \mathcal{U}}:=\sup _{x, x^{\prime} \in \mathcal{U}} \frac{\left\|T\left(x^{\prime}\right)-\Xi_{x, x^{\prime}}(T(x))\right\|}{\operatorname{dist}\left(x, x^{\prime}\right)^{\alpha}}
$$

where the norms and the distance function that appear are taken with respect to the induced metric of $\tilde{\Sigma}_{r}(\sigma, \delta)$, while $\Xi_{x, x^{\prime}}$ is the parallel transport operator from $x$ to $x^{\prime}$ with respect to this metric. Then, for any function $f: \mathcal{U} \rightarrow \mathbb{R}$ define

$$
|f|_{k, \alpha, v, \mathcal{U}}:=\sum_{i=0}^{k}\left|\zeta_{r}^{i-v} \nabla^{i} f\right|_{0, \mathcal{U}}+\left[\zeta_{r}^{k+\alpha-v} \nabla^{k} f\right]_{\alpha, \mathcal{U}}
$$

The norms for the finite-length and one-ended surfaces can now be defined.
Define a collection of overlapping open subsets of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ as follows. Let $\bar{R}$ be a fixed radius such that $\bigcup_{k} B_{2 \bar{R}}\left(p_{k}^{b}\right)$ contains all the neck regions of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ and $\mathcal{A}:=\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \backslash\left[\bigcup_{k} \bar{B}_{\bar{R}}\left(p_{k}^{b}\right)\right]$ is the disjoint union of all the spherical regions
of $\tilde{\Sigma}_{r}(\sigma, \delta)$. Let $\mathcal{A}_{R}:=\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap\left[\bigcup_{k} B_{2 R}\left(p_{k}^{b}\right) \backslash \bar{B}_{R}\left(p_{k}^{b}\right)\right]$ for any choice of $R \in(0, \bar{R})$.
Definition 4.1. Let $\mathcal{U} \subseteq \tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ and $\nu \in \mathbb{R}$ and $\alpha \in(0,1)$. The $C_{v}^{k, \alpha}$ norm of a function defined on $\mathcal{U}$ is given by

$$
|f|_{C_{v}^{k, \alpha}(\mathcal{U})}:=|f|_{k, \alpha, \mathcal{U} \cap \mathcal{A}}+\sup _{R \in(0, \bar{R})}|f|_{k, \alpha, \mathcal{U} \cap \mathcal{A}_{R}}
$$

The function spaces that will be used in the case of the finite-length surface are simply the usual spaces $C^{k, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$, but endowed with the $C_{\nu}^{k, \alpha}$ norm. This space will be denoted $C_{\nu}^{k, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$.

### 4.2. Function spaces and norms for the one-ended surface

The definition of the weighted norm that will be used in the case of the one-ended approximate solution builds upon the norm just defined above. Extend the collection of overlapping open subsets used above by defining the points $p_{k}^{b}$ for $k \geq K$ as the points of $\gamma$ upon which the neck regions of $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ are centered, and then re-defining $\mathcal{A}$ and $\mathcal{A}_{R}$ as infinite unions over all $k \in \mathbb{N}$. Furthermore, re-define the weight function $\zeta_{r}$ by leaving it unchanged on $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \backslash \tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ and defining
$\zeta_{r}(p):= \begin{cases}r\|x\| & \psi_{k}(p)=(t, x) \in \tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right) \text { with } x \in \bar{B}_{R^{\prime} / 2}(0) \\ \text { Interpolation } & \psi_{k}(p)=(t, x) \in \tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right) \text { with } x \in \bar{B}_{R^{\prime}}(0) \backslash B_{R^{\prime} / 2}(0) \\ r & \text { elsewhere }\end{cases}$
Finally, for any subset $\mathcal{U} \subseteq \tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ and function $f \in C_{\mathrm{loc}}^{k, \alpha}(\mathcal{U})$ define the norm $|f|_{k, \alpha, v, \mathcal{U}}$ as above. A second collection of overlapping open subsets of $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ will be now be introduced. Let $\bar{T}:=t_{K / 2}$ be the arc-length parameter corresponding to the point $p_{N / 2}$ and for any choice of $T \geq \bar{T}$ define $\mathcal{C}_{T}:=$ $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \cap\left\{(x, t) \in \mathbb{R}^{2} \times \mathbb{R}: t \in[T, T+r]\right\}$. Also define $\mathcal{C}:=\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \backslash C_{\bar{T}}$.
Definition 4.2. Let $\mathcal{U} \subseteq \tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ and $v, \bar{v} \in \mathbb{R}$ and $\alpha \in(0,1)$. The $C_{\nu, \bar{\nu}}^{k, \alpha}$ norm of a function defined on $\mathcal{U}$ is given by

$$
\begin{aligned}
|f|_{C_{v, \bar{v}}^{k, \alpha}(\mathcal{U})}:= & |f|_{k, \alpha, v, \mathcal{U} \cap \mathcal{A} \cap \mathcal{C}} \\
& +\sup _{T>\bar{T}} T^{-\bar{v}}\left(|f|_{k, \alpha, v, \mathcal{U} \cap \mathcal{A} \cap \mathcal{C}_{T}}+\sup _{R \in\left(0, R_{0}\right)}|f|_{k, \alpha, v, \mathcal{U} \cap \mathcal{A}_{R} \cap \mathcal{C}_{T}}\right) .
\end{aligned}
$$

The function spaces that will be used in the case of the one-ended surface are the spaces $C_{\nu, \bar{\nu}}^{k, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right):=\left\{f \in C_{\text {loc }}^{k, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right):|f|_{C_{\nu, \bar{\nu}}^{k, \alpha}}<\infty\right\}$ endowed with the $C_{\nu, \bar{\nu}}^{k, \alpha}$ norm.

Remark 4.3. At first glance, the norm of Definition 4.2 looks different from the norm used to study the linearized mean curvature operator of near-degenerate Delaunay surfaces in [10, Section 4]. This is because the norm in [10, Section 4] is defined using a different parametrization (the $s$-parameter). However, it is straightforward to check, using the estimates of [10, Section 4] relating the $s$-parameter to the arc-length parameter, that the norm in [10, Section 4] is equivalent to the $C_{0, \bar{v}}^{k, \alpha}$ norm defined above.

## 5. The solution up to finite-dimensional error

### 5.1. The finite-length surface

### 5.1.1. Strategy

Let $\mu: C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow \operatorname{Emb}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta), M\right)$ be the exponential map of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ in the unit normal direction of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ with respect to the backgroung metric $g$. Hence $\mu_{r f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ is the scaled normal deformation of $\tilde{\Sigma}_{r}(\sigma, \delta)$ generated by $f \in C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$. The equation

$$
\begin{equation*}
H\left[\mu_{r f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)\right]=\frac{2}{r} \tag{5.1}
\end{equation*}
$$

selects $f \in C_{\nu}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ so that $\mu_{r f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ has constant mean curvature equal to $\frac{2}{r}$. In addition, the function $f$ will be assumed symmetrical with respect to all the symmetries satisfied by $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$. Using a fixed-point argument and a suitable choice of weight parameters, the equation (5.1) will be solved up to a finitedimensional error term. That is, we fill find a solution of

$$
H\left[\mu_{r f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)\right]=\frac{2}{r}+\mathcal{E}
$$

where $\mathcal{E}$ belongs to a finite-dimensional subspace of functions that will be denoted $\tilde{\mathcal{W}}^{F}$ and specified below. At first glance, this error comes from terms in the solution procedure that are not sufficiently small. However, the true reason for the presence of $\mathcal{E}$ is geometric and will be explained in Section 6, where we additionally show how to eliminate it and thus solve equation (5.1) exactly.

To begin, we write $H\left[\mu_{r f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)\right]:=H\left[\tilde{\Sigma}_{r}(\sigma, \delta)\right]+\mathcal{L}(r f)+$ Pert where $\mathcal{L}:=\Delta+\|B\|^{2}$ and Pert is a perturbation term. Note that $\mathcal{L}$ is not the linearized mean curvature operator of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ since that operator differs from $\mathcal{L}$ by an ambient curvature term. The first step in the solution procedure is to construct a suitably bounded parametrix $\mathcal{R}: C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ satisfying $\mathcal{L} \circ \mathcal{R}=I d+\mathcal{E}$ where $\mathcal{E}: C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow \tilde{\mathcal{W}}^{F}$ is an error term. Now we set $w_{0}:=H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-\frac{2}{r}$ and use the Ansatz $f:=\frac{1}{r} \mathcal{R}\left(w-w_{0}\right)$ to transform
equation (5.1) into

$$
\begin{equation*}
w-H\left[\mu_{\mathcal{R}\left(w-w_{0}\right)}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)\right]+\frac{2}{r}+\mathcal{E}\left(w-w_{0}\right)=w+\mathcal{E}\left(w-w_{0}\right) \tag{5.2}
\end{equation*}
$$

Let $\mathcal{N}_{r}: C_{v-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow C_{v-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ be the non-linear operator given by the left hand side of (5.2). We will show that $\mathcal{N}_{r}$ is a contraction mapping onto a neighbourhood of zero containing $w_{0}$. Once this is done, then we will have solved the equation (5.7) up to the term $\mathcal{E}\left(w-w_{0}\right) \in \tilde{\mathcal{W}}^{F}$.

Showing that $\mathcal{N}_{r}$ is a contraction mapping onto a neighbourhood of zero containing $w_{0}$ is a matter of verifying that two estimates hold when $r$ is sufficiently small. First, that

$$
\begin{equation*}
|w|_{C_{v-2}^{0, \alpha}} \leq 2\left|w_{0}\right|_{C_{v-2}^{0, \alpha}} \quad \Longrightarrow \quad\left|\mathcal{N}_{r}(w)\right|_{C_{v-2}^{0, \alpha}} \leq 2\left|w_{0}\right|_{C_{v-2}^{0, \alpha}} \tag{5.3a}
\end{equation*}
$$

when $r$ is sufficiently small. This establishes that $\mathcal{N}_{r}$ maps a ball of radius $2\left|w_{0}\right|_{C_{v-2}^{0, \alpha}}$ into itself. Second, that

$$
\begin{equation*}
|w|_{C_{v-2}^{0, \alpha}} \leq 2\left|w_{0}\right|_{C_{v-2}^{0, \alpha}} \quad \Longrightarrow \quad\left|\mathcal{N}_{r}\left(w_{1}\right)-\mathcal{N}_{r}\left(w_{2}\right)\right|_{C_{v-2}^{0, \alpha}} \leq \frac{1}{2}\left|w_{1}-w_{2}\right|_{C_{v-2}^{0, \alpha}} \tag{5.3b}
\end{equation*}
$$

when $r$ is sufficiently small. This establishes that $\mathcal{N}_{r}$ is a contraction mapping on this ball.

We will apply the following strategy for obtaining the necessary estimates for $\mathcal{N}_{r}$. Since $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ is constructed from a number of pieces that are each defined in their own geodesic normal coordinate chart, we will obtain our estimate by patching together estimates in each of these charts. To see how this is done, consider $\mathcal{N}_{r}(w)$ at a point of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ in some geodesic normal coordinate chart $\mathcal{U}$. By Lemma 2.7 we know that we can write $\mu_{f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap \mathcal{U}\right)=\dot{\mu}_{f_{0}}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap \mathcal{U}\right)$ which is the normal deformation of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ with respect to the Euclidean metric within the chart by an amount equal to a different function $f_{0}$. Let us view the correspondence $f \mapsto f_{0}$ as having been given by a mapping $\Theta: C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap \mathcal{U}\right) \rightarrow$ $C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap \mathcal{U}\right)$. Therefore in $\mathcal{U}$ we can write

$$
\begin{align*}
\mathcal{N}_{r}(w)= & w-H\left[\circ_{\Theta} \circ \mathcal{R}\left(w-w_{0}\right)\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)+\frac{2}{r}+\mathcal{E}\left(w-w_{0}\right)\right. \\
= & w-\stackrel{H}{ }\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-\stackrel{\mathcal{L}}{ }\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right)-\mathcal{Q}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right) \\
& -\mathcal{H}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right)+\frac{2}{r}+\mathcal{E}\left(w-w_{0}\right) \\
= & \left.w-\stackrel{\circ}{H}\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-(\stackrel{\mathcal{L}}{ } \circ \Theta-\mathcal{L}) \circ \mathcal{R}\left(w-w_{0}\right)\right)-\mathcal{L} \circ \mathcal{R}\left(w-w_{0}\right) \\
& -\stackrel{\mathcal{Q}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right)-\mathcal{H}^{(0)}-\mathcal{H}^{(1)}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right)+\frac{2}{r}+\mathcal{E}\left(w-w_{0}\right)}{=} \\
- & \left.(\stackrel{\circ}{\mathcal{L}} \circ \Theta-\mathcal{L}) \circ \mathcal{R}\left(w-w_{0}\right)\right)-\stackrel{\circ}{\mathcal{Q}}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right) \\
& -\mathcal{H}^{(1)}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right) \tag{5.4}
\end{align*}
$$

using the expansions of the mean curvature in geodesic normal coordinate charts from Section 2. Consequently the estimates (5.3) can be derived by computing five estimates: in Section 5.1.2 we construct and estimate the parametrix $\mathcal{R}$; in Section 5.1.3 we estimate $\left|w_{0}\right|_{C_{v-2}^{0, \alpha}}$; in Section 5.1.4 we estimate the operators $\dot{\mathcal{L}} \circ \Theta-\mathcal{L}$ and $\mathcal{H}^{(1)}$ and $\mathcal{Q}$; then finally in Section 5.1 .5 we put these estimate together to establish that $\mathcal{N}_{r}$ is indeed a contraction mapping on the ball of radius $2\left|w_{0}\right|_{C_{v-2}^{0, \alpha}}$ when $r$ is sufficiently small.

### 5.1.2. The linear analysis

We now construct a parametrix $\mathcal{R}$ satisfying $\mathcal{L} \circ \mathcal{R}=i d+\mathcal{E}$ where $\mathcal{E}$ has finite rank. In each normal coordinate chart, $\mathcal{L}$ is close to the linearized mean curvature operator with respect to the Euclidean metric $\dot{\mathcal{L}}(f):=\AA \dot{\Delta} f+\|\AA\|^{2} f$. Patching together inverses for the latter operator gives a parametrix with an error which decomposes into terms which are genuinely small (and thus can be made to vanish after iteration), and those which together constitute $\mathcal{E}$.

We make a few preliminary definitions of the cut-off functions that we will need. First, denote $A n n_{\tau}(p):=B_{\tau}(p) \backslash B_{\tau / 2}(p)$ and define subsets of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ by

$$
\begin{aligned}
\mathcal{S}_{k}^{\tau}:=\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \backslash\left[B_{\tau}\left(p_{k}^{b}\right) \cup B_{\tau}\left(p_{k-1}^{b}\right)\right] & \mathcal{T}_{k,-}^{\tau}:=\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap A n n_{\tau}\left(p_{k-1}^{b}\right) \\
\mathcal{N}_{k}^{\tau}:=\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap B_{\tau}\left(p_{k}^{b}\right) & \mathcal{T}_{k,+}^{\tau}:=\tilde{\Sigma}_{r}^{F}(\sigma, \delta) \cap A n n_{\tau}\left(p_{k}^{b}\right)
\end{aligned}
$$

Now define the smooth, monotone cut-off functions

$$
\begin{aligned}
\chi_{\text {neck }, k}^{\tau}(x) & := \begin{cases}1 & x \in \mathcal{N}_{k}^{\tau} \\
\text { Interpolation } & x \in \mathcal{T}_{k,+}^{\tau} \cup \mathcal{T}_{k+1,-}^{\tau} \\
0 & \text { elsewhere }\end{cases} \\
\chi_{\text {ext }, k}^{\tau}(x) & := \begin{cases}1 & x \in \mathcal{S}_{k}^{\tau} \\
\text { Interpolation } & x \in \mathcal{T}_{k,+}^{\tau} \cup \mathcal{T}_{k,-}^{\tau} \\
0 & \text { elsewhere }\end{cases}
\end{aligned}
$$

so that $\sum_{k} \chi_{\text {ext }, k}^{\tau}+\sum_{k} \chi_{\text {neck, } k}^{\tau}=1$ for all $\tau$. Moreover, let us suppose that these functions are invariant with respect to all symmetries satisfied by $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$.

Proposition 5.1. Let $v \in(1,2)$. There is an operator $\mathcal{R}: C_{v-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow$ $C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ that satisfies $\mathcal{L} \circ \mathcal{R}=$ id $-\mathcal{E}$ where $\mathcal{E}: C_{v-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow \tilde{\mathcal{W}}^{F}$. Here $\tilde{\mathcal{W}}^{F}$ is a finite-dimensional space that will be defined below. The estimates satisfied by $\mathcal{R}$ and $\mathcal{E}$ are

$$
|\mathcal{R}(w)|_{C_{v}^{2, \alpha}}+|\mathcal{E}(w)|_{C_{2}^{0, \alpha}} \leq C|w|_{C_{v-2}^{0, \alpha}}
$$

for all $w \in C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$, where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.

Proof. Let $w \in C_{v-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ be given. The task at hand is to solve the equation $\mathcal{L}(u)=w+\mathcal{E}(w)$ for a function $u \in C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ and an error term $\mathcal{E}(w) \in$ $\tilde{\mathcal{W}}^{F}$. To begin, introduce four radii $\tau_{1}<\tau_{2}<\tau_{3}<\tau_{4} \ll r$ with the property that the supports of the gradients of the cut-off functions $\chi_{*}^{\tau_{i}}$ and $\chi_{*}^{\tau_{j}}$ do not overlap for $i \neq j$. These radii will be further specified below.

Step 1. Let $w_{\text {neck, } k}:=w \chi_{\text {neck }, k}^{\tau_{3}}$. This function has compact support in $\mathcal{N}_{k}^{\tau_{3}}$ and thus can be viewed as a function of compact support on the standard scaled catenoid. Now consider the equation $\mathcal{L}_{N}(u)=w_{\text {neck, } k}$ on the standard scaled catenoid, where $\mathcal{L}_{N}$ is the linearized mean curvature operator of the scaled catenoid $r \varepsilon_{k} N$ with respect to the Euclidean metric. Then the pull-back of $\mathcal{L}$ to the standard scaled catenoid is a small perturbation of $\mathcal{L}_{N}$. By the theory of the Laplace operator on asymptotically flat manifolds, the operator $\mathcal{L}_{N}$ is surjective onto $C_{v-2}^{0, \alpha}\left(r \varepsilon_{k} N\right)$ when $v \in(1,2)$. Hence there is a solution $u_{\text {neck, } k}$ as desired, satisfying the estimate $\left|u_{\text {neck }, k}\right|_{C_{v}^{2, \alpha}} \leq C|w|_{C_{v-2}^{0, \alpha}}$ where these norms can be taken as the pull-backs of the weighted Hölder norms being used to measure functions on $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$. Finally, extend $u_{\text {neck, } k}$ to all of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ by the definition $\bar{u}_{\text {neck, } k}:=u_{\text {neck }, k} \chi_{\text {neck, } k}^{\tau_{4}}$ and set $\bar{u}_{\text {neck }}:=\sum_{k} \bar{u}_{\text {neck }, k}$.

Step 2. Define $w_{\text {ext }, k}:=\left(w-\mathcal{L}\left(\bar{u}_{\text {neck }}\right)\right) \chi_{\text {ext }, k}^{\tau_{2}}$. Then $w_{\text {ext }, k}$ is a function of compact support on $\mathcal{S}_{k}^{\tau_{2}}$ and thus can be viewed as a function of compact support on the sphere $S_{k} \backslash\left\{p_{k}^{+}, p_{k}^{-}\right\}$. Now consider the equation $\mathcal{L}_{S}(u)=w_{\text {ext }, k}$, where $\mathcal{L}_{S}$ is the linearized mean curvature operator of the sphere of radius $r$ with respect to the Euclidean metric. Then the pull-back of $\mathcal{L}$ to the sphere is a small perturbation of $\mathcal{L}_{S}$. It is not a priori possible to solve the equation $\mathcal{L}_{S}\left(u_{\mathrm{ext}, k}\right)=w_{\mathrm{ext}, k}$ on $S_{k}$ because of the one-dimensional kernel of $\mathcal{L}_{S}$ that is invariant with respect to the symmetries that have been imposed. A basis for the kernel is given by the function $J_{k}: S_{k} \rightarrow \mathbb{R}$ defined by $J_{k}:=\stackrel{\circ}{g}\left(\stackrel{\circ}{N}, \frac{\partial}{\partial t}\right)$ where $\stackrel{\circ}{g}$ is the Euclidean metric and $\stackrel{\circ}{N}$ is the unit normal vector of $S_{k}$. Let $w_{\text {ext }, k}^{\perp}:=w_{\text {ext }, k}-\left\langle w_{\text {ext }, k}, J_{k}\right\rangle J_{k}$ be the projection of $w_{\text {ext }, k}$ to the orthogonal complement of $\operatorname{span}\left\{J_{k}\right\}$ with respect to the Euclidean $L^{2}$-inner product denoted by $\langle\cdot, \cdot\rangle$. Now there is a solution of the equation $\mathcal{L}_{S}\left(u_{\mathrm{ext}, k}\right)=w_{\mathrm{ext}, k}^{\perp}$ satisfying the estimate $\left|u_{\mathrm{ext}, k}\right|_{C^{2, \alpha}}^{*} \leq C\left|w_{\mathrm{ext}, k}^{\perp}\right|_{C^{0, \alpha}}^{*}$ where $|\cdot|_{C^{k, \alpha}}^{*}$ is the scale-invariant $C^{k, \alpha}$ norm where derivatives and the Hölder coefficient are weighted by appropriate factors of $r$. Furthermore, one has $\left|w_{\mathrm{ext}, k}^{\perp}\right|_{C^{0, \alpha}}^{*} \leq C\left|w_{\mathrm{ext}, k}\right|_{C^{0, \alpha}}^{*} \leq C \tau_{2}^{\nu-2}|w|_{C_{v-2}^{0, \alpha}}^{*}$.

A modified solution satisfying weighted estimates can be obtained as follows. First, write $u_{\mathrm{ext}, k}:=v_{\mathrm{ext}, k}+a_{k}^{+} \eta_{k}^{+}+a_{k}^{-} \eta_{k}^{-}$where $v_{\mathrm{ext}, k}$ satisfies $\left|v_{\mathrm{ext}, k}(x)\right| \leq$ $C \tau_{2}^{\nu-2} \operatorname{dist}\left(x, p_{k}^{*}\right)^{2}|w|_{C_{\nu-2}^{0, \alpha}}$ near $p_{k}^{*}$, while the function $\eta_{k}^{ \pm}$equals one near $p_{k}^{ \pm}$and vanishes a small but $\varepsilon$-independent distance away from these points, and $a^{ \pm} \in$ $\mathbb{R}$ satisfies $\left|a^{ \pm}\right| \leq C \tau_{2}^{\nu-2}|w|_{C_{\nu-2}^{0, \alpha}}$. This decomposition is achieved by studying the Taylor series expansion of $u_{\mathrm{ext}, k}$ near $p_{k}^{ \pm}$and using the symmetries satisfied by $u_{\text {ext }, k}$. Finally, by adding the correct multiple of $J_{k}$ to $u_{\text {ext }, k}$ on each $S_{k}$, one
can arrange to have $a_{k}^{-}=0$ for every $k \geq 1$ and $a_{0}^{ \pm}=0$ by symmetry. To extend the functions $u_{\text {ext }, k}$ to all of $\tilde{\Sigma}_{r_{1}}^{F}(\sigma, \delta)$, define $\bar{u}_{\text {ext }}:=\bar{v}_{\text {ext }}+A$ where $\bar{v}_{\text {ext }}:=$ $\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} v_{\mathrm{ext}, k}$ and $A:=\sum_{k} a_{k}^{+} \eta_{k}^{+} \chi_{\text {neck }, k}^{\tau_{1}}$. Then one has the estimate $\left|\bar{v}_{\mathrm{ext}}\right|_{C_{v}^{2, \alpha}}+$ $|A|_{C_{v}^{2, \alpha}} \leq C \tau_{2}^{\nu-2}|w|_{C_{v-2}^{0, \alpha}}$.
Step 3. Let $u^{(1)}:=\bar{v}_{\text {ext }}+\bar{u}_{\text {neck }}$ and $\mathcal{E}^{(1)}(w):=-\sum_{k} \chi_{\text {ext }, k}^{\tau_{1}}\left\langle w_{\text {ext }, k}, J_{k}\right\rangle J_{k}-$ $\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}(A)$. By collecting the estimates from Steps 1 and 2, one has $\left|u^{(1)}\right|_{C_{v}^{2, \alpha}} \leq$ $C|w|_{C_{v-2}^{0, \alpha}}$. The claim is that

$$
\begin{equation*}
\left|\mathcal{L}\left(u^{(1)}\right)-w-\mathcal{E}^{(1)}(w)\right|_{C_{v-2}^{0, \alpha}} \leq \theta|w|_{C_{v-2}^{0, \alpha}} \quad \text { and } \quad\left|\mathcal{E}^{(1)}(w)\right|_{C_{2}^{0, \alpha}} \leq C \tau_{2}^{\nu-2}|w|_{C_{v-2}^{0, \alpha}} \tag{5.5}
\end{equation*}
$$

where $\theta$ can be made as small as desired by adjusting $\tau_{1}, \ldots, \tau_{4}$ and $\varepsilon$ suitably. The consequence is that one can iterate Steps 1 and 2 to construct sequences $u^{(n)}$ and $\mathcal{E}^{(n)}(w)$ that converge to $u:=\mathcal{R}(w)$ and $\mathcal{E}(w)$ respectively, satisfying the desired bounds.

Therefore to complete the proof of the proposition, it remains to compute the estimates given in 5.5 . The idea is to exploit the fact that $\mathcal{L}$ differs very little from $\mathcal{L}_{N}$ and $\mathcal{L}_{S}$ in the regions where $u^{(1)}$ equals $\bar{v}_{\text {ext }}$ and $\bar{u}_{\text {neck }}$, all while taking into account the effects of the cut-off functions. With this in mind, and using the notation $[\mathcal{L}, \chi](u):=\mathcal{L}(\chi u)-\chi \mathcal{L}(u)$, one has

$$
\begin{aligned}
\mathcal{L}\left(u^{(1)}\right)= & \left(\mathcal{L}-\mathcal{L}_{S}\right)\left(\bar{v}_{\mathrm{ext}}\right)+\sum_{k}\left[\mathcal{L}_{S}, \chi_{\mathrm{ext}, k}^{\tau_{1}}\right]\left(v_{\mathrm{ext}, k}\right)+\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}\left(v_{\mathrm{ext}, k}\right)+\mathcal{L}\left(\bar{u}_{\mathrm{neck}}\right) \\
=( & \left.\mathcal{L}-\mathcal{L}_{S}\right)\left(\bar{v}_{\mathrm{ext}}\right)+\sum_{k}\left[\mathcal{L}_{S}, \chi_{\mathrm{ext}, k}^{\tau_{1}}\right]\left(v_{\mathrm{ext}, k}\right)+\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} w_{\mathrm{ext}, k} \\
& -\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}}\left\langle w_{\mathrm{ext}, k}, J_{k}\right\rangle J_{k}-\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}(A)+\mathcal{L}\left(\bar{u}_{\mathrm{neck}}\right) \\
=( & \left.\mathcal{L}-\mathcal{L}_{S}\right)\left(\bar{v}_{\mathrm{ext}}\right)+\sum_{k}\left[\mathcal{L}_{S}, \chi_{\mathrm{ext}, k}^{\tau_{1}}\right]\left(v_{\mathrm{ext}, k}\right)+\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{2}}\left(w-\mathcal{L}\left(\bar{u}_{\mathrm{neck}}\right)\right) \\
& -\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}}\left\langle w_{\mathrm{ext}, k}, J_{k}\right\rangle J_{k}-\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}(A)+\mathcal{L}\left(\bar{u}_{\mathrm{neck}}\right) \\
=( & \left.\mathcal{L}-\mathcal{L}_{S}\right)\left(\bar{v}_{\mathrm{ext}}\right)+\sum_{k}\left[\mathcal{L}_{S}, \chi_{\mathrm{ext}, k}^{\tau_{1}}\right]\left(v_{\mathrm{ext}, k}\right)+\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{2}} w+\sum_{k} \chi_{\mathrm{neck}, k}^{\tau_{2}} \mathcal{L}\left(\bar{u}_{\mathrm{neck}}\right) \\
& \quad-\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}}\left\langle w_{\mathrm{ext}, k}, J_{k}\right\rangle J_{k}-\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}(A) \\
= & \left(\mathcal{L}-\mathcal{L}_{S}\right)\left(\bar{v}_{\mathrm{ext}}\right)+\sum_{k}\left[\mathcal{L}_{S}, \chi_{\mathrm{ext}, k}^{\tau_{1}}\right]\left(v_{\mathrm{ext}, k}\right)+\sum_{k} \chi_{\mathrm{neck}, k}^{\tau_{2}}\left(\mathcal{L}-\mathcal{L}_{N}\right)\left(\bar{u}_{\mathrm{neck}}\right) \\
& -\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}}\left\langle w_{\mathrm{ext}, k}, J_{k}\right\rangle J_{k}-\sum_{k} \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}(A)+w
\end{aligned}
$$

since $\mathcal{L}\left(\bar{u}_{\text {neck }}\right)=\left(\mathcal{L}-\mathcal{L}_{N}\right)\left(\bar{u}_{\text {neck }}\right)+\sum_{k}\left[\mathcal{L}_{N}, \chi_{\text {neck }, k}^{\tau_{4}}\right]\left(u_{\text {neck }, k}\right)+\sum_{k} \chi_{\text {neck, } k}^{\tau_{4}} \mathcal{L}_{N}\left(u_{\text {neck }, k}\right)$. The facts $\chi_{\mathrm{ext}, k}^{\tau_{1}} \quad \chi_{\mathrm{ext}, k}^{\tau_{2}}=\chi_{\mathrm{ext}, k}^{\tau_{2}}$ and $\chi_{\text {neck }, k}^{\tau_{2}} \quad \chi_{\text {neck }, k}^{\tau_{3}} \quad \chi_{\mathrm{neck}, k}^{\tau_{4}}=\chi_{\text {neck }, k}^{\tau_{2}}$ and
$\chi_{\text {neck }, k}^{\tau_{2}}\left[\mathcal{L}_{N}, \chi_{\text {neck }, k}^{\tau_{4}}\right]=0$ have also been used in the calculations above. The claim now follows since both $\mathcal{L}-\mathcal{L}_{S}$ and $\mathcal{L}-\mathcal{L}_{N}$ can be handled using Lemma 2.2 while

$$
\left|\left[\mathcal{L}_{S}, \chi_{\mathrm{ext}, k}^{\tau_{1}}\right] v_{\mathrm{ext}, k}\right|_{C_{v-2}^{0, \alpha}} \leq C\left|v_{\mathrm{ext}, k}\right|_{C_{v}^{2, \alpha}\left(\operatorname{supp}\left(\nabla \chi_{\mathrm{exx}, k}^{\tau_{1}}\right)\right)} \leq C\left(\frac{\tau_{1}}{\tau_{2}}\right)^{2-v}|w|_{C_{v-2}^{0, \alpha}}
$$

can be made as small as desired by adjusting the ratio $\tau_{1} / \tau_{2}$.
The iteration leading to the exact solution of the equation $\mathcal{L}(u)=w+\mathcal{E}(w)$ now works as follows. Using the steps above, for every $n \geq 0$ one has functions $u^{(n)} \in C_{\nu}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ and $w^{(n)} \in C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ satisfying $\mathcal{L}\left(u^{(n)}\right)=w^{(n-1)}+$ $\mathcal{E}\left(u^{(n-1)}\right)+w^{(n)}$ and $w^{(0)}=w$ along with the estimates
$\left|u^{(n)}\right|_{C_{v}^{2, \alpha}}+\left|\mathcal{E}\left(w^{(n-1)}\right)\right|_{C_{0}^{2, \alpha}} \leq C\left|w^{(n-1)}\right|_{C_{v-2}^{0, \alpha}} \quad$ and $\quad\left|w^{(n)}\right|_{C_{v-2}^{0, \alpha}} \leq \frac{1}{2}\left|w^{(n-1)}\right|_{C_{v-2}^{0, \alpha}}$.
Consequently the series $u:=\sum_{n=1}^{\infty}(-1)^{n+1} u^{(n)}$ and $\mathcal{E}(w):=\sum_{n=1}^{\infty}(-1)^{n+1} \mathcal{E}\left(w^{(n-1)}\right)$ converge in the appropriate norms and satisfy $\mathcal{L}(u)=w+\mathcal{E}(w)$ along with the desired estimates.
The definition of the finite-dimensional image of the map $\mathcal{E}: C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right) \rightarrow$ $\tilde{\mathcal{W}}^{F}$ is a by-product of Step 3 of the previous proof.
Definition 5.2. Define

$$
\tilde{\mathcal{W}}^{F}:=\operatorname{span}\left\{\chi_{\mathrm{ext}, k}^{\tau_{1}} J_{k}, \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}\left(\eta_{k}^{+} \chi_{\mathrm{neck}, k}^{\tau_{1}}\right): k=1, \ldots, K-1\right\} \cup\left\{\chi_{\mathrm{ext}, K}^{\tau_{1}} J_{K}\right\}
$$

### 5.1.3. The mean curvature estimate

We next estimate the quantity $w_{0}:=H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-\frac{2}{r}$ in the $C_{\nu-2}^{0, \alpha}$ norm when $\nu \in(1,2)$. In the following, set $\varepsilon:=\max \left\{\varepsilon_{k}^{ \pm}, \varepsilon_{k}\right\}$ and $\delta:=\max \left\{\delta_{k}\right\}$ and recall that $r_{k}=\mathcal{O}\left(r \varepsilon^{3 / 4}\right)$.
Proposition 5.3. Suppose $v \in(1,2)$. The mean curvature of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ satisfies the estimate

$$
\left|H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-\frac{2}{r}\right|_{C_{v-2}^{0, \alpha}} \leq C \max \left\{r^{3-v}, r^{1-v} \varepsilon^{3 / 2-3 v / 4}, \delta r^{1-v} \varepsilon^{1-3 v / 4}\right\}
$$

for some constant $C$ independent of $r, \varepsilon, \delta$ and $K$.
Proof. Since we can write $H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ in terms of $\stackrel{\circ}{H}\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ and $\dot{B}\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ and quantities depending on the background geometry as in Section 2.1, we can break up the estimate of $H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ into several steps. The first two steps are to derive pointwise estimates for $\stackrel{\circ}{ }\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ and $\dot{B}\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ with respect to the Euclidean background metric of the geodesic normal coordinate charts used to define the spherical and neck regions, respectively; the third step takes into account the contribution from the actual background metric in each coordinate chart; and the fourth step is to compute the desired $C_{v-2}^{0, \alpha}$ norms of $H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-\frac{2}{r}$. Finally, we note that all estimates computed below are independent of $K$.

Step 1. The first step it to find pointwise estimates for $\stackrel{\circ}{B}:=\circ_{B}^{\circ}\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ and $\stackrel{\circ}{H}:=\stackrel{\circ}{H}\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ in the coordinate chart used to define the spherical region $\tilde{S}_{k}$ of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$. The key to this estimate is to use the formulæ (2.7) and (2.8) for $B$ and $\stackrel{\circ}{H}$ in terms of the graphing function $r G$ and the second fundamental form $\grave{B}\left(S_{k}\right)$ and mean curvature $\stackrel{\circ}{\dot{H}}\left(S_{k}\right)$ of $S_{k}$ with respect to the Euclidean metric in conjunction with the estimates from Lemma 2.5. The results are

$$
\begin{aligned}
& \|\stackrel{\circ}{B}\|+r^{\alpha}[\stackrel{\circ}{B}]_{\alpha} \\
& \leq C\left(\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|+r\left\|\stackrel{\circ}{\nabla}^{2} G\right\|+r\left(|G|+r^{\alpha}[G]_{\alpha}\right)\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{2}+r^{\alpha}\left[\nabla^{2} G\right]_{\alpha}\right) \\
& \leq \frac{C}{r}\left(1+|G|+r\left\|\circ \circ \cdot r^{2}\right\| \dot{\nabla}^{2} G \|+r^{2+\alpha}\left[\dot{\nabla}^{2} G\right]_{\alpha}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\stackrel{\circ}{H}-\frac{2}{r}\right|+r^{\alpha}[\stackrel{\circ}{H}]_{\alpha} \\
& \leq C r^{2}\left(|G|^{2}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{3}+|G|\|\stackrel{\circ}{\nabla} G\|\left\|\circ_{B}\left(S_{k}\right)\right\|^{2}+|G|\left\|\stackrel{\circ}{\nabla}^{2} G\right\|\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|\right. \\
& \left.+\|\stackrel{\circ}{\nabla} G\|^{2}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|+r\left\|\circ_{\nabla} G\right\|^{2}\left\|\stackrel{\circ}{\nabla}^{2} G\right\|\right) \\
& +C r^{2+\alpha}\left([G]_{\alpha}\left(|G|\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{3}+\|\stackrel{\circ}{\nabla} G\|\left\|\circ\left(S_{k}\right)\right\|^{2}+\left\|\circ^{2} G\right\|\left\|\circ \circ\left(S_{k}\right)\right\|\right)\right. \\
& +[\stackrel{\circ}{\nabla} G]_{\alpha}\left(|G|\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{2}+\|\stackrel{\circ}{\nabla} G\|\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|+r\left\|\stackrel{\circ}{\nabla}^{2} G\right\|\|\stackrel{\circ}{\nabla} G\|\right) \\
& +\left[\circ^{2} G\right]_{\alpha}\left(|G|\left\|B\left(S_{k}\right)\right\|+r\|\nabla \circ\|^{2}\right) \\
& +|G|\left([G]_{\alpha}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{3}+\left[\circ_{\nabla} G\right]_{\alpha}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{2}+\left[\stackrel{\circ}{\nabla}^{2} G\right]_{\alpha}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{2}\right) \\
& +\|\stackrel{\circ}{\nabla} G\|\left([G]_{\alpha}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|^{2}+[\stackrel{\circ}{\nabla} G]_{\alpha}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|\right) \\
& +r\|\stackrel{\circ}{\nabla} G\|\left([\stackrel{\circ}{\nabla} G]_{\alpha}\left\|\stackrel{\circ}{\nabla}^{2} G\right\|+\|\stackrel{\circ}{\nabla} G\|\left[\stackrel{\circ}{\nabla}^{2} G\right]_{\alpha}\right) \\
& \left.+\left\|\stackrel{\circ}{\nabla}^{2} G\right\|\left([G]_{\alpha}\left\|\stackrel{\circ}{B}\left(S_{k}\right)\right\|+r[\stackrel{\circ}{\nabla} G]_{\alpha}\|\stackrel{\circ}{\nabla} G\|\right)\right) \\
& \leq \frac{C}{r}\left(|G|+r\|\stackrel{\circ}{\nabla} G\|+r^{2}\left\|\dot{\nabla}^{2} G\right\|+r^{2+\alpha}\left[\dot{\nabla}^{2} G\right]_{\alpha}\right)^{2} \\
& +C r^{3}\|\stackrel{\circ}{\nabla} G\|^{2}\left(\left\|\stackrel{\circ}{\nabla}^{2} G\right\|+r^{\alpha}\left[\stackrel{\circ}{\nabla}^{2} G\right]_{\alpha}\right) .
\end{aligned}
$$

The reason the estimate for $\left|\stackrel{\circ}{H}-\frac{2}{r}\right|$ is so much better is because we can expand $\left|\stackrel{\circ}{H}-\frac{2}{r}\right|=|r \stackrel{\mathcal{L}}{ }(G)+\mathcal{Q}(r G)|=|\mathcal{Q}(r G)|$ since $\dot{\mathcal{L}}(G)=0$ in $S_{k}$, meaning that the dominant terms in the estimate come from the quadratic part of the mean curvature. To proceed, we note that by standard interior elliptic estimates for $G$, we have
$|G|+r\|\stackrel{\circ}{\nabla} G\|+r^{2}\left\|\stackrel{\circ}{\nabla}^{2} G\right\|+r^{2+\alpha}\left[\nabla^{2} G\right]_{\alpha} \leq C \varepsilon$ for some constant $C$ independent of $r$ or $\varepsilon$. Therefore

$$
\|\stackrel{\circ}{B}\|+r^{\alpha}[\stackrel{\circ}{B}]_{\alpha} \leq \frac{C}{r} \quad \text { and } \quad\left|\stackrel{\circ}{H}-\frac{2}{r}\right|+r^{\alpha}[\stackrel{\circ}{H}]_{\alpha} \leq \frac{C \varepsilon^{2}}{r}
$$

in the spherical region $S_{k}$.
Step 2. The next step is to look inside one of the scaled normal coordinate charts used in the definition of the necks. Again, the calculations are performed with respect to the scaled Euclidean metric, and computed in the transition region $T_{\tilde{N}_{k}}:=$ $\tilde{N}_{k} \cap\left\{(t, x): x \in B_{\varepsilon_{k}^{3 / 4}}(0) \backslash B_{\varepsilon_{k}^{3 / 4} / 2}(0)\right\}$ as well as the neck region $N_{k}:=\tilde{N}_{k} \cap$ $\left\{(t, x): x \in B_{\varepsilon_{k}^{3 / 4} / 2}(0)\right\}$ itself. Of course, the estimates in $N_{k}$ are extremely straightforward since $N_{k}$ is exactly the standard catenoid for which $\stackrel{\circ}{ } \equiv 0$ and $\|\AA \therefore\|=\sqrt{2} \varepsilon_{k}\|x\|^{-2}$. Hence the challenge lies in estimating $\stackrel{\circ}{H}$ and $\stackrel{\circ}{B}$ in $T_{k}$.

The transition region $T_{k}$ is the graph of the function $\tilde{F}:=\eta F+(1-\eta) G$ as in (3.3), where $F(x):=\varepsilon_{k}\left(\operatorname{arccosh}\left(\|x\| / \varepsilon_{k}\right)+d_{k}+\delta_{k}\right)$ and $G$ has an asymptotic expansion that matches the asymptotic expansion of $F$ except for the mismatch introduced by $\delta_{k}$, while $\eta$ is a cut-off whose derivative is supported in $\frac{1}{2} \varepsilon_{k}^{3 / 4} \leq\|x\| \leq$ $\varepsilon_{k}^{3 / 4}$. Now, the scaled Euclidean second fundamental form and mean curvature of a graph are

$$
\begin{aligned}
\stackrel{\circ}{B}_{i j} & =\frac{1}{\circ} \stackrel{\circ}{D}_{i j}^{2} \tilde{F} \\
\stackrel{\circ}{H} & =\frac{1}{\circ}\left(\delta^{i j}-\frac{\stackrel{\circ}{\nabla}^{i} \tilde{F} \stackrel{\circ}{\nabla}^{j} \tilde{F}}{\stackrel{\circ}{D}^{2}}\right) \stackrel{\circ}{\nabla}_{i j}^{2} \tilde{F}
\end{aligned}
$$

where $\stackrel{\circ}{D}:=\left(1+\|\circ \stackrel{\nabla}{\nabla}\|^{2}\right)^{1 / 2}$. Write $\tilde{F}:=u+F$ where $u:=(1-\eta)(G-F)$ and observe that

$$
u=\varepsilon_{k} \delta_{k}(1-\eta)+(1-\eta)(\hat{G}-\hat{F})
$$

for functions $\hat{G}$ and $\hat{F}$ of size $\mathcal{O}\left(\|x\|^{2}\right)+\mathcal{O}\left(\varepsilon^{3}\|x\|^{-2}\right)$. When $\|x\|=\mathcal{O}\left(\varepsilon^{3 / 4}\right)$ one has

$$
\begin{aligned}
&\left|u-\varepsilon_{k} \delta_{k}(1-\eta)\right|+\sum_{k=1}^{3} \varepsilon^{3 \ell / 4}\left\|\dot{\nabla}^{\ell} u+\varepsilon_{k} \delta_{k} \stackrel{\circ}{\nabla}^{\ell} \eta\right\|=\mathcal{O}\left(\varepsilon^{3 / 2}\right) \\
&\left|F-c_{1}-c_{2} \log (1 / \varepsilon)\right|+\sum_{\ell=1}^{3} \varepsilon^{3 \ell / 4}\left\|\stackrel{\nabla}{\nabla}^{\ell} F\right\|=\mathcal{O}(\varepsilon)
\end{aligned}
$$

for constants $c_{1}, c_{2}$. Thus plugging $\tilde{F}$ into the expression for $\stackrel{\circ}{B}$ and estimating yields

$$
\|\stackrel{B}{\|}\|+\varepsilon^{3 \alpha / 4}[\stackrel{B}{B}]_{\alpha} \leq C \varepsilon^{-1 / 2}
$$

Next, plugging $\tilde{F}$ into the expression for $H$ yields

$$
\begin{array}{r}
\stackrel{\circ}{D} \stackrel{\circ}{H}=\stackrel{\circ}{\Delta} u+\left(\frac{1}{\sqrt{1+\|\stackrel{\circ}{\nabla} F\|^{2}}}-\frac{1}{\sqrt{1+\|\stackrel{\circ}{\nabla} F+\stackrel{\circ}{\nabla} u\|^{2}}}\right) F_{, i} F_{, j} F_{, i j} \\
\quad-\frac{u_{, i} u_{, j} u_{, i j}+u_{, i} u_{, j} F_{, i j}+2 u_{, i} F_{, j} u_{, i j}+F_{, i} F_{, j} u_{, i j}+2 F_{, i} u_{, j} F_{, i j}}{\sqrt{1+\|\stackrel{\circ}{\nabla} F+\stackrel{\circ}{\nabla} u\|^{2}}}
\end{array}
$$

where we have used $\grave{\Delta} F-\left(1+\|\nabla \circ\|^{2}\right)^{-1} F_{, i} F_{, j} F_{, i j} \equiv 0$. This holds since $F$ is the graphing function for the catenoid which has zero mean curvature. Therefore after some work one can estimate

$$
\left|\stackrel{\circ}{H}-2+\varepsilon_{k} \delta_{k} \AA \eta\right|+\varepsilon^{3 \alpha / 4}\left[\stackrel{\circ}{H}+\varepsilon_{k} \delta_{k} \AA \eta\right]_{\alpha} \leq C
$$

where $C$ is independent of $\varepsilon$. We remind the reader that the estimates derived here are with respect to the $r$-scaled Euclidean metric in the coordinate chart. When we make use of these estimates in the next two steps, we will need to reverse the scaling.
Step 3. The next step is to compute the pointwise norm of $H:=H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]$ with respect to the actual background metric with the help of the expansions from Lemma 2.3. This lemma can be invoked here because we have also shown in Steps 1 and 2 that $\|Y\|\left\|B{ }^{\circ}\right\|+\|Y\|^{1+\alpha}[\grave{B}]_{\alpha} \leq C$ everywhere on $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$.

To proceed, we again perform the necessary calculations in each of the different regions identified in Steps 1 and 2. Consider first the spherical region $S_{k}$, where $\|Y\|=\mathcal{O}(r)$ and

$$
\begin{aligned}
\left|H-\frac{2}{r}\right|+r^{\alpha}[H]_{\alpha} \leq & \left|\stackrel{\circ}{H}-\frac{2}{r}\right|+r^{\alpha}[\stackrel{\circ}{H}]_{\alpha}+\left|\mathcal{H}^{(00)}(Y, \stackrel{\circ}{B})\right| \\
& +r^{\alpha}\left[\mathcal{H}^{(00)}(Y, \stackrel{\circ}{B})\right]_{\alpha}+C\|Y\|^{3} \\
\leq & \left|\stackrel{\circ}{H}-\frac{2}{r}\right|+r^{\alpha}[\stackrel{\circ}{H}]_{\alpha}+C\|Y\|+C\|Y\|^{2}\|\stackrel{\circ}{B}\| \\
\leq & C\left(\frac{\varepsilon^{2}}{r}+r\right)
\end{aligned}
$$

by previous estimates and inspection of the quantity $\mathcal{H}^{(00)}(Y, B)$ given in Lemma 2.3. Consider now the transition region $T_{k}$. First, by reversing the scaling used in Step 2, the second fundamental form and mean curvature in $\tilde{N}_{k}$, measured with respect to the Euclidean metric, satisfy the estimates

$$
\left|\stackrel{\circ}{H}-\frac{2}{r}+\varepsilon_{k} \delta_{k} \grave{\Delta} \eta\right|+r^{\alpha} \varepsilon^{3 \alpha / 4}\left[\stackrel{\circ}{H}+\varepsilon_{k} \delta_{k} \grave{\Delta} \eta\right]_{\alpha} \leq \frac{C}{r} \text { and }\|\stackrel{\circ}{B}\|+r^{\alpha} \varepsilon^{3 \alpha / 4}[\stackrel{\circ}{B}]_{\alpha} \leq \frac{C}{r \varepsilon^{1 / 2}} .
$$

Now these estimates can be plugged into the expansion of the mean curvature, except that $Y$ is now the position vector field of $\psi^{-1}\left(\tilde{N}_{k}\right)$ relative to the center of the normal coordinate chart used in the construction of the neck. Thus $\|Y\|=\mathcal{O}\left(r \varepsilon^{3 / 4}\right)$ so that

$$
\left|H-\frac{2}{r}\right|+r^{\alpha} \varepsilon^{3 \alpha / 4}[H]_{\alpha} \leq \frac{C}{r}\left(1+\frac{\delta}{r \varepsilon^{1 / 2}}\right)
$$

in the transition region. Finally, in order to obtain the required estimate in the neck region itself, we must use the relation $\|Y\|^{2}=r^{2}\left(\|x\|^{2}+\varepsilon^{2} \operatorname{arccosh}^{2}(\|x\| / \varepsilon)\right)$ between the position vector field and the $x$-coordinate used in the definition of the neck. This allows us to deduce

$$
\left|H-\frac{2}{r}\right|+\|Y\|^{\alpha}[H]_{\alpha} \leq \frac{2}{r}+C r\|x\|+C r^{2}\|x\|^{2} \cdot \frac{\sqrt{2} \varepsilon_{k}}{r\|x\|^{2}} \leq \frac{C}{r}+C r(\|x\|+\varepsilon) .
$$

Step 4. The remaining task is to estimate $\left|H-\frac{2}{r}\right|$ in the $C_{v-2}^{0, \alpha}$ norm for $v \in$ $(1,2)$. This estimate will be derived by once again considering the three regions of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ identified in the previous steps. For now, the only assumption that will be made about $\varepsilon$ and $\delta$ is that $\varepsilon \ll r$. First, consider a spherical region $S_{k}$ where $\zeta_{r} \equiv r$. Hence

$$
\zeta_{r}^{2-v}\left|H-\frac{2}{r}\right|+\zeta_{r}^{2+\alpha-v}\left[H-\frac{2}{r}\right]_{\alpha} \leq C r^{3-v}
$$

Next, in the transition region $T_{k}$ where $\zeta_{r}=\mathcal{O}\left(r \varepsilon^{3 / 4}\right)$ one has

$$
\zeta_{r}^{2-v}\left|H-\frac{2}{r}\right|+\zeta_{r}^{2+\alpha-v}\left[H-\frac{2}{r}\right]_{\alpha} \leq C r^{1-v}\left(\varepsilon^{3(2-v) / 4}+\delta \varepsilon^{1-3 v / 4}\right)
$$

Finally, in the neck region $\tilde{N}_{k}$ where $\zeta_{r}(x)=r\|x\|$ in the local coordinates used there one has

$$
\zeta_{r}^{2-v}\left|H-\frac{2}{r}\right|+\zeta_{r}^{2+\alpha-v}\left[H-\frac{2}{r}\right]_{\alpha} \leq C r^{1-v} \varepsilon^{3(2-v) / 4}
$$

The proposition now follows by consolidating these three estimates.
As a by-product of the proof of the previous proposition, we have also obtained a uniform bound for the weighted norm of the second fundamental form in the geodesic normal coordinate charts used in the construction of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$.
Corollary 5.4. The second fundamental form of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ with respect to the Euclidean metric in any geodesic normal coordinate chart $\mathcal{U}$ used in the construction of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ satisfies the estimate

$$
\sup _{\mathcal{U}}\left(\zeta_{r}|\stackrel{\circ}{B}|+\zeta_{r}^{2}\|\stackrel{\circ}{\nabla}\|\right)+\zeta_{r}^{2+\alpha}\left[\odot^{\circ} \stackrel{\circ}{B}\right]_{\alpha, \mathcal{U}} \leq C
$$

for some constant $C$ independent of $r, \varepsilon, \delta$ and $K$.

Proof. The proof of Proposition 5.3 has already established that $\zeta_{r}\|\stackrel{\circ}{B}\|+\zeta_{r}^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha} \leq$ $C$ for some constant $C$ independent of $r, \varepsilon, \delta$ and $K$ in every normal coordinate chart used in the definition of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$. It thus remains to estimate $\| \nabla^{\circ} B \circ$.

First, consider one of the spherical regions of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$. The calculations from Section 2.2 when $\Sigma$ is a sphere of radius $r$ and $f=r G$ where $G$ is the function from equation (3.1) give

$$
[\stackrel{\circ}{B}(r G)]_{i j}=\frac{(1-G)^{2} \stackrel{\circ}{h}_{i j}+r^{2}(1-G) G_{; i j}+r^{2} G_{; i} G_{; j}}{r\left((1-G)^{2}+r^{2}\|\stackrel{\circ}{\nabla} G\|^{2}\right)^{1 / 2}}
$$

for the second fundamental form $\stackrel{\circ}{B}(r G)$ of $\tilde{\Sigma}_{r}(\sigma, \delta)$ with respect to the Euclidean metric while $\grave{h}_{i j}$ is the induced metric of the sphere of radius $r$. Similarly, the induced metric $[\stackrel{\circ}{h}(r G)]_{i j}$ and Christoffel symbols $[\stackrel{\circ}{\Gamma}(r G)]_{i j k}$ of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ with respect to the Euclidean metric of the coordinate chart are related to the corresponding quantities of the sphere of radius $r$ by
$[\stackrel{\circ}{h}(r G)]_{i j}=(1-G)^{2} \stackrel{\circ}{h}_{i j}+r^{2} G_{; i} G_{; j} \quad$ and $\quad[\stackrel{\circ}{\Gamma}(r G)]_{i j k}=(1-G)^{2} \stackrel{\circ}{\Gamma}_{i j k}+\mathcal{G}_{1}+r^{2} \mathcal{G}_{2}$
where $\mathcal{G}_{1}$ is a tensor formed out of $\mathcal{O}(1)$ linear combinations of components of $\stackrel{\circ}{\nabla} G \otimes \stackrel{\circ}{h}$ and $\mathcal{G}_{2}$ is a tensor formed out of $\mathcal{O}(1)$ linear combinations of components of $\nabla^{2} G \otimes \nabla^{\circ} G$. We now compute

$$
\begin{aligned}
& {[\stackrel{\circ}{B}(r G)]_{i j ; k}=} {[\stackrel{\circ}{B}(r G)]_{i j, k}-[\stackrel{\circ}{B}(r G)]_{s j}[\stackrel{\circ}{h}(r G)]^{s t}[\stackrel{\circ}{\Gamma}(r G)]_{i k t} } \\
&-[\stackrel{\circ}{B}(r G)]_{i s}[\circ \\
&h(r G)]^{s t}[\stackrel{\circ}{\Gamma}(r G)]_{j k t}
\end{aligned}
$$

and after some work, we reach the desired estimate. The Hölder seminorm estimate can be found by estimating the difference $\left|[\AA(r G)]_{i j ; k}(x)-\left[\AA_{B}(r G)\right]_{i j ; k}(y)\right|$ at two different points $x, y$ using the above formula. A similar procedure, based on differentiating the formula for the second fundamental form of a graph in Euclidean space found in Step 2 of the proof of Proposition 5.3, yields the desired estimate for $\|\stackrel{\circ}{\nabla} \stackrel{B}{B}\|$ in the neck and transition regions. The details are left to the reader.

### 5.1.4. The operator estimates

The next task is to find estimates for the $C_{v}^{0, \alpha}$ norm of the quadratic remainder term $\mathcal{Q}$ and the error term $\mathcal{H}$ for the finite-length surface. We do this by combining the estimates from Section 2 with the specifics of the construction of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ from Section 3. But we first need to show that $|f|\|B \cap\|+\|\nabla \circ f\| \ll 1$ holds if $|f|_{C_{v}^{2, \alpha}}$ is bounded and $r$ is small enough.
Lemma 5.5. Let $\mathcal{U} \subseteq \tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ be one of the normal coordinate charts used in the construction of $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$ where the second fundamental form with respect to the Euclidean metric is $\stackrel{\circ}{B}$. Then the following estimate hold in $\mathcal{U}$ :

$$
\sup _{x \in \mathcal{U}}\left(\|Y(x)\|\|\stackrel{\circ}{B}(x)\|+\|Y(x)\|^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha}\right) \leq C
$$

and

$$
\begin{gathered}
\sup _{x \in \mathcal{U}}(|f(x)|\|\stackrel{\circ}{B}(x)\|+\|\stackrel{\circ}{\nabla} f(x)\|)+\sup _{x \in \mathcal{U}} \zeta_{r}^{\alpha}(x)[f \cdot \stackrel{\circ}{B}+\stackrel{\circ}{\nabla} f]_{\alpha, \mathcal{U}} \\
\leq C r^{\nu-1}|f|_{C_{v}^{2, \alpha}}
\end{gathered}
$$

for all $f \in C_{*}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$. Here $C$ is a constant independent of $r, \varepsilon$ and $\delta$.
Proof. The first estimate is proved in Steps 1 and 2 of Proposition 5.3. For the second estimate, we not that Corollary 5.4 implies that we have $\zeta_{r}(x)\|B(x)\|+$ $\zeta_{r}^{2}(x)\|\stackrel{\circ}{\nabla} \circ \circ(x)\| \leq C$ where $C$ is some constant independent of $r$, no matter where $x$ is located in $\tilde{\Sigma}_{r}^{F}(\sigma, \delta)$. Consequently,

$$
\begin{aligned}
|f(x)|\|\stackrel{\circ}{B}(x)\|+\|\stackrel{\circ}{\nabla} f(x)\|=\zeta_{r}^{v-1}(x) & \left(\zeta_{r}^{-v}(x)|f(x)| \cdot \zeta_{r}(x)\|\stackrel{\circ}{B}(x)\|\right. \\
& \left.+\zeta_{r}^{1-v}(x)\|\stackrel{\circ}{\nabla} f(x)\|\right)
\end{aligned}
$$

which yields the first of the desired estimates. For the other, we calculate

$$
\begin{aligned}
\sup _{\mathcal{U}} \zeta_{r}^{\alpha} \cdot & {[f \cdot \stackrel{\circ}{B}+\stackrel{\circ}{\nabla} f]_{\alpha, \mathcal{U}} \leq \sup _{\mathcal{U}} \zeta_{r}^{\alpha}\left([f]_{\alpha, U}\|\stackrel{\circ}{B}\|+|f|[\stackrel{\circ}{B}]_{\alpha}+\left[\circ_{\nabla} f\right]_{\alpha}\right) } \\
& \leq \sup _{\mathcal{U}} \zeta_{r}^{\nu-1}\left(\zeta_{r}^{\alpha-v}[f]_{\alpha} \zeta_{r}\|\stackrel{\circ}{B}\|+\zeta_{r}^{-v}|f| \zeta_{r}^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha, \mathcal{U}}+\zeta_{r}^{1+\alpha-v}[\circ \circ f]_{\alpha, \mathcal{U}}\right) \\
& \leq C r^{v-1}|f|_{C_{v}^{2, \alpha}}
\end{aligned}
$$

by the Hölder seminorm estimate of Corollary 5.4.

We can now deduce the following.
Proposition 5.6. There exists $M>0$ so that if $f_{1}, f_{2} \in C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ for $v \in$ $(1,2)$ and satisfying $\left|f_{1}\right|_{C_{v}^{2, \alpha}}+\left|f_{2}\right|_{C_{v}^{2, \alpha}} \leq M$, then the quadratic remainder term $\mathcal{Q}$ satisfies the estimate

$$
\left|\mathcal{Q}\left(f_{1}\right)-\mathcal{Q}\left(f_{2}\right)\right|_{C_{v-2}^{0, \alpha}} \leq C r^{\nu-1}\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}} \max \left\{\left|f_{1}\right|_{C_{v}^{2, \alpha}},\left|f_{2}\right|_{C_{v}^{2, \alpha}}\right\}
$$

where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.
Proof. Since Lemma 5.5 ensures that $\left|f_{i}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|$ can be made as small as
needed, it is possible to invoke Lemma 2.5 and obtain

$$
\begin{aligned}
& \zeta_{r}^{2-\nu}\left|\mathcal{Q}\left(f_{1}\right)-\mathcal{Q}\left(f_{2}\right)\right| \\
& \leq C \zeta_{r}^{-\nu}\left|f_{1}-f_{2}\right|
\end{aligned}
$$

$$
\begin{aligned}
& +C \zeta_{r}^{1-v}\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\| \\
& \text { - } \max _{i} \zeta_{r}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|^{2}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{B}\|+\left|f_{i}\right|\|\stackrel{\circ}{\nabla} \stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\left\|\stackrel{\circ}{\nabla}^{2} f_{i}\right\|\right) \\
& +C \zeta_{r}^{2-v}\left\|\dot{\nabla}^{2} f_{1}-\stackrel{\circ}{\nabla}^{2} f_{2}\right\| \cdot \max _{i}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|^{2}\right) \\
& \leq C\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}} \\
& \cdot \max _{i}\left\{\left|f_{i}\right|_{C_{v}^{2, \alpha}}\right\}\left(\sum_{k=1}^{3}\|\stackrel{\circ}{B}\|^{k} \zeta^{k-1+v}+\|\stackrel{\circ}{\nabla} \stackrel{\circ}{B}\| \zeta_{r}^{1+\nu}+\left|f_{i}\right|_{C_{v}^{2, \alpha}} \zeta_{r}^{2(v-1)}+\zeta_{r}^{v-1}\right)
\end{aligned}
$$

as well as

$$
\begin{aligned}
& \zeta_{r}^{2+\alpha-v}\left[\mathcal{Q}\left(f_{1}\right)-\dot{\mathcal{Q}}\left(f_{2}\right)\right]_{\alpha} \\
& \leq C \zeta_{r}^{\alpha-\nu}\left[f_{1}-f_{2}\right]_{\alpha}
\end{aligned}
$$

$$
\begin{aligned}
& +C \zeta_{r}^{1+\alpha-v}\left[\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right]_{\alpha} \\
& \cdot \max _{i} \zeta_{r}\left(\left|f_{i}\right|\|\stackrel{\circ}{B}\|^{2}+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{B}\|+\left|f_{i}\right|\|\stackrel{\circ}{\nabla} \stackrel{\circ}{B}\|+\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\left\|\stackrel{\circ}{\nabla}^{2} f_{i}\right\|\right) \\
& +C \zeta_{r}^{2+\alpha-v}\left[\stackrel{\circ}{\nabla}^{2} f_{1}-\stackrel{\circ}{\nabla}^{2} f_{2}\right]_{\alpha} \cdot \max _{i}\left(\left|f_{i}\right|\|B\|+\left\|\circ^{\circ} f_{i}\right\|^{2}\right) \\
& +C \zeta_{r}^{-\nu}\left|f_{1}-f_{2}\right| \cdot \zeta_{r}^{2+\alpha} \max _{i}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|^{3}+\left|f_{i}\right|\|B\|^{2}\left[{ }^{\circ}\right]_{\alpha}+\left[{ }^{\circ} f_{i}\right]_{\alpha}\|\AA\|^{2}\right. \\
& +\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\|\stackrel{\circ}{B}\|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla}_{i}\right]_{\alpha} \| \nabla \circ \circ \circ \\
& +C \zeta_{r}^{1-v}\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\| \cdot \max _{i} \zeta_{r}^{1+\alpha}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|^{2}+\left|f_{i}\right|\|\stackrel{\circ}{B}\|[\stackrel{\circ}{B}]_{\alpha}+\left[{ }_{\nabla}^{\nabla} f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|\right.
\end{aligned}
$$

$$
\begin{aligned}
& +C \zeta_{r}^{2-\nu}\left\|\stackrel{\circ}{\nabla}^{2} f_{1}-\stackrel{\circ}{\nabla}^{2} f_{2}\right\| \cdot \max _{i} \zeta_{r}^{\alpha}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\left\|\stackrel{\circ}{\nabla} f_{i}\right\|\right) \\
& \leq C\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}} \\
& \cdot \max _{i}\left\{\left|f_{i}\right|_{C_{\nu}^{2, \alpha}}\right\}\left(\sum_{k=1}^{3}\|\stackrel{\circ}{B}\|^{k} \zeta^{k-1+\nu}+\|\circ \circ \circ \circ\| \zeta_{r}^{1+\nu}+\left|f_{i}\right|_{C_{\nu}^{2, \alpha}} \zeta_{r}^{2(\nu-1)}\right. \\
& \left.+\sum_{k=0}^{2}\|\stackrel{\circ}{B}\|^{k}[\stackrel{\circ}{B}]_{\alpha} \zeta_{r}^{k+\alpha+\nu}+\left[\stackrel{\circ}{\nabla} \circ^{\circ}\right]_{\alpha} \zeta_{r}^{1+\alpha+v}+\zeta_{r}^{\nu-1}\right) .
\end{aligned}
$$

The desired estimate now follows by Corollary 5.4.

Proposition 5.7. There exists $M>0$ so that if $f_{1}, f_{2} \in C_{\nu}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ for $v \in$ $(1,2)$ and satisfying $\left|f_{1}\right|_{C_{\nu}^{2, \alpha}}+\left|f_{2}\right|_{C_{\nu}^{2, \alpha}} \leq M$, then

$$
\begin{aligned}
& \left|\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right|_{C_{v-2}^{0, \alpha}} \\
& \quad \leq C r^{2}\left(1+r^{\nu-1} \max \left\{\left|f_{1}\right|_{C_{v}^{2, \alpha}},\left|f_{2}\right|_{C_{v}^{2, \alpha}}\right\}\right)\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}}
\end{aligned}
$$

where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.

Proof. First observe that $\left\|Y_{f}\right\| \leq C(r+|f|) \leq C\left(r+r^{\nu}|f|_{C_{,}^{2, \alpha}}\right) \leq C r$ by the uniform boundedness of $|f|_{C_{v}^{2, \alpha}}$ and the fact that $v \in(1,2)$. Similarly, it is also true that $\zeta_{r}^{\alpha}\left[Y_{f}\right]_{\alpha} \leq C\left(r+\zeta_{r}^{\alpha}[f]_{\alpha}+|f| \zeta_{r}^{\alpha}[\stackrel{\circ}{N}]_{\alpha}\right) \leq C r$ since we can show that the $\alpha$-Hölder norm of the unit normal vector field $\stackrel{\circ}{N}$ with respect to the Euclidean metric is uniformly bounded. This is turn follows because $\|\nabla \circ \stackrel{\circ}{N}\| \leq C\|\stackrel{B}{\circ}\|$ and we have a bound for $\zeta_{r}\|\stackrel{B}{B}\|$ from Lemma 5.5. Next, since $\left|f_{i}\right|\|\stackrel{B}{B}\|+\left\|\circ{ }^{\circ} f_{i}\right\|$ can be made as small as needed according to Lemma 5.5, we can use Proposition 2.6 and Corollary 5.4 to derive

$$
\begin{aligned}
& \zeta_{r}^{2-v}\left|\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right| \\
& \leq C \zeta_{r}^{2-\nu}\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\| \max _{i}\left\|Y_{f_{i}}\right\|^{2} \\
& +C \max _{i} \zeta_{r}\left\|\stackrel{\circ}{B}_{f_{i}}\right\|\left(\zeta_{r}\left\|Y_{f_{i}}\right\|\left(1+\left\|Y_{f_{i}}\right\|\left\|\AA_{B}^{B}\right\|\right) \zeta_{r}^{-v}\left|f_{1}-f_{2}\right|\right. \\
& \left.+\left\|Y_{f_{i}}\right\|^{2} \zeta_{r}^{1-v}\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right) \\
& +C \max _{i}\left(\zeta_{r}^{2-\nu}\left|f_{1}-f_{2}\right|+\zeta_{r}\left\|Y_{f_{i}}\right\|\left(\zeta_{r}^{-\nu}\left|f_{1}-f_{2}\right| \zeta_{r}\|\stackrel{\circ}{B}\|\right.\right. \\
& \left.\left.+\zeta_{r}^{1-v}\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right)\right) \\
& \leq C r^{2} \zeta_{r}^{2-v}\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\|+C r^{2}\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}} \\
& \leq C r^{2}\left(1+r^{\nu-1} \max \left\{\left|f_{1}\right|_{C_{\nu}^{2, \alpha}},\left|f_{2}\right|_{C_{\nu}^{2, \alpha}}\right\}\right)\left|f_{1}-f_{2}\right|_{C_{\nu}^{2, \alpha}}
\end{aligned}
$$

where to reach the last line above, we have used the pointwise bound for $\| \stackrel{\circ}{B}_{f_{1}}-$ $\stackrel{\circ}{B}_{f_{2}} \|$ from Lemma 2.5 and the techniques used in Proposition 5.6 to estimate its $C_{v-2}^{0, \alpha}$ norm. Finally, we perform similar calculations on the Hölder seminorm esti-
mate of Proposition 2.6 to deduce

$$
\begin{aligned}
& \zeta_{r}^{2+\alpha-v}\left[\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right]_{\alpha} \\
& \leq \operatorname{Cr} \zeta_{r}^{2+\nu}\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\| \max _{i} \zeta_{r}^{\alpha}\left(\left[Y_{f_{i}}\right]_{\alpha}+\left\|Y_{f_{i}}\right\|\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|\right.\right. \\
& \left.\left.+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+[\stackrel{\circ}{\nabla} f]_{\alpha}\right)\right) \\
& +C r^{2} \zeta_{r}^{2+\alpha-v}\left[\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right]_{\alpha} \\
& +C \max _{i} \zeta_{r}^{1+\alpha}\left[B_{f_{i}}\right]_{\alpha}\left(r \zeta_{r}\left(1+\left\|Y_{f_{i}}\right\|\|\stackrel{\circ}{B}\|\right) \zeta_{r}^{-\nu}\left|f_{1}-f_{2}\right|\right. \\
& \left.\left.+r^{2} \zeta_{r}^{1-v}\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right)\right) \\
& +C \zeta_{r} \max _{i}\left(\zeta_{r}^{1+\alpha}\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\right) \zeta_{r}^{-\nu}\left|f_{1}-f_{2}\right|\right. \\
& +\zeta_{r}^{\alpha-v}\left[f_{1}-f_{2}\right]_{\alpha} \\
& +\zeta_{r}^{1+\alpha}\left(\left[Y_{f_{i}}\right]_{\alpha}+\left\|Y_{f_{i}}\right\|\left(\left[f_{i}\right]_{\alpha}\|\stackrel{\circ}{B}\|+\left|f_{i}\right|[\stackrel{\circ}{B}]_{\alpha}+\left[\stackrel{\circ}{\nabla} f_{i}\right]_{\alpha}\right)\right) \\
& \times\left(\zeta_{r}^{-\nu}\left|f_{1}-f_{2}\right| \zeta_{r}\|\stackrel{\circ}{B}\|+\zeta_{r}^{1-\nu}\left\|\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right\|\right) \\
& +r\left(\zeta_{r}^{\alpha-v}\left[f_{1}-f_{2}\right]_{\alpha} \zeta_{r}\|\stackrel{\circ}{B}\|+\zeta_{r}^{-v}\left|f_{1}-f_{2}\right| \zeta_{r}^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha}\right. \\
& \left.\left.+\zeta_{r}^{1+\alpha-v}\left[\stackrel{\circ}{\nabla} f_{1}-\stackrel{\circ}{\nabla} f_{2}\right]_{\alpha}\right)\right) \\
& \leq C r^{2}\left(\zeta_{r}^{2+v}\left\|\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right\|+\zeta_{r}^{2+\alpha-v}\left[\stackrel{\circ}{B}_{f_{1}}-\stackrel{\circ}{B}_{f_{2}}\right]_{\alpha}+\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}}\right) \\
& +C r^{1+\nu}\left|f_{1}-f_{2}\right|_{C_{v}^{2, \alpha}} \\
& \leq C r^{2}\left(1+r^{\nu-1} \max \left\{\left|f_{1}\right|_{C_{\nu}^{2, \alpha}},\left|f_{2}\right|_{C_{\nu}^{2, \alpha}}\right\}\right)\left|f_{1}-f_{2}\right|_{C_{\nu}^{2, \alpha}}
\end{aligned}
$$

using Lemma 2.5 once again.

Proposition 5.8. There exists $M>0$ so that if $f \in C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ for $v \in(1,2)$ and satisfying $|f|_{C_{v}^{2, \alpha}} \leq M$, then

$$
|ْ \mathcal{L} \circ \Theta(f)-\mathcal{L}(f)|_{C_{v-2}^{0, \alpha}} \leq C r^{2}|f|_{C_{v}^{2, \alpha}}
$$

where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.
Proof. We begin by estimating

$$
\begin{aligned}
|ْ \mathcal{L} \circ \Theta(f)-\mathcal{L}(f)|_{C_{v-2}^{0, \alpha}} & \leq \mid ْ\left(\left.\mathcal{L}(\Theta(f)-f)\right|_{C_{v-2}^{0, \alpha}}+\mid(\grave{\mathcal{L}}-\mathcal{L})(f)_{C_{v-2}^{0, \alpha}}\right. \\
& \leq C|\Theta(f)-f|_{C_{v}^{2, \alpha}}+\mid(\stackrel{\mathcal{L}}{ }-\mathcal{L})(f)_{C_{v-2}^{0, \alpha}}
\end{aligned}
$$

where $C$ is the operator norm of $\mathcal{L}: C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right) \rightarrow C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$. This is a constant indpendent of $r, \varepsilon, \delta$ because of Lemma 5.5 and the following computation:

$$
\begin{aligned}
\zeta_{r}^{2-v}|\grave{\Delta} f| & +\zeta_{r}^{-v}|f| \cdot \zeta_{r}^{2}\|\stackrel{B}{B}\|^{2}+\zeta_{r}^{2+\alpha-v}\left[\AA f+\|\AA\|^{2} f\right]_{\alpha} \\
& \leq C\left(|f|_{C_{v}^{2, \alpha}}+\zeta_{r}\|\stackrel{\circ}{B}\| \cdot \zeta_{r}^{1+\alpha}[\stackrel{\circ}{B}]_{\alpha} \cdot \zeta_{r}^{-v}|f|+\zeta_{r}^{2}\|\stackrel{\circ}{B}\|^{2} \cdot \zeta_{r}^{\alpha-v}[f]_{\alpha}\right) \\
& \leq C|f|_{C_{v}^{2, \alpha}}
\end{aligned}
$$

Lemma 2.7 now shows that in any normal coordinate chart

$$
\begin{aligned}
\sum_{k=0}^{3} \zeta_{r}^{k-v}\left\|\nabla^{k}(\Theta(f)-f)\right\| & \leq C \sum_{k=0}^{3} \zeta_{r}^{-v}\|Y\|^{k}\left\|\nabla^{k}(\Theta(f)-f)\right\| \\
& \leq C r^{2} \sum_{k=0}^{3} \zeta_{r}^{-v}\|Y\|^{k}\left\|\nabla^{k} f\right\| \\
& \leq C r^{2}|f|_{C_{v}^{3}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)}
\end{aligned}
$$

since $\zeta_{r}(x)^{-1}\|Y(x)\|$ is bounded above and below away from zero by a constant $C$ independent of $r, \varepsilon$ and $\delta$ for all $x \in \tilde{\Sigma}_{r}(\sigma, \delta)$. We deduce $|\Theta(f)-f|_{C_{v}^{2, \alpha}} \leq$ $C r^{2}|f|_{C_{v}^{2, \alpha}}$ from this. Finally, Lemma 2.2 shows that in any normal coordinate chart

$$
\begin{aligned}
\zeta_{r}^{2-v} & |\mathcal{L}(f)-\mathcal{L}(f)|+\zeta_{r}^{2+\alpha-v}[\mathcal{L}(f)-\mathcal{L}(f)]_{\alpha} \\
& \leq C \zeta_{r}^{2}\left(\sum_{k=0}^{2} \zeta_{r}^{-v}\|Y\|^{k}\|\stackrel{\circ}{\nabla} f\|+\|Y\|^{2+\alpha} \zeta_{r}^{-v}\left[\nabla^{2} f\right]_{\alpha}\right) \\
& \leq C r^{2}|f|_{C_{v}^{2, \alpha}}
\end{aligned}
$$

Putting together the estimates we've found leads to the desired result.

### 5.1.5. The fixed-point argument

We are now in a position to solve the CMC equation up to a finite-dimensional error by showing that the mapping $\mathcal{N}_{r}$ defined by equation (5.2) is a contraction mapping. We do so by establishing both estimates (5.3). Now, by Proposition 5.3 we know that $\left|H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]-\frac{2}{r}\right|_{C_{v-2}^{0, \alpha}} \leq C \max \left\{r^{3-v}, r^{1-v} \varepsilon^{3 / 2-3 v / 4}, \delta r^{1-v} \varepsilon^{1-3 v / 4}\right\}:=$ $R(r, \varepsilon, \delta)$. To simplify the proof below, we will now assume that $\varepsilon \leq C r^{2}$ and $\delta \leq C r$. This will be justified in Section 6.3 when the parameters $\varepsilon_{k}$ and $\delta_{k}$ are determined. If we make this simplification, then $R(r, \varepsilon, \delta) \leq C r^{4-5 \nu / 2}$. When $v \in(1,6 / 5)$ then $R(r, \varepsilon, \delta)=o(r)$ which is needed so that $|f|_{C_{v}^{2, \alpha}}$ is small enough to invoke the various operator estimates used below.

Proposition 5.9. There exists $w:=w_{r}(\sigma, \delta) \in C_{v-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ with $v \in(1,6 / 5)$ and $f:=f_{r}(\sigma, \delta) \in C_{v}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ defined by $f:=\frac{1}{r} \mathcal{R}\left(w-H\left[\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right]+\frac{2}{r}\right)$ so that

$$
\begin{equation*}
H\left[\mu_{r f}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)\right]-\frac{2}{r}=\mathcal{E} \tag{5.6}
\end{equation*}
$$

where $\mathcal{E} \in \tilde{\mathcal{W}}^{F}$. Moreover, the estimate

$$
|f|_{C_{v}^{2, \alpha}} \leq C r^{3-5 \nu / 2}
$$

holds for the function $f$, where the constant $C$ is independent of $r, \varepsilon$ and $\delta$. Finally, the mapping $(\sigma, \delta) \mapsto f(\sigma, \delta)$ is smooth in the sense of Banach spaces.
Proof. Let $w_{0}:=H\left[\tilde{\Sigma}_{r}(\sigma, \delta)\right]-\frac{2}{r}$. From Proposition 5.3 we know that $\left|w_{0}\right|_{C_{v-2}^{0, \alpha}} \leq$ $R(r, \varepsilon, \delta)$ when $r$ is sufficiently small. We now establish the first estimate (5.3a) as laid out in Section 5.1.1 when $r$ is sufficiently small. To do so, we consider the operator $\mathcal{N}_{r}$ in any normal coordinate chart and choose $w \in C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$ with $|w|_{C_{v-2}^{0, \alpha}} \leq 2\left|w_{0}\right|_{C_{v-2}^{0, \alpha}}$. Using equation (5.4) and the results of Proposition 5.6, Proposition 5.7 and Proposition 5.8, we deduce

$$
\begin{aligned}
\left|\mathcal{N}_{r}(w)\right|_{C_{v-2}^{0, \alpha} \leq} \leq & \left|(\mathcal{L} \circ \Theta-\mathcal{L})\left(\mathcal{R}\left(w-w_{0}\right)\right)\right|_{C_{v-2}^{0, \alpha}} \\
& \quad+\left|\mathcal{Q}\left(\Theta\left(\mathcal{R}\left(w-w_{0}\right)\right)\right)\right|_{C_{v-2}^{0, \alpha}}+\left|\mathcal{H}^{(1)}\left(\Theta \circ \mathcal{R}\left(w-w_{0}\right)\right)\right|_{C_{v-2}^{0, \alpha}} \\
\leq & C r^{2}\left(\left|\mathcal{R}\left(w-w_{0}\right)\right|_{C_{v}^{2, \alpha}}+\left|\Theta\left(\mathcal{R}\left(w-w_{0}\right)\right)\right|_{C_{v}^{2, \alpha}}\right) \\
& \quad+C r^{\nu-1}\left|\Theta\left(\mathcal{R}\left(w-w_{0}\right)\right)\right|_{C_{v}^{2, \alpha}}^{2} \\
\leq & C\left(r^{2}+r^{\nu-1} R(r, \varepsilon, \delta)\right)\left|w_{0}\right|_{C_{v-2}^{0, \alpha}}^{0, \alpha}
\end{aligned}
$$

We have also used the fact that $|\Theta(f)|_{C_{\nu}^{2, \alpha}} \leq C|f|_{C_{\nu}^{2, \alpha}}$ according to Lemma 2.7 and the fact that $|\mathcal{R}(f)|_{C_{v}^{2, \alpha}} \leq C|f|_{C_{v-2}^{0, \alpha}}$ according to Proposition 5.1. It is now clear that if we choose $r$ sufficiently small, it is possible to have $C\left(r^{2}+r^{\nu-1} R(r, \varepsilon, \delta)\right) \leq$ 2 which establishes the first estimate (5.3a). By performing essentially the exact same calculations, we find that the second estimate (5.3b) holds with this same value of $r$. Consequently, $\mathcal{N}_{r}$ is a contraction mapping on the ball of radius $2\left|w_{0}\right|_{C_{\nu-2}^{0, \alpha}}$. The size of the solution $f:=f(\sigma, \delta)$ follows from our bounds on $\mathcal{R}$; while the smoothness of the mapping $(\sigma, \delta) \mapsto f(\sigma, \delta)$ is a standard consequence of the contraction mapping theorem. Therefore the proposition follows.

### 5.2. The one-ended surface

### 5.2.1. Strategy

The strategy for solving the CMC equation (5.1) in the case of the one-ended surface $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ must be modified in order to take the non-compactness of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ into
account. In fact, the modification required can be understood by considering the outcome of the linear analysis, specifically the nature of the parametrix for $\mathcal{L}$. In this case, the outcome of the construction of the parametrix, which will mimic Proposition 5.1 as closely as possible, will be an operator $\mathcal{R}: C_{v-2, \bar{\nu}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \rightarrow$ $C_{\nu, \overline{\mathcal{V}}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \oplus \tilde{\mathcal{V}}$ satisfying $\mathcal{L} \circ \mathcal{R}=i d+\mathcal{E}$. The operator $\mathcal{E}$ again maps into a finite-dimensional subspace $\tilde{\mathcal{W}}^{O E}$. The subspace $\tilde{\mathcal{V}}$ is the new ingredient, and it can be explained as follows. First, let $J_{\text {Del }}^{s}$ for $s=0,1$ be the bounded and linearly growing Jacobi fields of the standard Delaunay surface and define the space

$$
\tilde{\mathcal{V}}:=\operatorname{span}\left\{\chi_{\text {Del }}^{\bar{\tau}} J_{\text {Del }}^{1}, \chi_{\text {Del }}^{\bar{\tau}} J_{\text {Del }}^{2}\right\}
$$

where $\chi_{\text {Del }}^{\bar{\tau}}$ is a smooth, monotone cut-off function that transitions from zero to one in the neck region where the Delaunay end of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ is attached to the finite part of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$. The reason $\tilde{\mathcal{V}}$ is needed is simply because $\mathcal{L}: C_{\nu, \bar{\nu}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \rightarrow$ $C_{\nu-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ is not surjective but becomes so when growth like the first nondecaying Jacobi fields of $\mathcal{L}$ is permitted. But now the fact that one component of the solution of the linearized problem does not decay forces the modified approach that will be outlined in the next two paragraphs, since the quadratic remainder of the mean curvature will not behave appropriately for this component. An approach similar to the one proposed below has been used in [17].

To compensate for the non-decaying component of the solution of the linearized equation, one proceeds as follows. Let $\mathcal{R}^{(1)}$ denote the component of $\mathcal{R}$ mapping into $C_{\nu, \bar{\nu}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ and let $\mathcal{R}^{(2)}$ be the component of $\mathcal{R}$ mapping into $\tilde{\mathcal{V}}$. Furthermore, if $\mathcal{R}^{(2)}(w)=a_{1} \chi_{\text {Del }}^{\bar{\tau}} J_{\text {Del }}^{1}+a_{2} \chi_{\text {Del }}^{\bar{\tau}} J_{\text {Del }}^{2}$, then let us write $\mathcal{R}^{(2)}(w):=\left(a_{1}(w), a_{2}(w)\right)$ despite the slight abuse of notation that this represents. Now the equation that needs to be solved is still

$$
\begin{equation*}
H\left[\mu_{r f}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)\right]=\frac{2}{r} \tag{5.7}
\end{equation*}
$$

but for $f \in C_{\nu-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$. Recall that the last two free parameters of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$, namely $\sigma_{K}$ and $\delta_{K}$, parametrize asymptotically non-trivial deformations of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$. That is, these cause the period and location of the entire Delaunay end to change. The idea for converting (5.7) into a fixed-point problem is to associate $\mathcal{R}^{(1)}$ with $f$ and $\mathcal{R}^{(2)}$ with the parameters $\left(\sigma_{K}, \delta_{K}\right)$.

This can be done as follows. Recall that there are specific values $\sigma_{K}=\stackrel{\circ}{\sigma}_{K}$ and $\delta_{K}=0$ which produce optimal matching in the assembly of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$. With slight abuse of notation, write $\tilde{\Sigma}_{r}^{O E}(a):=\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ with $a:=\left(a_{1}, a_{2}\right)$ and $\left(\sigma_{K}, \delta_{K}\right)=$ $\left({ }_{\circ}^{\circ}{ }_{K}+a_{1}, a_{2}\right)$. Given the flexibility one has in the choice of $\tilde{\mathcal{V}}$, one can arrange that

$$
\left.\frac{\partial}{\partial a_{i}} H\left[\tilde{\Sigma}_{r}^{O E}\left(a_{1}, a_{2}\right)\right]\right|_{a=0}=\mathcal{L}\left(\chi_{\operatorname{Del}}^{\bar{\tau}} J_{\text {Del }}^{i}\right)
$$

for $i=1,2$. Consequently, the Ansätze

$$
w_{0}:=H\left[\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right]-\frac{2}{r} \quad f:=\frac{1}{r} \mathcal{R}^{(1)}\left(w-w_{0}\right) \quad a:=\mathcal{R}^{(2)}\left(w-w_{0}\right)
$$

transform equation (5.7) into

$$
\begin{align*}
w- & H\left[\mu_{\mathcal{R}^{(1)}\left(w-w_{0}\right)}\left(\tilde{\Sigma}_{r}^{O E}\left(\mathcal{R}^{(2)}\left(w-w_{0}\right)\right)\right)\right]+\frac{2}{r}+\mathcal{E}\left(w-w_{0}\right)  \tag{5.8}\\
& =w+\mathcal{E}\left(w-w_{0}\right)
\end{align*}
$$

To solve this problem (up to an error term) we show that the mapping $\mathcal{N}_{r}$ : $C_{v-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \rightarrow \tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ given by the left hand side of (5.8) is a contraction mapping onto a neighbourhood of zero containing $H\left[\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right]-\frac{2}{r}$. Doing so requires establishing the same kinds of estimates as (5.3) via the expansion (5.4) that is still valid here. Therefore the next four section mimic Sections 5.1.2-5.1.5. Once we have the necessary estimates, then we obtain a solution of the equation (5.7) up to a term in $\tilde{\mathcal{W}}^{O E}$. This finite-dimensional error term must of course still be dealt with in order to find a true CMC surface near to $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$, and this will be carried out in Section 6.

### 5.2.2. The linear analysis

The construction of the parametrix in the case of the one-ended surface begins with the definition of an additional set of partitions of unity for $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ as follows. For any $\bar{\tau} \in \mathbb{R}$ let $C y l_{\bar{\tau}}$ be the set $\{(x, t) \in M:\|x\| \leq r$ and $t \geq \bar{\tau}\}$, and let $\mathcal{D}^{\bar{\tau}}:=\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \cap C y l_{\bar{\tau}}$. Now define the smooth, monotone cut-off function $\chi_{\text {Del }}^{\bar{\tau}}$ that equals one in $\mathcal{D}^{\bar{\tau}}$ and vanishes in $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \backslash \mathcal{D}^{\bar{\tau}-r}$.

A second important ingredient that will be used in the construction of the parametrix is a careful analysis of the properties of the linearized mean curvature operator of a near-degenerate Delaunay surface with respect to the $C_{\nu, \bar{\nu}}^{k, \alpha}$ norm. This was carried out in [10] and the relevant results from [10, Section 4] can be adapted to the needs of this paper and will be quoted whenever they are used in the proof given below.

Proposition 5.10. Let $(v, \bar{v}) \in(1,2) \times(-1,0)$.
There is an operator $\mathcal{R}: C_{\nu-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \rightarrow C_{\nu, \bar{\nu}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \oplus \tilde{\mathcal{V}}$ that satisfies $\mathcal{L} \circ \mathcal{R}=$ id $-\mathcal{E}$ where $\mathcal{E}: C_{v-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \rightarrow \tilde{\mathcal{W}}^{O E}$. Here $\tilde{\mathcal{W}}^{O E}$ is a finitedimensional space that will be defined below. The estimates satisfied by $\mathcal{R}$ and $\mathcal{E}$ are

$$
|\mathcal{R}(w)|_{C_{v, \bar{v}}^{2, \alpha} \oplus \tilde{\mathcal{V}}}+|\mathcal{E}(w)|_{C_{0, \bar{v}}^{2, \alpha}} \leq C|w|_{C_{v-2, \bar{v}}^{0, \alpha}}
$$

for all $w \in C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$, where $C$ is a constant independent of $r, \varepsilon, \delta$ and $K$.

Proof. Let $w \in C_{v-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ be given. The solution of the equation $\mathcal{L}(u)=$ $w+\mathcal{E}(w)$ will be constructed broadly along the same lines as in Proposition 5.1 in that local solutions on the spherical constituents, the necks and the Delaunay end of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ will be patched together. In this case, however, a preliminary step is needed to reduce the interaction between the Delaunay end and the finite part of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$. This amounts to showing that one can assume that $w \equiv 0$ in a large part of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$.
Step 0. Define $w_{\text {mid }}:=\chi_{\text {Del }}^{t_{K}}\left(1-\chi_{\text {Del }}^{t_{2 K}}\right) w$. Using the methods of Proposition 5.1, one can solve the Dirichlet problem $\mathcal{L}\left(u_{\text {mid }}\right)=w_{\text {mid }}+\mathcal{E}\left(w_{\text {mid }}\right)$ and $u_{\text {mid }}=$ 0 on $\partial\left[\mathcal{D}^{t_{K}} \backslash \mathcal{D}^{t_{2 K}}\right]$. The estimate one obtains is $\left|u_{\text {mid }}\right|_{C_{v}^{2, \alpha}}+\left|\mathcal{E}\left(w_{\text {mid }}\right)\right|_{C_{0}^{2, \alpha}} \leq$ $C\left|w_{\text {mid }}\right|_{C_{v-2}^{0, \alpha}} \leq C|w|_{C_{\nu-2, \bar{v}}^{0, \alpha}}$ where $C$ is independent of $r, \varepsilon$ and $K$. Then $u_{\text {mid }}$ can be extended to all of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ by defining $\bar{u}_{\text {mid }}:=\chi_{\text {Del }}^{t_{K}-r}\left(1-\chi_{\text {Del }}^{t_{2 K}+r}\right) u_{\text {mid }}$. If one now solves $\mathcal{L}(u)=w-\mathcal{L}\left(\bar{u}_{\text {mid }}\right)$, then the function $u+u_{\text {mid }}$ solves $\mathcal{L}\left(u+u_{\text {mid }}\right)=w$. The advantage will be that the function $w-\mathcal{L}\left(\bar{u}_{\text {mid }}\right)$ vanishes in $\mathcal{D}^{t_{K}} \backslash \mathcal{D}^{t_{2 K}}$ but still satisfies the same estimates as did $w$. One can also assume that $K$ can be as large as desired.
Step 1. Let $w \in C_{v-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ be given and assume that $w \equiv 0$ in $\mathcal{D}^{t_{K}} \backslash$ $\mathcal{D}^{t_{2 K}}$. Consider the equation $\mathcal{L}\left(u_{\mathrm{fin}}\right)=w_{\mathrm{fin}}+\mathcal{E}\left(w_{\mathrm{fin}}\right)$ where $w_{\text {fin }}:=\left(1-\chi_{\text {Del }}^{t_{2 K}}\right) w$ and view the function on the right hand side as being defined on the finite-length surface. Using the methods of Proposition 5.1, one can find a solution $u_{\text {fin }} \in$ $C_{\nu}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{F}(\sigma, \delta)\right)$ satisfying $\left|u_{\mathrm{fin}}\right|_{C_{v}^{2, \alpha}}+\left.\mathcal{E}\left(w_{\mathrm{fin}}\right)\right|_{C_{0}^{0, \alpha}} \leq C|w|_{C_{v-2, \bar{\nu}}^{0, \alpha}}$ for some constant $C$ independent of $r, \varepsilon$ and $K$. Note that one must view $\mathcal{D}^{t_{K}} \backslash \mathcal{D}^{t_{2} K}$ as being very close to a union of spherical and neck regions in order to do so. Furthermore, by carefully analyzing the iteration process that leads to the solution, the fact that $\operatorname{supp}\left(w_{\mathrm{fin}}\right) \subseteq \tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \backslash \mathcal{D}^{t_{K}}$ implies that for $x \in \tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ near $\partial \mathcal{D}^{t_{2 K}}$ one has $\zeta_{r}^{-v}(x)\left|u_{\mathrm{fin}}(x)\right| \leq C \mathrm{e}^{-K}|w|_{C_{v-2, \bar{v}}^{0, \alpha}}$ for some constant $C$ independent of $r, \varepsilon$ and $K$.
Extend $u_{\text {fin }}$ to all of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ by defining $\bar{u}_{\text {fin }}:=\left(1-\chi_{\text {Del }}^{t_{2 K}+r}\right) u_{\text {fin }}$.
Step 2. For $w \in C_{\nu-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ from Step 1 , set $w_{\text {Del }}:=\chi_{\text {Del }}^{t_{2} K} w$ and consider now the equation $\mathcal{L}_{D}\left(u_{\text {Del }}\right)=w_{\text {Del }}$ but viewed as an equation on the complete Delaunay surface $D_{r}$. Then using the methods of [10, Section 4] and [15] along with the condition $\bar{v} \in(-1,0)$, there is a solution of this equation which can be decomposed as $u_{\text {Del }}=v_{\text {Del }}+a_{\text {Del }}^{1} \chi_{\text {Del }}^{\bar{\tau}} J_{\text {Del }}^{1}+a_{\text {Del }}^{2} \chi_{\text {Del }}^{\bar{\tau}} J_{\text {Del }}^{2}$. Here $v_{\text {Del }} \in C_{v, \bar{\nu}}^{2, \alpha}\left(D_{r}\right)$ and one has the estimate $\left|v_{\text {Del }}\right|_{C_{v}^{2, \alpha}}+\left|a_{\text {Del }}^{1}\right|+\left|a_{\text {Del }}^{2}\right| \leq C\left|w_{\text {Del }}\right|_{C_{v-2, \bar{v}}^{0, \alpha}}$ for some constant independent of $r$ and $\varepsilon$. Furthermore, because supp $\left(w_{\text {Del }}\right) \subseteq \tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \cap$ $\mathcal{D}^{t_{K}}$ one can arrange to have $\zeta_{r}^{-\nu}(x)\left|u_{\mathrm{fin}}(x)\right| \leq C \mathrm{e}^{-K}|w|_{C_{v-2, \bar{v}}^{0, \alpha}}$ for $\bar{x} \in \tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ near $\partial \mathcal{D}^{t_{2 K}}$ for some constant $C$ independent of $r, \varepsilon$ and $K$. Now it is possible to view $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \cap \mathcal{D}^{t_{K}}$ as a graph over $D_{r} \cap \mathcal{D}^{t_{K}}$ and hence $u_{\text {Del }}$ can be viewed as a function defined on $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta) \cap \mathcal{D}^{t_{K}}$. Extend this function to all of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ by defining $\bar{u}_{\text {Del }}:=\chi_{\text {Del }}^{t_{K}-r} u_{\text {Del }}$.

Step 3. The estimate of $\mathcal{L}(u)-w$ up to a finite-dimensional error term proceeds in the same way as in Step 3 of Proposition 5.1. The extra exponential decay of $\bar{u}_{\text {fin }}$ and $\bar{u}_{\text {Del }}$ near $\partial\left[\mathcal{D}^{t_{K}} \backslash \mathcal{D}^{t_{2 K}}\right]$ ensures that the cut-off errors that arise there are small. Consequently one can iterate the steps above and find the desired solution $\mathcal{R}(w) \in C_{\nu, \bar{\nu}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \oplus \tilde{\mathcal{V}}$ and satisfying the desired estimate.

The definition of the finite-dimensional image of the map $\mathcal{E}: C_{\nu-2}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right) \rightarrow$ $\tilde{\mathcal{W}}^{O E}$ is once again a by-product of the previous proof.
Definition 5.11. Define

$$
\tilde{\mathcal{W}}^{O E}:=\operatorname{span}\left\{\chi_{\mathrm{ext}, k}^{\tau_{1}} J_{k}, \chi_{\mathrm{ext}, k}^{\tau_{1}} \mathcal{L}_{S}\left(\eta_{k}^{+} \chi_{\mathrm{neck}, k}^{\tau_{1}}\right): k=0, \ldots, K-1\right\} \cup\left\{\chi_{\mathrm{ext}, K}^{\tau_{1}} J_{K}\right\}
$$

### 5.2.3. The mean curvature estimate

The estimate of the mean curvature of the one-ended surface $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ is a very straightforward extension of the results obtained in Section 5.1.3. In fact, the result is the same.

Proposition 5.12. Suppose $v \in(1,2)$ and $\bar{v} \in(-1,0)$ is sufficiently close to zero. The mean curvature of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ satisfies the estimate

$$
\left|H-\frac{2}{r}\right|_{C_{v-2, \bar{v}}^{0, \alpha}} \leq C \max \left\{r^{3-v}, r^{1-v} \varepsilon^{3 / 2-3 v / 4}, \delta r^{1-v} \varepsilon^{1-3 v / 4}\right\}
$$

for some constant $C$ independent of $r, \varepsilon, \delta$ and $K$.
Proof. The computations of Proposition 5.3 give the estimate of the mean curvature of the part $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ constructed from spheres and catenoids. It thus remains only to compute the estimate of the mean curvature of $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ (actually, the part of $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ that is an un-perturbed Delaunay surface). Once again, the key is to use Lemma 2.3, but this time realizing that the mean curvature of $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right)$ with respect to the Euclidean background metric in a tubular neighbourhood of $\gamma$ is exactly equal to $\frac{2}{r}$. Let $p$ be any point on $\gamma$ and let $p^{\prime}$ be any point on $\tilde{D}_{r}^{+}\left(\sigma_{K}, \delta_{K}\right) \cap$ $B_{r}(p)$. Then by the lemma,

$$
\left|H\left(p^{\prime}\right)-\frac{2}{r}\right| \leq C|R(p)|\left(\left\|Y\left(p, p^{\prime}\right)\right\|^{2}\left\|\stackrel{\circ}{B}\left(p^{\prime}\right)\right\|+\left\|Y\left(p, p^{\prime}\right)\right\|\right)
$$

where $R$ is an expression that is linear in the components of the ambient Riemannian curvature at $p$ and $Y\left(p, p^{\prime}\right)$ is the position vector field of $p^{\prime}$ with respect to $p$. The constant $C$ is independent of $r$ and $\varepsilon$. Since the curvature is exponentially decaying along $\gamma$, the same estimates from Proposition 5.3 continue to hold and yield the estimate needed here.

### 5.2.4. The operator estimates

The estimates for the quantities $\left|\dot{\mathcal{Q}}\left(f_{1}\right)-\mathcal{Q}\left(f_{2}\right)\right|$ and $\left|\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right|$ and $\mid \dot{\mathcal{L}} \circ$ $\Theta(f)-\mathcal{L}(f) \mid$ in the $C_{v-2, \bar{v}}^{0, \alpha}$ norm needed to show that the map $\mathcal{N}_{r}$ is a contraction mapping in the case of the one-ended surface are very similar to the analogous estimates for the finite-length surface. First, the result of Lemma 5.5 continues to hold because the calculations are essentially identical, the only difference being the need to multiply by factors of $\mathrm{e}^{-\bar{\nu} T}$ along the end of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$. These growing factors are compensated for by the exponential decay assumed for $f$. Consequently it is possible to make $\|B\||f|+\|\nabla f\|$ pointwise small everywhere by choosing $|f|_{C_{v, \bar{\nu}}^{2, \alpha}}^{2}$ sufficiently small.

Next, the non-linear estimate analogous to Propositions 5.6-5.8 follow similarly because all terms coming from the background metric decay exponentially. One has the following results.
Proposition 5.13. There exists $M>0$ so that if $f_{1}, f_{2} \in C_{\nu, \bar{v}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ for $v \in$ $(1,2)$ and $\bar{v} \in(-1,0)$ sufficiently close to zero and satisfying $\left|f_{1}\right|_{C_{v, \overline{\bar{v}}}^{2, \alpha}}+\left|f_{2}\right|_{C_{v, \overline{\bar{v}}}^{2, \alpha}} \leq$ $M$, then the quadratic remainder term $\mathcal{Q}$ satisfies the estimate

$$
\left|\dot{\mathcal{Q}}\left(f_{1}\right)-\stackrel{\mathcal{Q}}{\left.\left(f_{2}\right)\right|_{C_{v-2, \bar{v}}^{0, \alpha}} ^{0, \alpha}} \leq C r^{\nu-1}\right| f_{1}-\left.f_{2}\right|_{C_{v, \overline{\bar{v}}}^{2, \alpha}} \max \left\{\left|f_{1}\right|_{C_{v, \bar{v}}^{2, \alpha}}^{2,}\left|f_{2}\right|_{C_{v, \bar{v}}^{2, \alpha}}\right\}
$$

where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.
Proposition 5.14. There exists $M>0$ so that if $f_{1}, f_{2} \in C_{\nu, \bar{v}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ for $v \in$ $(1,2)$ and $\bar{v} \in(-1,0)$ sufficiently close to zero and satisfying $\left|f_{1}\right|_{C_{\nu}^{2, \alpha}}+\left|f_{2}\right|_{C_{\nu}^{2, \alpha}} \leq$ $M$, then

$$
\left|\mathcal{H}^{(1)}\left(f_{1}\right)-\mathcal{H}^{(1)}\left(f_{2}\right)\right|_{C_{\nu-2, \bar{v}}^{0, \alpha}} \leq C r^{2}\left(1+r^{\nu-1} \max \left\{\left|f_{1}\right|_{C_{\nu, \bar{v}}^{2, \alpha}},\left|f_{2}\right|_{C_{\nu, \bar{v}}^{2, \alpha}}^{2, \alpha}\right\}\right)\left|f_{1}-f_{2}\right|_{C_{\nu, \overline{\bar{v}}}^{2, \alpha}}
$$

where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.
Proposition 5.15. There exists $M>0$ so that if $f \in C_{\nu, \bar{v}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ for $v \in$ $(1,2)$ and $\bar{v} \in(-1,0)$ sufficiently close to zero and satisfying $|f|_{C_{v}^{2, \alpha}} \leq M$, then

$$
|\stackrel{\mathcal{L}}{ } \circ \Theta(f)-\mathcal{L}(f)|_{C_{v-2, \bar{v}}^{0, \alpha}} \leq C r^{2}|f|_{C_{v, \bar{\nu}}^{2, \alpha}}
$$

where $C$ is a constant independent of $r, \varepsilon$ and $\delta$.

### 5.2.5. The fixed-point argument

The fixed-point argument in the case of the one-ended surface is again essentially identical to the argument in the case of the finite-length surface with the exception that dealing with the non-decaying component of the parametrix requires some additional care. As before, let $w_{0}:=H\left[\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right]-\frac{2}{r}$ and $R(r, \varepsilon, \delta):=$ $\max \left\{r^{3-v}, r^{1-v} \varepsilon^{3 / 2-3 v / 4}, \delta r^{1-v} \varepsilon^{1-3 v / 4}\right\}$. We will once again assume that $\varepsilon \leq$ $C r^{2}$ and $\delta \leq C r$ so that when $v \in(1,6 / 5)$ then $R(r, \varepsilon, \delta) \leq C r^{4-5 v / 2}$.

Proposition 5.16. There exists $w:=w_{r}(\sigma, \delta) \in C_{v-2, \bar{v}}^{0, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ with $v \in$ $(1,6 / 5)$ and $\bar{v} \in(-1,0)$ sufficiently close to zero, along with $f:=f_{r}(\sigma, \delta) \in$ $C_{\nu, \bar{\nu}}^{2, \alpha}\left(\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right)$ and $\left(a_{1}, a_{2}\right) \in \tilde{\mathcal{V}}$ defined by

$$
f:=\frac{1}{r} \mathcal{R}^{(1)}\left(w-H\left[\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right]+\frac{2}{r}\right)
$$

and

$$
\left(a_{1}, a_{2}\right):=\mathcal{R}^{(2)}\left(w-H\left[\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)\right]+\frac{2}{r}\right)
$$

so that

$$
H\left[\mu_{r f}\left(\tilde{\Sigma}_{r}^{O E}\left(a_{1}, a_{2}\right)\right)\right]-\frac{2}{r}=\mathcal{E}
$$

where $\mathcal{E} \in \tilde{\mathcal{W}}^{\text {OE }}$. Moreover, the estimate

$$
|f|_{C_{\nu, \overline{\bar{v}}}^{2, \alpha}} \leq C r^{3-5 \nu / 2}
$$

holds for the function $f$, where the constant $C$ is independent of $r, \varepsilon$ and $\delta$. Finally, the mapping $(\sigma, \delta) \mapsto f(\sigma, \delta)$ is smooth in the sense of Banach spaces.

## 6. Solving the finite-dimensional problem

### 6.1. Strategy

It has now been established for both the finite-length and one-ended families of surfaces that if $r, \sigma$ and $\delta$ are sufficiently small, one can find $w_{r}(\sigma, \delta) \in C_{*}^{0, \alpha}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$ and corresponding $f_{r}(\sigma, \delta) \in C_{*}^{2, \alpha}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$ so that

$$
H\left[\mu_{f_{r}(\sigma, \delta)}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)\right]-\frac{2}{r}=\mathcal{E}_{r}(\sigma, \delta)
$$

where $\mathcal{E}_{r}(\sigma, \delta)$ is an error term belonging to the finite-dimensional space $\tilde{\mathcal{W}}^{*}$ and depending on the free parameters in $\Sigma_{r}(\sigma, \delta)$. To complete the proof of the main theorem, we must show that it is possible to find a solution where these error terms vanish identically.

To proceed, let us consider the balancing map defined by

$$
\begin{equation*}
\mathcal{B}_{r}(\sigma, \delta):=\pi\left(\mathcal{E}_{r}(\sigma, \delta)\right) \tag{6.1}
\end{equation*}
$$

where $\pi: \tilde{\mathcal{W}}^{*} \rightarrow \mathbb{R}^{d}$ is a suitable bounded projection operator and $d$ is the dimension of $\tilde{\mathcal{W}}^{*}$. (The operator $\pi$ will be a certain bijective $L^{2}$-orthogonal projection
onto a finite-dimensional vector space.) Note that $\mathcal{B}_{r}$ is a smooth map between finite-dimensional vector spaces by virtue of the fact that the dependence of the solution $f_{r}(\sigma, \delta)$ on $(\sigma, \delta)$ is smooth and the mean curvature operator is a smooth map of the Banach spaces upon which it is defined. It will be shown using the implicit function theorem for finite-dimensional maps that for every sufficiently small $r>0$, there exists $(\sigma, \delta):=(\sigma(r), \delta(r))$ for which $\mathcal{B}_{r}(\sigma, \delta) \equiv 0$ identically. The precise nature of the scalar curvature of the background manifold $M$ enters the picture exactly here, since it will guide the selection of the parameters $\sigma$ and $\delta$ to first approximation.

### 6.2. The balancing formula

The projection operators that will be used to study the finite-dimensional error $\mathcal{E}_{r}(\sigma, \delta)$ can be defined as follows. For $k=0, \ldots, K$ let $J_{k}: S_{k} \rightarrow \mathbb{R}$ have its usual meaning; and let $I_{k}: r \varepsilon_{k} N_{k} \rightarrow \mathbb{R}$ be the function defined by $I_{k}(x):=$ $\|x\|\left(\|x\|^{2}-\varepsilon_{k}^{2}\right)^{-1 / 2}$ using the coordinates of the neck introduced in Section 3. This latter function is in the kernel of the linearized mean curvature operator of the catenoid with respect to the Euclidean background metric; it is an odd function with respect to the center of the catenoid and is asymptotic to $\pm 1$. Now for convenience let $f:=f_{r}(\sigma, \delta)$ and $\Sigma_{f}:=\mu_{r f}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$ denote the solution found in the previous section and define $\pi_{k}: \tilde{\mathcal{W}}^{*} \rightarrow \mathbb{R}^{2}$ by

$$
\pi_{k}(e):=\left(\int_{\Sigma_{f}} e \cdot \chi_{\mathrm{neck}, k}^{\tau_{1}} I_{k} \mathrm{dVol}_{g}, \int_{\Sigma_{f}} e \cdot \chi_{\mathrm{ext}, k}^{\tau_{4}} J_{k} \mathrm{dVol}_{g}\right) .
$$

The notation for the cut-off functions from Section 5.1 .2 has been used here. A consequence of the following lemma is that if $\pi(e)=0$ then $e=0$. The proof is a straightforward computation.

Lemma 6.1. Choose $e \in \tilde{\mathcal{W}}$ and write $e=\sum_{k=1}^{K}\left(a_{k} \chi_{\text {ext }, k}^{\tau_{1}} J_{k}+b_{k} \chi_{\text {ext }, k}^{\tau_{1}} \mathcal{L}_{S}\left(\eta_{k}^{+} \chi_{\text {neck }, k}^{\tau_{1}}\right)\right)$ for some $a_{k}, b_{k} \in \mathbb{R}$. Then

$$
\pi_{k}(e)=\left(C_{1} b_{k}+C_{1}^{\prime} r^{2}\left(\varepsilon_{k}^{3 / 2} a_{k}-\varepsilon_{k+1}^{3 / 2} a_{k+1}\right), C_{2} r^{2} a_{k}\right)
$$

where $C_{1}, C_{1}^{\prime}, C_{2}$ are constants independent of $r, \varepsilon$ and $\delta$.
A fundamental application of the expansions of the mean curvature found in Lemma 2.3 and equation (2.4) from Section 2.1 is to derive a formula relating $\pi\left(\mathcal{E}_{r}(\sigma, \delta)\right.$ to the geometry of $\tilde{\Sigma}_{r}(\sigma, \delta)$. This is in effect the balancing formula discovered by Korevaar, Kusner and Solomon [8]. It is via this formula that the location of the spheres and necks in $\tilde{\Sigma}_{r}(\sigma, \delta)$ and the background geometry of $M$ conspire to determine when a nearby CMC surface can be found.

Proposition 6.2. Let $\Sigma_{f}:=\mu_{f}\left(\Sigma_{r}(\sigma, \delta)\right)$ and $f:=f_{r}(\sigma, \delta)$ for convenience. Then the mean curvature of $\Sigma_{f}$ satisfies the formula

$$
\begin{align*}
& \int_{\Sigma_{f}}\left(H\left[\Sigma_{f}\right]-\frac{2}{r}\right) \chi_{\text {neck }, k}^{\tau_{1}} I_{k} \mathrm{~d} \operatorname{Vol}_{g}  \tag{6.2a}\\
& = \\
& C_{0} \delta_{k} r \varepsilon^{3 / 2}+\mathcal{O}\left(\varepsilon^{11 / 4} r^{2}\right)+\mathcal{O}\left(r^{2} \varepsilon^{3 / 2}\right)+\mathcal{O}\left(r^{\nu} R(r, \varepsilon, \delta) \varepsilon^{2}\right) \\
& \int_{\Sigma_{f}}\left(H\left[\Sigma_{f}\right]-\frac{2}{r}\right) \chi_{\mathrm{ext}, k}^{\tau_{4}} J_{k} \mathrm{dVol}_{g}  \tag{6.2b}\\
& = \\
& \quad r\left(C_{1} \varepsilon_{k+1}+C_{1}^{\prime} \varepsilon_{k+1}^{2}\right)-r\left(C_{1} \varepsilon_{k}+C_{1}^{\prime} \varepsilon_{k}^{2}\right)-C_{2} r^{4} \dot{S}\left(p_{k}\right) \\
& \quad+\mathcal{O}\left(\varepsilon r^{3}\right)+\mathcal{O}\left(r^{2} \varepsilon^{3 / 2}\right)+\mathcal{O}\left(r^{2} R(r, \varepsilon, \delta)\right)
\end{align*}
$$

where $C_{1}, C_{1}^{\prime}, \quad C_{2}$ are constants independent of $r, \varepsilon$ and $\delta$; and $\dot{S}\left(p_{k}\right):=$ $g\left(\nabla \dot{\gamma}\left(t_{k}\right) S\left(p_{k}\right), \dot{\gamma}\left(t_{k}\right)\right)$ is the component of the gradient of the scalar curvature of the ambient metric along the geodesic $\gamma$ at $p_{k}$.

Proof. The formula (6.2b) will be derived first. Consider the subset $\mathcal{U}_{k}$ of $\Sigma_{0}$ consisting of the $k^{\text {th }}$ spherical region of $\Sigma:=\tilde{\Sigma}_{r}(\sigma, \delta)$ and its adjoining transition regions. Let $X=\frac{\partial}{\partial t}$ and $\tilde{X}=\chi_{\mathrm{ext}, k}^{\tau_{4}} X$ using the normal coordinate system centered at $p_{k}$ used in the definition of $\Sigma \cap \mathcal{U}_{k}$. Furthermore, define the domain $\mathcal{W}_{k}$ in $M$ by requiring $\partial \mathcal{W}_{k}=\mathcal{U}_{k} \cup c_{1} \cup c_{2}$ where $c_{1}$ and $c_{2}$ are small embedded twodimensional disks with boundaries $\partial c_{1}$ and $\partial c_{2}$ contained in $t=$ constant planes with $\stackrel{\circ}{g}$-conormal vectors $\stackrel{\circ}{1}_{1}$ and $\stackrel{\circ}{\nu}_{2}$ tangent to $\mathcal{U}_{k}$.

Now let $\Sigma^{\prime}$ be either $\Sigma_{f} \cap \mathcal{U}_{k}$ or $\Sigma \cap \mathcal{U}_{k}$; let $X^{\prime}$ be a vector field supported on this surface; and let $g^{\prime}$ be any choice of background metric. Define $I\left(\Sigma^{\prime}, X^{\prime}, g^{\prime}\right)$ to be the integral in (6.2b) except with $\Sigma_{f}$ replaced by $\Sigma^{\prime}$ and $J_{k}$ replaced by $g^{\prime}\left(X^{\prime}, N^{\prime}\right)$ where $N^{\prime}$ is the $g^{\prime}$-unit normal vector field of $\Sigma^{\prime}$ and the mean curvature and volume form calculated from $g^{\prime}$. It is now simple to phrase the means by which the formula (6.2b) will be found. First, $I\left(\Sigma_{f}, \tilde{X}, g\right)$ can be expressed as

$$
\begin{align*}
I\left(\Sigma_{f}, \tilde{X}, g\right)= & I(\Sigma, X, \stackrel{\circ}{g})+(I(\Sigma, X, g)-I(\Sigma, X, \stackrel{\circ}{g})) \\
& +\left(I\left(\Sigma_{f}, \tilde{X}, g\right)-I(\Sigma, \tilde{X}, g)\right)+(I(\Sigma, \tilde{X}, g)-I(\Sigma, X, g)) \tag{6.3}
\end{align*}
$$

Then one can apply the first variation formula in Euclidean space to the first term, yielding a pair of boundary integrals; one can apply the expansions for the mean curvature with respect to the perturbed background metric from Lemma 2.3 to the second term, yielding a curvature quantity; and one can treat the third and fourth terms as small errors.

The details of the computation outlined above are as follows. For the first term, the classical first variation formula for a surface with boundary in Euclidean space
gives

$$
\begin{aligned}
\int_{\Sigma \cap \mathcal{U}_{k}}\left(\stackrel{\circ}{H}[\Sigma]-\frac{2}{r}\right) J_{k} \mathrm{dVol}_{0} & =\sum_{s=1}^{2}(-1)^{s}\left(\int_{\partial c_{s}} \stackrel{\circ}{g}\left(X,{\stackrel{\circ}{\nu_{s}}}\right) \mathrm{dL}_{0}+\frac{2}{r} \int_{c_{s}} \stackrel{\circ}{g}\left(X, \frac{\partial}{\partial t}\right) \mathrm{d} \operatorname{Vol}_{0}\right) \\
& =\sum_{s=1}^{2}(-1)^{s} r\left(C_{1} \varepsilon_{s}+C_{1}^{\prime} \varepsilon_{s}^{2}\right)
\end{aligned}
$$

by direct computation, where $\varepsilon_{s}$ is the neck scale parameter associated to the neck adjoining the curve $\partial c_{s}$, while $C_{1}$ and $C_{1}^{\prime}$ are constants independent of $r, \varepsilon$ and $\delta$. For the second term, the expansion in equation 2.4 implies

$$
\begin{align*}
& I(\Sigma, X, g)-I(\Sigma, X, \stackrel{\circ}{g}) \\
&= \int_{\Sigma \cap \mathcal{U}_{k}} \stackrel{\circ}{g}(X, \stackrel{\circ}{N})\left(\left(\frac{1}{6} \operatorname{Ric}(Y, Y)+\frac{1}{12} \bar{\nabla}_{Y} \operatorname{Ric}(Y, Y)\right)\left(\stackrel{\circ}{H}-\frac{2}{r}\right)\right. \\
&-\left(\frac{1}{3} \operatorname{Rm}\left(E_{i}, Y, E_{j}, Y\right)+\frac{1}{6} \bar{\nabla}_{Y} \operatorname{Rm}\left(E_{i}, Y, E_{j}, Y\right)\right) \stackrel{\circ}{B}^{i j}  \tag{6.4}\\
&-\frac{2}{3} \operatorname{Ric}(\stackrel{\circ}{N}, Y)-\frac{1}{2} \bar{\nabla}_{Y} \operatorname{Ric}(\stackrel{\circ}{N}, Y) \\
&\left.+\frac{1}{12} \bar{\nabla}_{\stackrel{\circ}{N}} \operatorname{Ric}(Y, Y)-\frac{1}{6} \bar{\nabla}_{\stackrel{N}{N}} \operatorname{Rm}(\stackrel{\circ}{N}, Y, \stackrel{\circ}{N}, Y)\right) \mathrm{dVol}{ }_{0}+\mathcal{O}\left(r^{5}\right)
\end{align*}
$$

where $Y$ is the position vector field of $\Sigma_{k}$, while the quantities $g, N, H, B$ and $\stackrel{\circ}{g}, \stackrel{\circ}{N}, \stackrel{\circ}{H}, \stackrel{\circ}{B}$ have their usual meanings. Since $\mathcal{U}_{k}$ is the normal graph of the function $r G$ over the sphere $S_{k}$ as in Section 3, one can replace the integral in (6.4) with an integral over $S_{k}$, at the expense of an error of size $\mathcal{O}\left(\varepsilon|\log (\varepsilon)| r^{3}\right)$. Hence by direct computation using $\stackrel{\circ}{H}=\frac{2}{r}$ and $\stackrel{\circ}{B}_{i j}=r \stackrel{\circ}{h}_{i j}$ one finds

$$
I(\Sigma, X, g)-I(\Sigma, X, \stackrel{\circ}{g})=-C_{2} r^{4} \dot{S}\left(p_{k}\right)+\mathcal{O}\left(\varepsilon|\log (\varepsilon)| r^{3}\right)
$$

where $C_{2}>0$ is a constant independent of $r, \varepsilon$ and $\delta$. An similar computation is performed in [20].

It remains to estimate the error terms appearing in (6.3). In the third term, the fact that $H\left[\Sigma_{f}\right]=H[\Sigma]+\dot{\mathcal{L}}(r f)+\mathcal{Q}(r f)+\mathcal{H}(r f)$ must be used. Using the estimates for $H[\Sigma]$ and $\mathcal{Q}$ and $\mathcal{H}$ from Propositions 5.3, 5.7 and 5.8 along with the estimate of $f$ from Proposition 5.9, we find

$$
\left|I\left(\Sigma_{f}, \tilde{X}, g\right)-I(\Sigma, \tilde{X}, g)\right| \leq C r^{2}|f|_{C_{0}^{2, \alpha}\left(\Sigma \cap \mathcal{U}_{k}\right)} \leq C r^{2} R(r, \varepsilon, \delta)
$$

Finally, for the fourth term, observe that $\tilde{X}-X$ is supported in a collar of width $\mathcal{O}\left(r \varepsilon^{3 / 4}\right)$ around the transition regions of $\Sigma \cap \mathcal{U}_{k}$. Hence

$$
|I(\Sigma, \tilde{X}, g)-I(\Sigma, X, g)| \leq C r^{2} \varepsilon^{3 / 2}
$$

using the estimate from Step 3 of Proposition 5.3 for the mean curvature in the transition region.

The derivation of the formula (6.2a) is similar to what has been done above. That is, writing $I\left(\Sigma^{\prime}, X^{\prime}, g^{\prime}\right)$ as before, but with $X^{\prime}$ equal to either $X:=\frac{\partial}{\partial t}$ or $\tilde{X}:=\chi_{\text {neck, } k}^{\tau_{1}} \frac{\partial}{\partial t}$, one finds the same decomposition as (6.3) for $I\left(\Sigma_{f}, \tilde{X}, g\right)$. But now,

$$
\int_{\Sigma \cap \mathcal{N}_{k}^{\tau_{1}}}\left(\stackrel{\circ}{H}[\Sigma]-\frac{2}{r}\right) I_{k} \mathrm{dVol}_{0}=-\frac{2}{r} \int_{\Sigma \cap \mathcal{N}_{k}^{\tau_{1}}} I_{k} \mathrm{dVol}_{0}=C \delta_{k} r \varepsilon_{k}^{3 / 2}
$$

where $\delta_{k}$ is the displacement parameter of the neck $\mathcal{N}_{k}$ and $C$ is a constant independent of $r, \varepsilon$ and $\delta$. This is because $\int_{\Sigma \cap \mathcal{N}_{k}^{\tau_{1}}} \stackrel{\circ}{H}[\Sigma] I_{k} \mathrm{dVol}_{0}=0$ exactly (this is the first variation formula for the exactly minimal surface $\Sigma \cap \operatorname{supp}\left(\chi_{\text {neck, } k}^{\tau_{1}}\right)$ ) and $I_{k}$ is an odd function with respect to the neck having $\delta_{k}=0$, whereas the integral is being taken over the neck with $\delta_{k} \neq 0$. The remaining terms in the expansion of $I\left(\Sigma_{f}, \tilde{X}, g\right)$ are small error terms whose estimates are sufficiently similar to the analogous ones above and will not be repeated for the sake of brevity.

### 6.3. Proof of the main theorem

The formulæ developed for the balancing map $\mathcal{B}_{r}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ in the previous section make it possible to choose an exactly CMC surface from amongst the family of surfaces $\mu_{r f_{r}(\sigma, \delta)}\left(\tilde{\Sigma}_{r}(\sigma, \delta)\right)$. This will be done as follows. First, because of Lemma 6.1, it is sufficient to find ( $\sigma, \delta$ ) so that the right hand sides of equations (6.2a) and (6.2b) vanish for every $k$. One should realize that $p_{k}$ in these equations can be expressed in terms of $\varepsilon_{1}, \varepsilon_{2}, \ldots$ via the formula $p_{k}:=\gamma\left(2 k r+\sum_{l=1}^{k} \varepsilon_{l}\right)$ and $\varepsilon_{k}$ can be expressed in terms of $\sigma_{k}$ via the formula $\sigma_{k}:=\Lambda_{k}\left(\varepsilon_{k}\right)$ as in Section 3. (In the case of the one-ended surface, let the relationship $\varepsilon_{K}=\rho_{T}(0)$ for $T=$ $2+\sigma_{K} / r$ satisfied by the Delaunay end of $\tilde{\Sigma}_{r}^{O E}(\sigma, \delta)$ be written $\varepsilon_{K}:=\Lambda_{K}\left(\sigma_{K}\right)$ for consistency.) Note that $\sigma_{k}$ and $p_{k}$ are smooth functions of $\varepsilon_{k}$. Finding the appropriate value $(\sigma, \delta)$ will amount to applying the implicit function theorem for smooth maps between finite dimensional spaces to this system of equations, and will lead to a unique solution $(\sigma, \delta):=(\sigma(r), \delta(r))$ for all sufficiently small $r>0$ and $\varepsilon, \delta$ satisfying $r^{4}<\varepsilon<r^{2}$ and $\delta<\varepsilon^{1 / 2}$.

The finite-length surface. The equations that must be solved to produce the finite-length CMC surface are as follows: if the various error quantities appearing in equations (6.2), divided by $r$, are denoted $E_{s, k}(r, \varepsilon)$ where $s=1$ refers to a
neck and $s=2$ refers to a sphere, then

$$
\begin{align*}
0 & =\delta_{1}+\varepsilon_{1}^{-3 / 2} E_{1,1}(r, \varepsilon, \delta) \\
& \vdots  \tag{6.5a}\\
0 & =\delta_{K-1}+\varepsilon_{K}^{-3 / 2} E_{1, K-1}(r, \varepsilon, \delta)
\end{align*}
$$

as well as

$$
\begin{align*}
0 & =-q_{1}\left(\varepsilon_{1}\right)+q_{2}\left(\varepsilon_{2}\right)-C_{2,1} r^{3} \dot{S}\left(p_{1}\right)+E_{2,1}(r, \varepsilon, \delta) \\
& \vdots \\
0 & =-q_{k}\left(\varepsilon_{k}\right)+q_{k+1}\left(\varepsilon_{k+1}\right)-C_{2, k} r^{3} \dot{S}\left(p_{k}\right)+E_{2, k}(r, \varepsilon, \delta)  \tag{6.5b}\\
& \vdots \\
0 & =-q_{K}\left(\varepsilon_{K}\right)-C_{2, K} r^{3} \dot{S}\left(p_{K}\right)+E_{2, K}(r, \varepsilon, \delta)
\end{align*}
$$

where $q_{k}(\varepsilon):=C_{1, k} \varepsilon+C_{1, k}^{\prime} \varepsilon^{2}$ and $p_{k}:=\gamma\left(2 k r+\sum_{l=1}^{k} \varepsilon_{l}\right)$ while $C_{1, k}, C_{1, k}^{\prime}$ and $C_{2, k}$ are various constants independent of $r, \varepsilon$ and $\delta$. Note that the $E_{s, k}$ are smooth functions of $\varepsilon$. Also, because the $t \mapsto-t$ symmetry that has been imposed since the beginning, the scalar curvature must have a critical point at $p_{0}$.

One should now view the equations in (6.5) as a systems of equations for the $\varepsilon$ and $\delta$ variables depending on the parameter $r$ that is to be treated using the implicit function theorem. When $r=0$ there is an exact solution $\delta_{1}=\cdots=\delta_{K-1}=0$ and $\varepsilon_{1}=\cdots=\varepsilon_{K}=0$. Furthermore, it is easy to see that the derivative matrix of the function $\Phi(\varepsilon, \delta, r)$ defined by the right hand sides of (6.5a) and (6.5b) in the $\varepsilon$ and $\delta$ variables is invertible at $r=0$ with a lower bound of size $\mathcal{O}(1)$ on its determinant (the derivative matrix is upper-triangular with non-zero constants of size $\mathcal{O}(1)$ on the diagonal). Hence by the inverse function theorem there is a solution of (6.5) for all sufficiently small $r$, and the dependence of $\varepsilon$ and $\delta$ on $r$ is smooth. Note that the solution for small $r$ will have $\varepsilon_{k}=\mathcal{O}\left(r^{3} \sum_{k^{\prime}=0}^{k} S\left(p_{k^{\prime}}\right)\right)$ and hence $C_{1} r^{4} \leq \varepsilon_{k} \leq C_{2} r^{2}$ for numerical constants $C_{1}$ and $C_{2}$ if we assume that $\dot{S}(0)=0$. This is because the sum $\left.r \sum_{k^{\prime}=0}^{k} \dot{S}\left(p_{k^{\prime}}\right)\right)$ approximates a Riemann sum for the integral of $S$ along $\gamma$ from $t=0$ to $t=2 \mathrm{Kr}$ and a uniform bound on the oscillation of the scalar curvature of the ambient manifold has been assumed. Furthermore, it is also the case that $\delta_{k}<\varepsilon^{1 / 2}$ for small $r$ simply by examining the dependence of the $E(r, \varepsilon, \delta)$ quantities on its arguments. This completes the construction of the finite-length CMC surface.

The one-ended surface. The equations that must be solved to produce the oneended CMC surface are slightly different. Using the same notation as above, these
equations are

$$
\begin{align*}
0 & =\delta_{1}+\varepsilon_{1}^{-3 / 2} E_{1,1}(r, \varepsilon, \delta) \\
& \vdots  \tag{6.6a}\\
0 & =\delta_{K-1}+\varepsilon_{K}^{-3 / 2} E_{1, K-1}(r, \varepsilon, \delta)
\end{align*}
$$

as well as

$$
\begin{align*}
0 & =q_{0}\left(\varepsilon_{0}\right)-C_{2,0} r^{3} \dot{S}\left(p_{0}\right)+E_{2,0}(r, \varepsilon, \delta) \\
0 & =-q_{0}\left(\varepsilon_{0}\right)+q_{1}\left(\varepsilon_{1}\right)-C_{2,1} r^{3} \dot{S}\left(p_{1}\right)+E_{2,1}(r, \varepsilon, \delta)  \tag{6.6b}\\
& \vdots \\
0 & =-q_{K-1}\left(\varepsilon_{k}\right)+q_{K}\left(\varepsilon_{K}\right)-C_{2, K} r^{3} \dot{S}\left(p_{K}\right)+E_{2, K}(r, \varepsilon, \delta) .
\end{align*}
$$

One should again view the equations in (6.6) as a systems of equations for the $\varepsilon$ and $\delta$ variables to be treated using the implicit function theorem, but this time depending on the parameters $r$ and the point $p_{0}$. When $r=0$ and $p_{0}$ is any point on $\gamma$, there is an exact solution $\delta_{1}=\cdots=\delta_{K-1}=0$ and $\varepsilon_{1}=\cdots=\varepsilon_{K}=0$. Furthermore, the derivative matrix of the function of $(\varepsilon, \delta, r)$ defined by the right hand sides of (6.6) in the $(\varepsilon, \delta)$ variables is invertible at $r=0$ with a lower bound of size $\mathcal{O}(1)$ on its determinant. Hence by the inverse function theorem there is a solution of (6.5) for all sufficiently small $r$, the dependence of $\varepsilon$ and $\delta$ on $r$ is smooth, and the dependence of the solution on $r$ is the same as before. This completes the construction of the one-ended CMC surface.
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