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ABSTRACT Remote health monitoring applications with the advent of Internet of Things (IoT) technologies

have changed traditional healthcare services. Additionally, in terms of personalized healthcare and disease

prevention services, these depend primarily on the strategy used to derive knowledge from the analysis

of lifestyle factors and activities. Through the use of intelligent data retrieval and classification models,

it is possible to study disease, or even predict any abnormal health conditions. To predict such abnormality,

the Convolutional neural network (CNN) model is used, which can detect the knowledge related to disease

prediction accurately from unstructured medical health records. However, CNN uses a large amount of

memory if it uses a fully connected network structure. Moreover, the increase in the number of layers can

lead to an increase in the complexity analysis of the model. Therefore, to overcome these limitations of

the CNN-model, we propose a CNN-regular target detection and recognition model based on the Pearson

Correlation Coefficient and regular pattern behavior, where the term ‘‘regular’’ denotes objects that generally

appear in similar contexts and have structures with low variability. In this framework, we develop a

CNN-regular pattern discovery model for data classification. First, the most important health-related factors

are selected in the first hidden layer, then in the second layer, a correlation coefficient analysis is conducted

to classify the positively and negatively correlated health factors. Moreover, regular patterns’ behaviors are

discovered through mining the regular pattern occurrence among the classified health factors. The output

of the model is subdivided into regular-correlated parameters related to obesity, high blood pressure, and

diabetes. Two distinct datasets are adopted to mitigate the effects of the CNN-regular knowledge discovery

model. The experimental results show that the proposed model has better accuracy, and low computational

load, compared with three different machine learning techniques methods.

INDEX TERMS Internet-of-Medical-Things, convolutional neural network, regular health pattern discovery,

context management.

I. INTRODUCTION

In modern society, monitoring human daily life using Internet

of Things (IoT) technology includes the activities, vital signs

and physiological parameters, stress, and sleep of a user in

The associate editor coordinating the review of this manuscript and

approving it for publication was Victor Hugo Albuquerque .

the health industry. IoT is in the spotlight because of the

expected improvement it can deliver in medical services, dis-

ease predication and prevention, and cost reduction [1]–[3]

Meanwhile, the number of patients suffering from chronic

diseases is increasing because of the increase in unhealthy

dietary habits. Such chronic diseases require a continuous

monitoring process and management through healthcare and
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disease management services. Furthermore, patients should

gain monitoring knowledge related to their health status

[4]–[6] as it is possible to support life care based on living

pattern analysis. IoT-based healthcare services feature a con-

tinuous generation of data, and thereby analyzing such data

to generate new knowledge can improve the quality of life

[7]–[9]. Deep learning (DL) has become one of the leading

paradigms, which can provide accurate pattern prediction and

classification services [10], [11].

Due to DL technology, the CNN model is widely used for

knowledge extraction from both structured and unstructured

data. In the medical health field, a CNN is widely used as

a representation tool for unstructured medical data analysis,

and implementation of complexmodels [12]–[14]. One draw-

back of the CNNmodel is that it can cause an overfitting prob-

lem, an increase in computation load and have huge memory

requirements. With the advent of IoMT environment, explo-

sive volumes of vital sign data describing the human daily

life became available. Additionally, DL models facilitates

the opportunity of understanding these data through learn-

ing, extracting, and analyzing features and patterns from the

collected biological data. for instance, health care users and

caregivers can understand human normal health status, life

routine, or sudden disease symptoms through the analysis of

the collected patterns. Moreover, health care institutions can

make critical health care decisions and treatments plan from

the collected data. One example of such data-driven judgment

is the regular pattern behavior.

Human health factors follow a regular behavior so that

when the patient presents with a chronic disease, he will expe-

rience an increase inmore than one health parameter (e.g high

temperature) at the same time. Additionally, he may expe-

rience a specific decrease in another vital health parameter

(e.g blood pressure). Therefore, studying such regular behav-

ior knowledge [15]–[17]from the collected data facilitate the

exploration of more characteristics regarding health-related

parameters management and analysis.

To this end, the contributions of this work can be summa-

rized as follows:

1) A new CNN learning model for knowledge dis-

covery of regular correlated health-related factors to

reveal regular co-occurring disease and symptoms

relationships.

2) Themodel classifies the data using a double-layer CNN

structure. In the first layer, the model input data are

processed to extract potential parameters through mul-

tivariate analysis, then in the second layer, the selected

data are classified based on the degree of correlation

between each other.

3) Regular pattern behavior is studied to reveal only

regular co-occurring health parameters. Furthermore,

regular co-occurring patterns are discovered through

regular pattern mining algorithm which extracts the

periodic behavior of the collected factors within a

specific period defined by the user. Then, the output

of the model are classified according to the collected

health-related parameters for obesity, high blood pres-

sure, and diabetes.

II. RELATED WORK

Artificial intelligence has revolutionized remote health mon-

itoring and decision support systems through the use of

deep learning technology. Traditional statistical techniques

and feature extraction techniques use a supervised learn-

ing model, such as logistic regression [18], support vector

machines (SVM) [19], and random forest [20]. Such tradi-

tional techniques have been used efficiently for pattern analy-

ses and mining of EHR data [21]–[23]. Despite the simplicity

and interoperability of such statistical models, such models

have restricted ability in dealing with high-dimensional input

data, and their need for labelled data restricts their usage

for comprehensive analyses of EHR data making the pro-

cess impractical [24]–[26]. To overcome these limitations,

recently, the Intelligent Information Society has advanced

the analysis and modelling of EHR using DL technology.

DL structure learns the dataset first and classifies it. Subse-

quently, it will make self-predications for similar data cases

[27], [28]. Additionally, it can learn and discover knowl-

edge from the unstructured medical context data. The key

DL architectures are feed-forward neural networks (FFNN),

convolutional neural networks (CNN), and recurrent neural

networks (RNN).

An automatic diabetes detection method was developed

in [29] using CNN model. Additionally, they used a com-

bined network of a CNN-LSTM for abnormality detection

of diabetes. In [30], CNN-brain tumor classification system

is developed for automatic learning of tumor regions. The

system efficiently solves the problem of insufficient data

availability through the use ofMRI images, by learning tumor

regions from MR images and classifying this. The work

presented in [28] used a deep generative learning model. The

proposed model achieves 87.26% accuracy in detecting the

use of traditional Chinese medicine using electronic health

records (EHR).

RNN-based model is utilized in [31] for the detection of

heart failure with an accuracy of 88.3%. Despite the good

validation results achieved through those models in detecting

different diseases, their methods have some scalability lim-

itations as the data must be transformed in the preprocess-

ing step which decreases the models’ accuracy. Electronic

medical records-driven non-negative restricted Boltzmann

machines (eNRBM) learning model is presented in [32].

The eNRBM uses an automatic feature extraction model

from complete HER data. The proposed model performance

outperforms the manual feature selection and engineering

models. Moreover, the model can predict and classify the

characteristics of patients and diseases accurately.

Miatto et al [29]introduced deep stacked diagnosing auto

encoder (SDA) for training a universal feature extractor for

clinical risk-prediction tasks. SDA can predict chronic health

diseases such as diabetes mellitus, cancer of rectum and anus,

cancer of liver and intrahepatic bile duct, congestive heart
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failure (non-hypertensive), among others. However, super-

vised learning model was needed to map the representation

of each predicted risk. A deep record-learning model was

introduced in [28]. The proposed model uses a CNN architec-

ture to predict unplanned re-admission after discharge. The

model maps the HER of each patient’s history to the predicted

risk directly. Despite the great ability of deep learning in

handling huge amounts of data, the learning models require a

large amount of memory and computation. Machine learning

models have been highly effective in different fields, but

they still have limited application for clinical decision sup-

port systems. However, employing deep learning models on

Electronic Health Records (HER) for personalized prediction

of risks and abnormal health statuses may help in building

effective solutions for caregivers in many situations.

Pham et al. [24] introduced an RNN architecture (called

DeepCare) to predict the future medical risks based on

patients’ health status and abnormalities. RNNs have a

powerful ability in learning new representations from

the collected HER. DeepCare model uses a modified

short-term memory (LSTM) unit [33] to handle irregular

patient inter-visit periods. The performance of the model

was tested for the prediction of unplanned re-admission

within 12 months, where an Fscore of 0.791 was obtained,

an improvement over traditional machine learning techniques

such as SVM (F-score of 0.667) and random forests (Fscore

of 0.714).

The CNN structure can affect the efficiency and accuracy

of the classification model, therefore, in this study, we build

a double layer CNN-model to extract and classify regular

health-related data [34], [35]. The proposed method handles

all the valid information available in the training dataset

without transformation and then it is passed to the deep

learning system for feature extraction and classification using

multivariate analysis. Additionally, regular knowledge in the

collected information is discovered accurately. The important

health factors which are important for health status analysis

are extracted through multivariate analysis. Subsequently,

the correlation of the collected factors are discovered to iden-

tify the main causes of chronic diseases related to obesity,

high blood pressure, and diabetes. Finally, regular behavior

of each disease factors are studied and the knowledge related

to regular co-occurred health factors are analyzed.

In [36] a similar work was presented using CNN-based

health model for chronic diseases prediction. The model

uses a CNN double layer structure for factors classifications.

In the first layer, the model selects the significant health

factors, however, the second layer conducts the analysis of

the selected factor. Using Pearson–Correlation coefficient,

the factors with a positive correlation above 0.5 are selected as

positive significant factors; factors with a correlation of less

than 0.5 are classified as negative correlated factors. Finally,

associated rules are defined to classify and find the frequently

occurring rules which may help to identify new knowledge

from the classified dataset parameters. The output factors are

classified into three chronic diseases, such as obesity, high

FIGURE 1. CNN-based regular factors discovery model.

blood pressure, and diabetes. The major differences between

our work and the work presented in [36] are as follows:

1) The proposed model initiates a CNN-based model

for the classification of positively correlated and neg-

atively correlated health-related factors. Despite the

great ability of such a model in discovering the associa-

tion between unstructured data as in the case of EHRs,

using it alone for attribute classification could hinder

the clinical decision process as some parameters may

have a negative correlation with each other andwewant

to study such abnormalities accurately.

2) They use association rule mining to discover more

hidden knowledge; however, we are studying regular

pattern behavior, regular mean patterns that co-occur

within repeated time periods which could reveal more

interesting knowledge related to pattern occurrence

and its regular behavior. Exploring the more frequent

association rule, however, just reveals the association

between more frequent occurred patterns rather than

the correlated regular behavior. Therefore, we decrease

the time complexity of exploring a huge search space

for all frequently occurred factors. Moreover, regular

knowledge mining adds more insight in terms of learn-

ing human health factors and could help the caregiver

to specify the right service for the right patient at the

right time accurately.

III. CNN BASED REGULAR HEALTH DATA ANALYSIS

MODEL

The IoT devices can collect the health information at any

time. Those data represent the health conditions and lifestyle

parameters related to the selected patients. The proposed

work as shown in Figure 1, is used for the discovery of reg-

ular correlated health factors that may affect health by using

CNN-model. First, the medical data are collected from the

patients and then preprocessed. From those processed data,

the most important factors are selected to detect the relations

among specific diseases, such as obesity, high blood pressure,

and diabetes. Additionally, the productive correlation among

the factors are analyzed to identify the positive correlated

factors and negative correlated factors. Finally, the regular

co-occurred parameters are selected to derive the required

knowledge. In the next subsections, the details of each step

are explained.

A. EXTRACTION OF DISEASE AND SYMPTOM CONCEPTS

From the collected unistructural medical health conditions,

multivariate analysis is used to extract the correct factors and

VOLUME 8, 2020 52543
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FIGURE 2. Data Preprocessing architecture for EHR data.

from the collected data, the model classifies them into input

and output parameters.

For our experiments, the National Health and Nutrition

Examination Survey data [37] is preprocessed and used as

shown in Figure 2,. The datasets were first preprocessed in

order to extract potential characteristics related to health con-

ditions and lifestyle parameters, and the feature was divided

into input and output parameters. Factors related to chronic

diseases are extracted and represented as input parameters,

and the existence of obesity, diabetes, high blood pressure

are the output parameters. The input is health conditions and

lifestyle factors and the output is the patient status.

The complexity of the neural network will be increased

with the increase in the number of inputs to the model.

Therefore, Dimensionality reduction techniques should be

applied for efficient analysis of linear and non-linear data.

Principal Components Analysis and factor analysis are two

of the most popular techniques for this purpose. For data

preprocessing, we start by reducing the high dimension of

the collected dataset as it is a large dataset with 49 attributes.

Table 1 shows the input data and Table 2 shows the output data

obtained. [Attribute] indicates the variable names. [Acronym]

represents a simple abbreviation of the variables. The range of

data is represented as [Range]. The data values can be [Num]

as numbered values, not applicable [N/A], or there is no

response for this attribute [Non-response]. For each attribute

in the dataset, we ignore the irrelevant attributes having [N/A]

or [Non-response] values. That way, the dataset attributes are

reduced from high dimension to low dimension.

The 20 input variables are represented in Tables 1 and 2;

output attributes are given in Table 2. For the selected

23 attributes, we preprocess the data to remove unneces-

sary items such as no response, and missing value. The

dataset consists of 187,473 records and after preprocessing

we extract 171,299 records, from which the relevant factors

are analyzed and extracted to help remotemonitoring applica-

tion provide the right treatment for the right person at the right

TABLE 1. Input context data.

TABLE 2. Output classified data.

time. Figure 2 shows the complete process for collecting,

preprocessing and finally the analysis of the collected input

data and creation of the knowledge base.

B. APPLYING CORRELATION COEFFICIENT METHOD FOR

INPUT DATA CLASSIFICATION

Clinical health records are not always correlated with each

other. This may lead to overfitting of the learning model

in which case the model generates accurate results with

the training data rather than the testing data. For clinical

health records knowledge generation, it is important to test

the correlation between the collected attributes to prevent

the overfitting in recognizing the test and training of health

influencing parameters.
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TABLE 3. Examples of diseases and associated diseases based on the
association scores.

The Pearson correlation coefficient [38], [39] is used in

different work for managing attributes relationships bymeans

of positive or negative correlation coefficient values. Positive

correlation coefficient value means high correlation between

attributes, and negative value means low correlation between

the collected attributes [40]. Despite the efficiency of such

a classification example, there are still some missing values

which can hinder the model’s efficiency and accuracy.

The present study determines the significant relationships

between the selected attributes by using the Pearson corre-

lation coefficient (PCF)) presented in [38]. PCF Can show

strength of relationship between two variables and study reg-

ular correlation behaviour between the selected health factors

efficiently. An item has productive self-sufficient attributes

if its significant level is greater than 0.1 [41]. This way,

we ensure that the selected item is correlated and eliminate

the overfitting problems. In order to test the correlation degree

between attribute F1 and F2; the PCF can be calculated as

follows:

ρF1,F2 =
Cov(F1,F2)

σF1σF2
=

∑

|(F1 − µF1)(F2 − µF2)|

σF1σF2

Two variables F1, F2 are correlated if their correlation

coefficient (PCF) is greater than 0.1which implies thatF1,F2
are positively correlated. The coverage of F1, F2 are defined

by Cov(F1,F2). The deviation of the two parameters F1,

F2 is represented as σF1 and σF2 respectively, while their

respective means are µF1 and µF2. Further, if PCF < 0.1

then we said that F1, F2 do not have a strongly negative

correlation to each other.

From the collected disease and symptom dataset in the

pre-processing step, we test the correlation between potential

health diseases (given in Table 3), whereas the correlation

Algorithm 1 Algorithm for the Classification of Corre-

lated Factors Based on PCF Value

Input : HDS: health-data set, Threshold value

Output: PPPs: Positive Productive Parameters, NPPs:

Negative Productive Parameters.

1 Define Number PCF ;

2 if (new updated transaction T in HDS) then

3 foreach (item e in T ) do

4 PCF = Pearson Correlation Coeffieent (e);

5 if (PCF ≥ Threshold) then

6 Call Update-class();

7 return;

8 end

9 end

10 end

11 Update-class(input:factor e);

12 PCF = get Pearson Correlation Coeffieent (e);

13 if (PCF≥ 0) then

14 Add e to PPPs;

15 end

16 else if (PCF≤ 0) then

17 Add e to NPPs;

18 end

19 else

20 Add e to NULL − class;

21 end

between health risk factors are given in Table 4 which demon-

strates the three most relevant diseases of given diseases

based on their association scores. To test the correlation

between the input and output attributes, factors with PCF

level of 0.5 are extracted. From the results of analyzing the

health risk factors and their correlation, new methods could

be employed to analyze the health conditions and the health

factors related to each patient. For example, in Table 4, we can

explore a negative CFP between carbohydrate intake (VCB)

and fat intake (VFT ). Therefore, carbohydrate and fat should

not be ingested at the same time [42].

In this way, the health related attributes can be classi-

fied into positive and negative attributes based on the CFP

using classification mining. For each health related record,

Algorithm 1 is used to determine whether the parameters are

positively or negatively correlated.

C. CNN-BASED HEALTH KNOWLEDGE MODEL

From what has been discussed above, we proposed a new

model for the discovery of regular correlated health-related

factors to detect any abnormality in health status. This model

can extract all the available regular factor behavior to create

the implicit knowledge related to remote monitoring and

managing human lifestyle.

We aim to enable care providers to provide a continual

remote monitoring of patient health status by using the cor-

relation results of the health attributes. Thus, the clinical
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TABLE 4. Examples of symptoms and associated symptoms based on the association scores.

workload would be reduced efficiently and the process of

exploring different symptoms’ correlation at the same time

could provide a robust CNN-based diagnosis support sys-

tem. The CNN model is used to subdivide the selected

correlated attributes discovered in the hidden layer. Addi-

tionally, undetected regular correlated readings are found

by extracting the regular behavior of the correlated health

factors [9], [12], [16].

From the collected Electronic health record factors,

we found that there are some regularity-related health sta-

tuses. Regularity means that a certain disease may result in

a change in specific health-related parameters for a specific

time period and this may provide an important insight into

a person’s health status. Therefore, exploring regular factor

behavior is a major issue in analyzing health records. For

example, supposing disease X results in increases in body

temperature and heart rate three times within one month,

recording and analyzing this notable occurrence may help in

preventing some sort of heart attack related to this patient.

Therefore, detecting the strong correlation between health

factors and understanding the regular characteristics of the

collected data would help in exploring more knowledge that

is not due to random occurrences [9], [16]. To enable report-

ing only the regular behavior of health parameters, we use

Algorithm 2 to calculate the periodicity of each pattern based

on the user-defined regularity threshold value.

The input to the algorithm is the set of selected strong cor-

related factors and the output is the set of regular correlated

attributes. CL denotes a candidate set of n-sized health fac-

tors. RCL denotes a set of regular factors. For each database

transaction item e in class C in a given database, we calcu-

late the the regularity of attribute e. If e satisfy the defined

regularity threshold value given by the user, it will be added

to the subset of the regular candidate set. In Algorithm 2,

regular correlated factors that satisfy a minimum periodicity

of 0.5 are found. The discovery of regular factors, which

co-occurred regularly in the patient’s health lifestyle data,

would help in providing remote assistance to the patients

and predict any health risks accurately prior to any such

health risks occurring [15], [16]. A knowledge base is then

created by deriving such regular health knowledge. In terms

of updating the regular health knowledge analysis model,

Algorithm 2 Knowledge Mining for Regular

Co-Occurred Influencing Factors

Input : Cl: class of health-data set record; Database D,

MinSup: minimum support count(0.5), Reg:

regularity threshold value (0.1)

Output: regular co-occurred item list (RCL)

1 Define Frequent Item List FSet;

2 foreach item I in class CL do

3 R(I ) = Call Check_item_regularity (I );

4 if Count I≥ MinSup AND R(I ) ≤ Reg) then

5 Add I to Regular-Set RSS;

6 end

7 end

8 Define Function Check_item_regularity(input item I ,

Database D);

9 foreach (item I in D) do

10 Increment the count of all items in FSet that contain

item I ;

11 Update item regularity occurrences;

12 end

13 Return RCL;

the user can specify a specific time period continuously then

the system would gather the factors, analyze regularity then

send and save them in knowledge databases.

IV. PERFORMANCE EVALUATION

For performance evaluation, the experiment was carried out

on a 64-bit Core i5 processor running Windows 10 pro, and

with 12 GB of free RAM, SPSS. In this study, for the analysis

of the proposed method, we use the data provided by the

Korea National Health and Nutrition Examination Survey

[43]. The context data are health -related factors and lifestyle

attributes. They are the results of real-time health examina-

tions of 10,806 citizens. Each citizen respond to a health

surveywith 768 items as part of the 7thKoreaNational Health

and Nutrition Examination Survey. Multivariate analysis is

used in the SPSS to extract the health-related factors which

helps in reducing the computation complexity and decreases

the number of attributes efficiently without missing any
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TABLE 5. Accuracy of regular CNN-based health model.

important values. For the analysis of model efficiency, var-

ious attributes are explored which affect obesity, high blood

pressure, and diabetes. The selection of the health parameters

is based on the correlation between attributes andwe calculate

the correlation coefficient of each attribute, and a correla-

tion co-efficient of 0.5 or more are extracted. As a result,

the attributes which are significant for obesity, high blood

pressure, and diabetes disease prediction are selected first.

Furthermore, the correlation between the selected attributes is

calculated and classified into positive and negative relation-

ships. Identifying the positively related factors could help in

improving the person’s daily life activity by monitoring such

important positive correlated data between them. Addition-

ally, any abnormality can be predicted through monitoring

the negatively correlated parameters values. CNN is used

to subdivide them. Additionally, regular factor behavior is

analyzed to discover any additional factors behavior among

the selected correlated factors. This reveals which attributes

feature a regular correlation or an abnormal one; Therefore,

the characteristics of the collected parameters are analyzed

and classified into obesity, high blood pressure, and diabetes.

This could significantly improve health status through pro-

viding more knowledge regarding obesity, high blood pres-

sure, and diabetes diseases and their causes’ prior to their

occurrence.

For the experiments, among the context data selected,

we used 4,759,777 records in appropriate data formats that

have no response and missing values are removed, including

1,499,423 records. We divide the collected records into 70%

train data and 30% test data [44]. 10-fold cross validation

algorithm was used to optimize hyper parameters (such as

early stopping for training). Moreover, the root mean square

error RMSE is evaluated to measure the CNN model’s accu-

racy. For each model, the RMSE, calculation speed, and com-

plexity are calculated if we apply the proposed CNN-based

health model. Additionally, we record the same evaluation

criteria in the general CNN model for the prediction of obe-

sity, diabetes, and high blood pressure. RMSE is used to

measure the difference between the predicted and observed

value [44]. The value of RMSE is evaluated as follows:

RMSE =

√
∑n

1(PK − OK )
2)

n

The smaller value of RMSE means high accuracy of the

model prediction, however, the increase in RMSE value

means low prediction capability of the model. For the iden-

tified three diseases; if obesity is predicted and the value

is 3, and applying our model, the actual observed value is 2,

TABLE 6. Different learning model accuracy comparison.

the error is 1. Table 5 represents the RMSE results of the

CNN-model. The prediction RMSE of ourmodel is compared

versus the general CNN model for the prediction of obesity,

diabetes, and high blood pressure. The calculation speed of

the proposed model is calculated with 2-hidden layer and the

complexity is also calculated. For each diagnosed disease,

the general CNN-model has high RMSE value, which indi-

cates low predication accuracy with high calculation speed

and complexity. For example, the RMSE of the general CNN

model is about 0.87 with 1.1 complexity. However, the max-

imum RMSE of the proposed model prediction is 0.2562 for

the presence of diabetes.

Furthermore, to compare our algorithm performance,

we trained the following general models:

1) M1: our proposed model,

2) M2: a LSTMmodel which is identified by its efficiency

in finding correlated data,

3) M3: SVM

4) M4: traditional neural network.

The performance of each model is shown in Table 6.

In this study, we propose a CNN-learning algorithm for the

diagnosis and referral of three common diseases through

discovering the regular behavior of correlated health param-

eters. By exploiting such knowledge of regular correlated

algorithm, our model demonstrated competitive analysis per-

formance on 4,759,777 medical records. Table 6 shows the

performance analysis of the model. The accuracy of diag-

nosis and referral of our model reached 80.43%; 80.85%;

91.49%; 82.61%; 95.60% with a testing dataset, respectively.

Regarding the other model, M2 (LSTMmodel), when trained

with the collected data after preprocessing it and removing

only irrelevant data, this proved not as effective as our M1.

Moreover, the model represents a potential accuracy when

compared with other traditional machine learning algorithms

(M3, M4) learning model. Therefore, effective knowledge

mining and analysis of medical data is of great significance
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in the discovery and diagnosis of health status and medical

conditions. The model we proposed can extract features from

the collected data which enables it to deliver accurate and

robust results for the presence of obesity, high blood pressure,

or diabetes.

V. CONCLUSION

In the medical big data field, critical health decisions are

required to help patients attend to their health status. This

work presents a CNN-based regular pattern mining model for

the discovery of knowledge related to regularity in health con-

ditions. The proposed method uses the health conditions and

lifestyle patterns related to chronic diseases collected through

IoT-devices. For the experiment, medical Korea National

Health and Nutrition Examination Survey context data are

used. A double-layer fully connected CNN structure is used

to select and classify the collected data. The process begins

with multivariate analysis to select the significant health

factors, then the classification of such factors is conducted

in the second layer. Finally, the regularity of the classified

factors are analyzed and the most important regular-occurred

health characteristics are selected. The model can detect

either the regular positive correlated factors which can be

maintained for healthcare, or the regular negative correlated

factors which provide knowledge for improving unhealthy

lifestyles and daily life activities. Regarding the performance

study of the proposed model, it provides knowledge related

to regular-correlated health parameters of obesity, high blood

pressure, and diabetes. For future work, more types of dis-

eases need further investigation with more vital sign collected

data. Data quantification methods will affect the CNN model

learning accuracy and performance, therefore, we plan to use

different raw data preprocessing methods.
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