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Abstract
The effect of cobalt doping on the magnetic properties of Mn1−xCoxFe2O4 nanoparticles was investigated. All samples consist of

ensembles of nanoparticles with a spherical shape and average diameter of about 10 nm, showing small structural changes due to

the substitution. Besides having the same morpho-structural properties, the effect of the chemical composition, i.e., the amount of

Co doping, produces marked differences on the magnetic properties, especially on the magnetic anisotropy, with evident large

changes in the coercive field. Moreover, Co substitution has a profound effect on the interparticle interactions, too. A dipolar-based

interaction regime is detected for all samples; in addition, the intensity of the interactions shows a possible relation with the single

particle anisotropy. Finally, the sample with the strongest interaction regime shows a superspin glass state confirmed by memory

effect dynamics.
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Introduction
A strong scientific interest has driven the fundamental research

on magnetic nanoparticles in the last decades [1-4], with interest

constantly fed by their wide range of potential applications, e.g.,

from catalysis [5] and microwaves applications [6] to biomedi-

cine, such as MRI [7], hyperthermia [8], and drug delivery [7,9]

applications. Nanometer-sized magnetic materials exhibit dif-
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ferent properties compared their bulk counterparts [10,11].

Below a critical radius, magnetic nanoparticles (NPs) organize

themselves as a single magnetic domain, where all magnetic

moments align in the same direction forming a “super spin”

with a magnitude of 103–104 Bohr magnetons [12]. Due to the

similarity of such superspins with atomic magnetic moments,

even if with different characteristic time scale and much larger

total moment, the magnetic behavior of mono-domain NP

ensembles is often described as supermagnetism [12]. For non-

interacting particles, above a so-called blocking temperature TB,

their supermoments are thermally active in a corresponding

time window, where they spontaneously reverse their direction

in a superparamagnetic (SPM) regime, in analogy to atomic

paramagnetism [10]. On the other hand, in concentrated ensem-

bles of NPs, interparticle interactions can arise from long-range

magnetostatic forces or local exchange coupling among parti-

cles [13,14]. Such interactions can be due to a strong influence

on the overall magnetic behavior of the ensembles, inducing

co-operative regimes showing super ferromagnetic (SFM) and

superspin glass (SSG) behavior [13,15,16].

Among nanostructured materials, magnetic ferrite nanoparti-

cles (MeIIFe2O4; MeII = Fe2+, Ni2+, Co2+, Mn2+, etc.) are par-

ticularly appealing for technological applications thanks to their

rich crystal chemistry, which can be altered in order to tune

their magnetic properties [17,18]. They have a face-centered

cubic (fcc) structure with cubic close-packed oxygen ions and

tetrahedral (Td) and octahedral (Oh) interstitial sites, which can

be occupied by divalent and trivalent metal cations. By defini-

tion, the fraction of divalent ions in the octahedral sites repre-

sents the inversion degree (γ), which distinguishes them from

the so-called “normal” structures where divalent and trivalent

cations occupy the Td and Oh sites, respectively. The cations

within the same kind of interstitial site are ferromagnetically

ordered due to oxygen-mediated superexchange interactions

(JTd–Td and JOh–Oh). Additionally, the two sub-lattices are anti-

ferromagnetically aligned, but with uncompensated moments,

hence showing a final net magnetization (ferrimagnetism)

which depends directly on the specific population of Td and Oh

sites. Furthermore, the magnetic anisotropy of the system is

related to the specific cationic population and distribution in the

different interstitial sites [19].

In the present paper, we investigate the structural and magnetic

properties of ensembles of ferrite nanoparticles with formula

Mn1−xCoxFe2O4, (0 ≤ x ≤ 1) prepared by a combined low-

energy ball milling and self-combustion method. This simple

and low cost synthesis approach (i.e., the synthesis is per-

formed at a relatively low temperature, not higher than 350 °C)

allows nanoparticles to be produced with good control of size

and crystallinity in large scale (i.e., tens of grams), much

more than can be provided by conventional chemical ap-

proaches (usually limited to 100–300 mg). Therefore this

method can be easily implemented for large-scale nanoparticle

applications, such as for permanent magnets and biomedical ap-

plications.

Given their good particle size distribution (≈10 nm diameter)

and almost the same saturation magnetization per particle, these

samples represent a good model system to study the systematic

effect of Co substitution on the magnetic properties of the

whole ensemble. The Co substitution does not only affect the

single particle anisotropy energy, and thus the intrinsic magnet-

ic anisotropy of individual particles, but also the overall inter-

acting regime among them. Because the samples are dense

ensembles of particles in close proximity, special attention was

devoted to the analysis of the interactions, showing the competi-

tive effect of magnetic anisotropy and interparticle interactions.

Finally, it is worth to noting that having particles with the same

size and saturation magnetization but with different magnetic

anisotropy opens interesting perspectives for applications in

biomedical fields (e.g., MRI, drug delivery, hyperthermia)

[20,21] and energy harvesting.

Experimental
Synthesis
Several samples consisting of manganese ferrite nanoparticles

with different cobalt doping, i.e., Mn1−xCoxFe2O4 (x = 0, 0.25,

0.5, 0.75, 1) were synthesized following a simple method based

on solid-state ball milling and calcination of nitrate precursors

and citric acid, discussed previously to prepare pure MnFe2O4

[22]. Manganese nitrate (Mn(NO3)2·4H2O, Merck, 99%), iron

nitrate (Fe(NO3)3·9H2O, Merck, 99%), cobalt nitrate

(Co(NO3)2·6H2O, Merck, 98.5%) and citric acid (C6H6O7,

Merck, 99.5%) powders were mixed in a 1:1 molar ratio of total

metal nitrates to citric acid. The powders were milled for 1 h in

a planetary ball mill using agate balls, producing an amorphous

precursor (Supporting Information File 1, Figure S1), which in

a following step is annealed in air atmosphere at 350 °C for 3 h.

This double step approach ensures good crystallization of small

particles with relatively narrow size distribution. The samples

were named Cn, where n = 0, 25, 50, 75, 100 is the percentage

of cobalt.

Experimental techniques and data treatments
X-ray diffraction patterns were collected using Cu Kα
(λ = 0.154 nm) radiation with a Philips EXPERT MPD diffrac-

tometer. The average crystallite size was obtained from the

Debye–Scherrer equation:

(1)
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where w is the full-width at half-maximum (FWHM) of the

XRD peaks, θ is the Bragg angle, C is the Scherrer constant

related to the shape of crystallites (≈0.9 for spherical ones) and

λ is the X-ray radiation wavelength. The lattice constant (a) of

the samples was calculated using the following Bragg condi-

tion for cubic structures:

(2)

where d is the interplanar distance and (h, k, l) are the Miller

indices.

Transmission electron microscopy (TEM) analysis was per-

formed with a JEM-2100 instrument using an accelerating

voltage of 200 kV, with the nanoparticles deposited on a copper

grid. The average particle size was obtained by measuring the

diameter of more than 100 particles randomly selected in differ-

ent parts of the grid.

DC magnetization measurements were carried out with a

vibrating sample magnetometer (maximum field of 2 T) and a

Quantum Design SQUID magnetometer, equipped with a super-

conducting coil that produces magnetic fields in the range from

−5 T to +5 T. After the synthesis, the samples were in the form

of a dry powder. About 5 mg of that powder was distributed

inside a small transparent capsule (whose moment is absolutely

negligible compared to that of the sample). A drop of epoxy

resin was then deposited on top and allowed to dry overnight.

The procedure allows the resin to diffuse around the sample

preventing the physical rotation of the particles during the mea-

surements. However, it is not able to solubilize individual parti-

cles, which continue to form large coarse aggregates, main-

taining the original interparticle distance. The saturation magne-

tization MS was extrapolated by fitting the M(H) curves at high

field using the law of approach to saturation [23]:

(3)

where A and B are constant parameters.

Magnetization versus temperature measurements were per-

formed using the zero-field-cooled (ZFC) and field-cooled (FC)

protocols. The sample was cooled from room temperature to

5 K in a zero magnetic field; then a static magnetic field of

2.5 mT was applied. MZFC was measured during the warming

up phase from 5 to 300 K, and MFC was recorded during the

subsequent cooling down from 300 to 5 K. The field-dependent

Figure 1: Room temperature X-ray diffraction patterns of all samples.
All diffraction peaks are compatible with the spinel structure.

isothermal remanent magnetization (IRM) and direct current

demagnetization (DCD) were measured at 5 K. In the IRM

measurement process, the demagnetized samples were cooled

from 300 to 5 K in a zero magnetic field. Then a small external

field was applied only for a few seconds, and the remanence

was measured (MIRM). The process was repeated, increasing the

field in progressive steps up to 5 T. In DCD measurements, the

samples were cooled down to 5 K and then saturated by

applying an external field of −5 T for a few seconds. Then, the

remanent magnetization (MDCD) was measured such as in the

IRM protocol increasing the field up to +5 T.

AC magnetic susceptibility measurements were performed by

an AC susceptometer system. The measurements were carried

out by cooling the sample from room temperature to 100 K in

zero magnetic field, then magnetic susceptibility was measured

during the warming up process in a magnetic field of 1 mT at

frequencies of 33, 111, 333, 666 and 1000 Hz.

Mössbauer spectra were recorded at room temperature using a

source of 57Co in Rh, in transmission geometry. The velocity

scale was calibrated using a 25 μm Fe foil; the isomer shift

values are referred to metal iron. The spectra were analysed as a

superposition of two components with peaks of Lorentzian

shape. The components were a sextet and a doublet, corre-

sponding to the magnetically ordered and non-ordered compo-

nents, respectively.

Results and Discussion
Figure 1 shows the room temperature X-ray diffraction patterns

of the samples. They confirm a cubic spinel structure, compa-

rable with those of single phase MnFe2O4 (PDF Card No.

73-1964) and CoFe2O4 (PDF Card No. 22-1086) with no impu-

rity phases detected in any sample. The crystallite size is esti-
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Figure 2: As an example of the size, shape and crystalline quality of the samples, TEM images of C0 (a) and C100 (b) samples are reported. The
insets show the respective particle size distribution fitted with a Gaussian distribution (solid line).

Table 1: Average crystallite size  and lattice parameter (a).
Uncertainties in the last digit are given in parentheses.

Sample  (nm) a (Å)

C0 7.1(2) 8.33(4)

C25 7.5(3) 8.34(4)

C50 6.8(2) 8.35(3)

C75 7.2(3) 8.35(2)

C100 8.1(3) 8.34(4)

mated by Scherrer’s formula to be between 7 and 8 nm for all

the samples (Table 1). The lattice constants, calculated by Equa-

tion 2, are almost equal for all the samples, which indicate that

Co doping does not induce any significant structural variation.

However, the obtained values (about 8.34 Å) are smaller than

those reported for bulk CoFe2O4 (8.38 Å) and MnFe2O4

(8.51 Å) [24]. This can be justified by the effect of the cationic

distribution. In most cases, the cation distribution of stoichio-

metric bulk Mn-ferrite is demonstrated as

where A and B denote tetrahedral and octahedral sites in spinel

structure [25]. A higher amount of Mn in B sites has been

shown to reduce the lattice parameter to 8.4 Å in 7.5 nm

MnFe2O4 nanoparticles [26]. At the nanoscale, the cation distri-

bution of the spinel structure is deeply affected by the local

broken bonds that lead to a coordination variation at the parti-

cle surface. Furthermore, the oxidation of Mn2+ to Mn3+ is a

common event that accrues in the transition from the bulk state

toward nanoscale, contributing to the effective cation distribu-

tion [26,27]. The difference in radius between Mn2+ (0.80 Å)

and Mn3+ (0.66 Å) reduces the average lattice parameter. On

the other hand, Co2+ randomly substitutes the two cations, but it

has an intermediate radius of 0.74 Å, which on average does not

affect the lattice parameter to a large extent, as experimentally

observed in our samples.

TEM analysis shows a regular morphology of the NPs. All sam-

ples have spherical particles of uniform size distribution as in

the examples provided in Figure 2 for C0 and C100 samples.

Despite some aggregation, it is possible to measure the average

particle diameter of 10.5(2) and 9.4(2) nm for C0 and C100

samples, respectively. Note that these dimensions are larger

than the average crystallite size estimated from the XRD results,

suggesting the presence of a disordered shell around the single-

crystalline core.

Magnetization dynamics
All of the Co-doped samples showed irreversibility in the FC

and ZFC curves (Supporting Information File 1, Figure S2). It is

well known that in ensembles of magnetic nanoparticles, the FC

curve diverges from the ZFC curve, and the system shows mag-

netic irreversibility behaviour below a given temperature (Tirr),
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which is related to the blocking of the biggest particles [28,29].

C0 is the only sample to show a maximum in the ZFC curve in

the explored temperature range (5–300 K). Such a maximum is

related to the temperature Tmax =  where  is the av-

erage blocking temperature and β is a constant (its value,

β = 1–2, depends on the TB distribution) [29,30]. Finally, the

FC curves show an almost temperature-independent low-tem-

perature trend, with even a low temperature negative slope for

sample C0 below Tmax: this behaviour indicates the presence of

interparticle interactions bringing the system in a collective

state with higher anisotropy at low temperature [31-33]. For

sample C0, where a strong interacting regime is expected, mag-

netization dynamics of superspin has been investigated. The in

phase component (χ’) shows a peak at a temperature Tp that

confirms the DC magnetization behavior. Tp shifts toward

higher temperatures by increasing the applied frequency (Sup-

porting Information File 1, Figure S3a). We tried to fit the fre-

quency dependence of Tp with the Arrhenius law (Equation 4),

the phenomenological Vogel–Fulcher law (Equation 5), and the

power law (Equation 6):

(4)

(5)

(6)

where Ea is the anisotropy energy of the single particle, kB the

Boltzmann constant and τ0 the characteristic relaxation time.

The fit to the Arrhenius law led to unphysical values of the

characteristic relaxation time and anisotropy constant. Since this

model describes a non-interacting system, the results confirmed

the presence of magnetic interactions between nanoparticles as

reported in the literature for similar systems [34-36]. For inter-

acting superparamagnetic particles, the phenomenological

Vogel–Fulcher law gives a better description, introducing the

value T0 as the temperature at which a collective behavior

emerges [37,38]. When the interactions increase and superspin

glass features characterize the collective state, the system can be

better analyzed by the power law [13,39,40], as defined by

Equation 6. Here the system exhibits a collective random

freezing of moments below the glass temperature Tg. Both the

Vogel–Fulcher and power-law model fit our data well. Hence,

to confirm possible spin glass dynamics, the investigation has

been extended to non-equilibrium dynamics, i.e., memory

effects. As a reference curve, a conventional ZFC magnetiza-

tion vs temperature curve has been measured. Then the sample

is cooled again in zero field, but held for 3 h at 80 K, thus

below the hypothetical freezing temperature Tg ≈ 190 K, result-

ing from the power law fit. A clear decrease of magnetization is

observed (Figure 3), which is a fingerprint of the superspin

glass regime [41,42].

Figure 3: (a) Comparison of ZFC curve during cooling (blue circles)
and subsequent warming up (red circles). The difference, ΔM, is re-
ported in (b) as a function of temperature.

The samples were investigated by 57Fe Mössbauer spectrosco-

py at room temperature to estimate the superparamagnetic frac-

tion of the sample at a given temperature. Figure 4 shows the

spectra with the fit of the total signal and the subcomponents

due to the ferromagnetic ordered (six lines) and superparamag-

netic non-ordered (two lines) fractions; the results of the fits are

shown in Table 2. All of the samples containing Co are partially

magnetically ordered, with the exception of sample C100,

which is totally ordered. The hyperfine magnetic field is con-

stant from C25 to C100. The C0 sample shows the smallest

magnetically ordered component (65%), which collapses into a

single broad peak instead of a clear sextet. The superparamag-

netic blocking temperature is directly proportional to the effec-

tive anisotropy energy of the particles [12]. From the

Mössbauer data, it is clear that the Co substitution produces a

general increment of the anisotropy. The Co2+ ions produced a

marked magneto-crystalline contribution to the anisotropy in

the spinel structure, more than Mn2+ and Mn3+ ions. Indeed, the

crystal field does not entirely quench its orbital magnetic

moment, allowing for a spin–orbital coupling responsible for

the increased anisotropy, which is particularly strong for Co2+

ions located in octahedral sites [17,43-45]. However, it is inter-

esting that 25% substitution with cobalt produces a large incre-

ment in C25 with respect to C0, while the subsequent incre-

ments induce only minor additional variations.
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Figure 4: Mössbauer spectra recorded at 300 K for all samples. Only sample C0 is fully superparamagnetic at room temperature, while the only
blocked sample is C100.

Magnetic anisotropy and interparticle
interactions
The evolution of the magnetic anisotropy with respect to the

cobalt content can be clearly observed from M(H) curves

measured at 5 K (Figure 5a and Table 3). The M(H) loops show

a progressive increment in coercivity with increasing Co

content. We can roughly estimate the anisotropy constant

assuming a Stoner–Wohlfarth model, neglecting for the moment

the presence of interparticle interactions, and considering the

samples as ensembles of randomly oriented NPs with uniaxial

anisotropy, given that their reduced remanence is quite close to

0.5. Thus the anisotropy constant can be deduced from

K = HKMS/2, where the anisotropy field is HK = HC/0.48

[12,46]. The values of K reproduce the coercivity trend with

respect to the Co content – the same trend shown by the rema-

nent magnetization, too. The saturation magnetization increases

with the introduction of Co with respect to the pure Mn-ferrite,

then its value remains constant for all the Co-doped samples,

within the experimental error (Table 3). Since the spin of Co2+

(3 µB) is smaller than Mn2+ (5 µB) and Mn3+ (4 µB), a decrease

in magnetization should be expected with increasing cobalt

content. On the other hand, a large variation in the magnetiza-
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Figure 5: (a) Magnetization vs field curves and (b) switching field distribution measured at 5 K for sample C0 (black squares), C25 (red circles), C50
(blue triangles), C75 (dark cyan reversed triangles), and C100 (magenta diamonds).

Table 3: Remanent magnetization (MR), saturation magnetization (MS), reduced remanence (MR/MS) and coercive field obtained from M(H) curves
(μ0HC) calculated for each sample from M(H) loops and the average one from the SFD curves (μ0HC

SFD). The intensity of ΔM plots is provided as a
measure of the interaction intensity to be compared with the average dipolar energy trend (Edip). All curves were measured at 5 K. Uncertainties in the
last digit are given in parentheses.

Sample MR (A m2 kg−1) MS (A m2 kg−1) MR/MS μ0HC (T) K (kJ m−3) μ0HC
SFD (T) Intensity ΔM

plot (arb. units)
Edip (J)

C0 21(2) 51(2) 0.42(5) 0.074(1) 20(1) 0.073(1) −0.764(5) 9.78(5) × 10−20

C25 43(2) 67(2) 0.64(5) 1.16(1) 405(5) 1.23(1) −0.335(5) 1.69(5) × 10−19

C50 38(2) 66(2) 0.58(5) 1.66(1) 570(5) 1.76(1) −0.323(5) 1.64(5) × 10−19

C75 40(2) 68(2) 0.59(5) 2.03(1) 720(5) 2.26(1) −0.321(5) 1.74(5) × 10−19

C100 38(2) 68(2) 0.56(5) 2.10(1) 744(5) 2.43(1) −0.297(5) 1.74(5) × 10−19

Table 2: Data extracted from the fit of the Mössbauer spectra. Isomer
shift (IS), quadrupole splitting (QS), hyperfine magnetic field (Bhf) and
relative percentage area of the components. All measurements have
an uncertainty of 1 in the last digit.

Sample IS (mm/s) QS (mm/s) Bhf (T) Area (%)

C0 0.41 – – 65

0.42 0.82 – 35

C25 0.31 0 45 84

0.32 0.8 – 16

C50 0.31 0 47 84

0.33 0.82 – 16

C75 0.31 0 47 88

0.32 0.76 – 12

C100 0.30 0 46 100

tion can be connected to different populations of Co2+ cations in

octahedral and tetrahedral sites [19]. The MR/MS ratio shows a

step increment with the substitution of Co in place of Mn,

changing the value from about ≈0.4 to ≈0.6, where it then

remains constant for all Co-doped samples, suggesting that the

samples have uniaxial anisotropy. While bulk CoFe2O4 has an

ideal cubic magnetic anisotropy, the finite size effects on nano-

particles can suppress such behaviour showing only a small ten-

dency to the cubic symmetry [2,12,19].

The DCD protocol provided additional information about the

magnetization reversal of each sample. The derivative of MDCD

with respect to the reversal field, χirr = dMDCD/dµ0H, repre-

sents the irreversible component of the susceptibility. This

quantity is generally defined as the switching field distribution

(SFD) [47-50], being directly proportional to the energy barrier

distribution, which produces a distribution of coercivities in the

nanoparticle ensemble. As we can observe in Figure 5b, the av-

erage field of the SFD curve changes to higher values with

respect to the Co content, reflecting the anisotropy increment

due to Co (Table 3). Moreover, we can evidence that the SFD

becomes broader with increasing Co, as if the Co distribution is

not homogenous through the particles, thus producing larger

variability in the magnetic anisotropy.

We investigated the nature and strength of interparticle interac-

tions in the samples by means of the so-called ΔM plot. The
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Figure 6: (a) ΔM plot curves measured at 5 K for sample C0 (black squares), C25 (red circles), C50 (blue triangles), C75 (dark cyan reversed trian-
gles), and C100 (magenta diamonds). (b) The absolute intensity of interactions obtained from the ΔM plot is shown with respect to Co content (red tri-
angles). The trend is the same exhibited by the dipolar coupling energy scaled by the effective anisotropy of each sample (black circles).

DCD and IRM remanent magnetization are related by the

so-called Wohlfarth equation [51] that Kelly et al. rewrote as

[32]:

(7)

For an ensemble of non-interacting magnetic nanoparticles with

uniaxial anisotropy, this curve describes a straight line. On the

other hand, negative ΔM values are usually observed in the case

of the prevalence of demagnetizing (e.g., dipole–dipole) interac-

tions; positive values are attributed to interactions promoting

the magnetized state (e.g., direct exchange interactions). As

suggested by the thermal independent behavior of the FC curves

at low temperature, all samples exhibit a marked interaction

regime, with negative deviations connected to prevalent dipole-

dipole interactions (Figure 6a). This is expected for bare parti-

cles in close contact but without any major coalescence [52].

The larger intensity of the interactions belongs to C0, and

decreases with respect to the Co content with an exponential

decay. We roughly estimated the dipolar interaction energy as

[53]:

(8)

where µ is the magnetic moment of the single particle and d the

distance between particle centers (considered as point dipole),

calculated as the average particle diameter, assuming that the

samples consist of bare particles in direct contact (Table 3). The

average dipolar energy shows an increasing trend with respect

to the amount of Co, which is at odds with the trend shown by

the intensity of the ΔM plots [49]. The evaluation of the dipolar

energy does not take into account the different anisotropy

contribution of each sample. Indeed, if we normalize the dipolar

energy by the estimated anisotropy constant, we can perfectly

reproduce the interaction trends depicted by the ΔM plot

(Figure 6b). These conclusions suggest that the higher

anisotropy of single particles produced by the Co doping

reduces the effective coupling. When the anisotropy is small,

the interactions can exert the strongest effect. This leads to the

spinglass-like interacting regime observed in C0, owning this

sample the smallest anisotropy.

These results illustrate that for ensembles of interacting parti-

cles, higher individual NP energy barriers work against the

collective interaction behavior, which is in agreement with the

observation of our recent work [54]. This is a crucial aspect for

the implementation of such systems in applications and, in this

framework, our synthesis method, despite its simplicity, allows

engineering of the overall magnetic behaviour of the ensembles

that is determined primarily by their magnetic anisotropy and

the interparticle interaction regime. Those two aspects can be

effectively modulated by controlling the Co content without

sacrificing control over particle size. Nevertheless, our study

evidences that a significant change in the magnetic properties

occurs in the concentration range between 0 and 25% of cobalt,

while subtler variations occur due to incremental additions of

Co in substitution of Mn.
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Conclusion
The effect of cobalt doping on the magnetic properties of

Mn1−xCoxFe2O4 nanoparticles prepared by low-energy ball

milling was investigated. Small effects are observed regarding

the structure of the sample, while the average particle size and

shape remain almost constant. All samples systematically show

a lattice parameter smaller than in bulk, independently of the Co

content. On the other hand, the magnetic properties change

remarkably upon Co-doping. The main effect is related to the

magnetic anisotropy, which increases sharply with the substitu-

tion of Mn by 25% Co, and then more gradually with further

additions of Co. Moreover, the effect of Co is evident in the

reduced remanence, which shows values typical for uniaxial

symmetry. In addition, Co substitution has a profound effect on

the interparticle interactions. The ΔM plots evidence a dipolar-

based interaction regime for all samples, but the intensity of the

interactions is mitigated by the single particle anisotropy. This

play between the interparticle interactions and the single parti-

cle anisotropy becomes clear when analysing the trend shown

by the samples. C0 owns the weakest dipolar interactions

among the samples. Nevertheless, having also the smallest

anisotropy, it exhibits the strongest effective interaction regime,

actually showing a super-spin-glass behavior. Tuning the

anisotropy is one way to control the overall magnitude of the

interactions, opening new interesting perspectives for control-

ling the magnetization reversal of concentrated NP systems for

specific applications.

Supporting Information

An example of a typical X-ray diffraction pattern of the

amorphous phase obtained immediately after the milling

process for sample C0 (Figure S1). ZFC and FC curves

measured for all samples are shown in Figure S2. For

sample C0, the AC susceptibility vs temperature curves

measured at different frequencies are shown in Figure S3.

Figure S4 presents the fits of the frequency dependence of

the maximum of the curves (TP) using the Arrhenius model,

the Vogel–Fulcher law and the power law. Only the last

two models provide physically meaningful parameters and

are reported in Table S1.

Supporting Information File 1
Additional experimental results.

[https://www.beilstein-journals.org/bjnano/content/

supplementary/2190-4286-10-86-S1.pdf]
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9. Guardia, P.; Pérez, N.; Labarta, A.; Batlle, X. Langmuir 2010, 26,

5843–5847. doi:10.1021/la903767e

10. Dormann, J. L.; Fiorani, D.; Tronc, E. Magnetic Relaxation in

Fine-Particle Systems. Advances in Chemical Physics; John Wiley &

Sons, Inc.: Hoboken, NJ, U.S.A., 2007; pp 283–494.

doi:10.1002/9780470141571.ch4

11. Annapu Reddy, V.; Pathak, N. P.; Nath, R. J. Alloys Compd. 2012, 543,

206–212. doi:10.1016/j.jallcom.2012.07.098

12. Bedanta, S.; Kleemann, W. J. Phys. D: Appl. Phys. 2009, 42, 013001.

doi:10.1088/0022-3727/42/1/013001

13. Fiorani, D.; Peddis, D. J. Phys.: Conf. Ser. 2014, 521, 012006.

doi:10.1088/1742-6596/521/1/012006

14. Andersson, J.-O.; Djurberg, C.; Jonsson, T.; Svedlindh, P.;

Nordblad, P. Phys. Rev. B 1997, 56, 13983–13988.

doi:10.1103/physrevb.56.13983

15. Bedanta, S.; Eimüller, T.; Kleemann, W.; Rhensius, J.; Stromberg, F.;

Amaladass, E.; Cardoso, S.; Freitas, P. P. Phys. Rev. Lett. 2007, 98,

176601. doi:10.1103/physrevlett.98.176601

16. Sugawara, A.; Scheinfein, M. R. Phys. Rev. B 1997, 56,

R8499–R8502. doi:10.1103/physrevb.56.r8499

17. Cannas, C.; Musinu, A.; Piccaluga, G.; Fiorani, D.; Peddis, D.;

Rasmussen, H. K.; Mørup, S. J. Chem. Phys. 2006, 125, 164714.

doi:10.1063/1.2354475

https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-10-86-S1.pdf
https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-10-86-S1.pdf
https://orcid.org/0000-0003-3366-0761
https://orcid.org/0000-0003-3422-1066
https://orcid.org/0000-0001-7508-0752
https://orcid.org/0000-0003-0810-8860
https://doi.org/10.1111%2Fj.1551-2916.1999.tb20058.x
https://doi.org/10.1021%2Fja035474n
https://doi.org/10.1063%2F1.3559504
https://doi.org/10.1021%2Fjp407863s
https://doi.org/10.1039%2Fc4nr01730g
https://doi.org/10.1016%2Fj.jmmm.2013.10.010
https://doi.org/10.1016%2Fj.addr.2008.03.018
https://doi.org/10.1088%2F0022-3727%2F41%2F13%2F134003
https://doi.org/10.1021%2Fla903767e
https://doi.org/10.1002%2F9780470141571.ch4
https://doi.org/10.1016%2Fj.jallcom.2012.07.098
https://doi.org/10.1088%2F0022-3727%2F42%2F1%2F013001
https://doi.org/10.1088%2F1742-6596%2F521%2F1%2F012006
https://doi.org/10.1103%2Fphysrevb.56.13983
https://doi.org/10.1103%2Fphysrevlett.98.176601
https://doi.org/10.1103%2Fphysrevb.56.r8499
https://doi.org/10.1063%2F1.2354475


Beilstein J. Nanotechnol. 2019, 10, 856–865.

865

18. Suber, L.; Peddis, D. Approaches to Synthesis and Characterization of

Spherical and Anisometric Metal Oxide Magnetic Nanomaterials.

Nanotechnologies for the Life Sciences; Wiley-VCH Verlag GmbH:

Weinheim, Germany, 2011. doi:10.1002/9783527610419.ntls0174

19. Muscas, G.; Yaacoub, N.; Concas, G.; Sayed, F.; Sayed Hassan, R.;

Greneche, J. M.; Cannas, C.; Musinu, A.; Foglietti, V.; Casciardi, S.;

Sangregorio, C.; Peddis, D. Nanoscale 2015, 7, 13576–13585.

doi:10.1039/c5nr02723c

20. Berry, C. C.; Curtis, A. S. G. J. Phys. D: Appl. Phys. 2003, 36,

R198–R206. doi:10.1088/0022-3727/36/13/203

21. Ling, D.; Hackett, M. J.; Hyeon, T. Nano Today 2014, 9, 457–477.

doi:10.1016/j.nantod.2014.06.005

22. Aslibeiki, B.; Kameli, P.; Salamati, H.; Eshraghi, M.; Tahmasebi, T.

J. Magn. Magn. Mater. 2010, 322, 2929–2934.

doi:10.1016/j.jmmm.2010.05.007

23. Morrish, A. H. The Physical Principles of Magnetism; IEEE Publishing:

Piscataway, NJ, U.S.A., 2001. doi:10.1109/9780470546581

24. Goldman, A. Modern Ferrite Technology, 2nd ed.; Springer: New York,

NY, U.S.A., 2006; pp 438 ff. doi:10.1007/978-0-387-29413-1

25. Smit, J.; Wijn, H. P. J. In Ferrites: Physical Properties of Ferrimagnetic

Oxides in Relation to Their Technical Applications; Philips, N. V., Ed.;

Wiley: Eindhoven, Netherlands, 1959.

26. Yang, A.; Chinnasamy, C. N.; Greneche, J. M.; Chen, Y.; Yoon, S. D.;

Hsu, K.; Vittoria, C.; Harris, V. G. Appl. Phys. Lett. 2009, 94, 113109.

doi:10.1063/1.3099340

27. van der Zaag, P. J.; Brabers, V. A. M.; Johnson, M. T.;

Noordermeer, A.; Bongers, P. F. Phys. Rev. B 1995, 51, 12009–12011.

doi:10.1103/physrevb.51.12009

28. Del Bianco, L.; Fiorani, D.; Testa, A. M.; Bonetti, E.; Savini, L.;

Signoretti, S. Phys. Rev. B 2002, 66, 174418.

doi:10.1103/physrevb.66.174418

29. Hansen, M. F.; Mørup, S. J. Magn. Magn. Mater. 1999, 203, 214–216.

doi:10.1016/s0304-8853(99)00238-3

30. Gittleman, J. I.; Abeles, B.; Bozowski, S. Phys. Rev. B 1974, 9,

3891–3897. doi:10.1103/physrevb.9.3891

31. Cannas, C.; Falqui, A.; Musinu, A.; Peddis, D.; Piccaluga, G.

J. Nanopart. Res. 2006, 8, 255–267. doi:10.1007/s11051-005-9028-7

32. Kelly, P. E.; O'Grady, K.; Mayo, P. I.; Chantrell, R. W.

IEEE Trans. Magn. 1989, 25, 3881–3883. doi:10.1109/20.42466

33. Peddis, D.; Cannas, C.; Musinu, A.; Piccaluga, G. J. Phys. Chem. C

2008, 112, 5141–5147. doi:10.1021/jp076704d

34. Zhang, J.; Boyd, C.; Luo, W. Phys. Rev. Lett. 1996, 77, 390–393.

doi:10.1103/physrevlett.77.390

35. Dormann, J. L.; D'Orazio, F.; Lucari, F.; Tronc, E.; Prené, P.;

Jolivet, J. P.; Fiorani, D.; Cherkaoui, R.; Noguès, M. Phys. Rev. B

1996, 53, 14291–14297. doi:10.1103/physrevb.53.14291

36. Aslibeiki, B.; Kameli, P.; Manouchehri, I.; Salamati, H. Curr. Appl. Phys.

2012, 12, 812–816. doi:10.1016/j.cap.2011.11.012

37. Hein, R. A.; Francavilla, T. L.; Liebenberg, D. H., Eds. Magnetic

Susceptibility of Superconductors and Other Spin Systems; Springer

US: Boston, MA, U.S.A., 1991. doi:10.1007/978-1-4899-2379-0

38. Saslow, W. M. Phys. Rev. B 1988, 37, 676–678.

doi:10.1103/physrevb.37.676

39. Jönsson, P. E. Superparamagnetism and Spin Glass Dynamics of

Interacting Magnetic Nanoparticle Systems. Advances in Chemical

Physics; 2004; pp 191–248. doi:10.1002/0471484237.ch3

40. Andersson, M. S.; Mathieu, R.; Normile, P. S.; Lee, S. S.; Singh, G.;

Nordblad, P.; De Toro, J. A. Phys. Rev. B 2017, 95, 184431.

doi:10.1103/physrevb.95.184431

41. Sasaki, M.; Jönsson, P. E.; Takayama, H.; Mamiya, H. Phys. Rev. B

2005, 71, 104405. doi:10.1103/physrevb.71.104405

42. Peddis, D.; Qureshi, M. T.; Baker, S. H.; Binns, C.; Roy, M.; Laureti, S.;

Fiorani, D.; Nordblad, P.; Mathieu, R. Philos. Mag. 2015, 95,

3798–3807. doi:10.1080/14786435.2015.1090640

43. Song, Q.; Zhang, Z. J. J. Phys. Chem. B 2006, 110, 11205–11209.

doi:10.1021/jp060577o

44. Kumar, L.; Kumar, P.; Kar, M. J. Alloys Compd. 2013, 551, 72–81.

doi:10.1016/j.jallcom.2012.10.009

45. Fantechi, E.; Campo, G.; Carta, D.; Corrias, A.;

de Julián Fernández, C.; Gatteschi, D.; Innocenti, C.; Pineider, F.;

Rugi, F.; Sangregorio, C. J. Phys. Chem. C 2012, 116, 8261–8270.

doi:10.1021/jp300806j

46. Stoner, E. C.; Wohlfarth, E. P. Philos. Trans. R. Soc., A 1948, 240,

599–642. doi:10.1098/rsta.1948.0007

47. O'Grady, K.; Chantrell, R. W. Remanence Curves of Fine Particle

Systems I: Experimental Studies. Magnetic Properties of Fine Particles;

Elsevier: Amsterdam, Netherlands, 1992; pp 93–102.

doi:10.1016/b978-0-444-89552-3.50017-7

48. Binns, C., Ed. Nanomagnetism: Fundamentals and Applications;

Frontiers of Nanoscience, Vol. 6; Elsevier: Amsterdam, Netherlands,

2014.

49. Peddis, D.; Orrù, F.; Ardu, A.; Cannas, C.; Musinu, A.; Piccaluga, G.

Chem. Mater. 2012, 24, 1062–1071. doi:10.1021/cm203280y

50. Muscas, G.; Singh, G.; Glomm, W. R.; Mathieu, R.; Kumar, P. A.;

Concas, G.; Agostinelli, E.; Peddis, D. Chem. Mater. 2015, 27,

1982–1990. doi:10.1021/cm5038815

51. Wohlfarth, E. P. J. Appl. Phys. 1958, 29, 595–596.

doi:10.1063/1.1723232

52. Peddis, D.; Mansilla, M. V.; Mørup, S.; Cannas, C.; Musinu, A.;

Piccaluga, G.; D’Orazio, F.; Lucari, F.; Fiorani, D.; D’Orazio, F.

J. Phys. Chem. B 2008, 112, 8507–8513. doi:10.1021/jp8016634

53. Mørup, S.; Hansen, M. F.; Frandsen, C. Beilstein J. Nanotechnol.

2010, 1, 182–190. doi:10.3762/bjnano.1.22

54. Muscas, G.; Concas, G.; Laureti, S.; Testa, A. M.; Mathieu, R.;

De Toro, J. A.; Cannas, C.; Musinu, A.; Novak, M. A.; Sangregorio, C.;

Lee, S. S.; Peddis, D. Phys. Chem. Chem. Phys. 2018, 20,

28634–28643. doi:10.1039/c8cp03934h

License and Terms

This is an Open Access article under the terms of the

Creative Commons Attribution License

(http://creativecommons.org/licenses/by/4.0). Please note

that the reuse, redistribution and reproduction in particular

requires that the authors and source are credited.

The license is subject to the Beilstein Journal of

Nanotechnology terms and conditions:

(https://www.beilstein-journals.org/bjnano)

The definitive version of this article is the electronic one

which can be found at:

doi:10.3762/bjnano.10.86

https://doi.org/10.1002%2F9783527610419.ntls0174
https://doi.org/10.1039%2Fc5nr02723c
https://doi.org/10.1088%2F0022-3727%2F36%2F13%2F203
https://doi.org/10.1016%2Fj.nantod.2014.06.005
https://doi.org/10.1016%2Fj.jmmm.2010.05.007
https://doi.org/10.1109%2F9780470546581
https://doi.org/10.1007%2F978-0-387-29413-1
https://doi.org/10.1063%2F1.3099340
https://doi.org/10.1103%2Fphysrevb.51.12009
https://doi.org/10.1103%2Fphysrevb.66.174418
https://doi.org/10.1016%2Fs0304-8853%2899%2900238-3
https://doi.org/10.1103%2Fphysrevb.9.3891
https://doi.org/10.1007%2Fs11051-005-9028-7
https://doi.org/10.1109%2F20.42466
https://doi.org/10.1021%2Fjp076704d
https://doi.org/10.1103%2Fphysrevlett.77.390
https://doi.org/10.1103%2Fphysrevb.53.14291
https://doi.org/10.1016%2Fj.cap.2011.11.012
https://doi.org/10.1007%2F978-1-4899-2379-0
https://doi.org/10.1103%2Fphysrevb.37.676
https://doi.org/10.1002%2F0471484237.ch3
https://doi.org/10.1103%2Fphysrevb.95.184431
https://doi.org/10.1103%2Fphysrevb.71.104405
https://doi.org/10.1080%2F14786435.2015.1090640
https://doi.org/10.1021%2Fjp060577o
https://doi.org/10.1016%2Fj.jallcom.2012.10.009
https://doi.org/10.1021%2Fjp300806j
https://doi.org/10.1098%2Frsta.1948.0007
https://doi.org/10.1016%2Fb978-0-444-89552-3.50017-7
https://doi.org/10.1021%2Fcm203280y
https://doi.org/10.1021%2Fcm5038815
https://doi.org/10.1063%2F1.1723232
https://doi.org/10.1021%2Fjp8016634
https://doi.org/10.3762%2Fbjnano.1.22
https://doi.org/10.1039%2Fc8cp03934h
http://creativecommons.org/licenses/by/4.0
https://www.beilstein-journals.org/bjnano
https://doi.org/10.3762%2Fbjnano.10.86

	Abstract
	Introduction
	Experimental
	Synthesis
	Experimental techniques and data treatments

	Results and Discussion
	Magnetization dynamics
	Magnetic anisotropy and interparticle interactions

	Conclusion
	Supporting Information
	Acknowledgements
	ORCID iDs
	References

