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1. Introduction

Heterogeneous catalysis is the science and technology of

transforming molecular structures by using a solid functional

material (“the catalyst”) to control the energy profile and

pathway of a reaction. This control enables the direction and

selectivity of the reaction to be determined.

In 1926 H. S. Taylor wrote in his fourth report on the

nature of contact catalysis:[1] “We seem to be forced to the

conclusion that we know little or nothing concerning the effect

which such aristocracies of atoms exercise on the impinging

reactants. … The general problem of activation (of reactants) is

of such fundamental importance that every chemist in the

world should be keeping it in mind so as to be ready to do his

share in the solution.”

Much has changed in our understanding since then, and

the “aristocracies of atoms” have been transformed in our

understanding into “active sites”. The enormous progress in

fundamental insights into catalysis is to a great deal due to the

understanding of the oxidation of CO as a prototypical

reaction for heterogeneous processes. CO oxidation is one of

the best-known heterogeneous reactions and can thus be

regarded as a benchmark system. However, as will be outlined

below, not all facets of this seemingly simple reaction have

been explored in sufficient depth to obtain a complete picture

of this process.

This Review does not attempt to give an overview of the

subject of CO oxidation by presenting a comprehensive

account of the literature. It instead attempts to link the

evolution of a deeper understanding of one only seemingly

simple reaction to the development of our general under-

standing of heterogeneous processes. The Review further

illustrates the close relationship between inventing new

experimental and theoretical methods and increased insight

into microscopic details of a chemical reaction. A brief

account on the evolution of research areas in the field will be

followed by an introduction to the chemical relevance of CO

oxidation and its role as a prototypical process for elucidating

heterogeneous processes. A selection of modern facets of CO

oxidation chemistry will then follow, by using selected

examples of multidisciplinary research performed at the

Fritz Haber Institute in Berlin. This selection will highlight

several points

raised in the intro-

duction and give an

account of the

state-of-the-art in

regard to the

understanding of

the reaction over a

wide variety of sys-

tems and condi-

tions—ranging from isolated molecular clusters over metallic

systems of various structures to reactions on complex oxides

under high-pressure and high-temperature conditions. It will

be shown that some of the systems are of surprising functional

complexity even when they appear at first sight to be rather

conventional. Their reactivity towards CO and oxygen

discloses the complexity that allows us to state that CO

oxidation is on its way from a model reaction to a chemical

probe for surface properties.

1.1. Research Aspects in CO Oxidation

The toxic character of CO, which is produced in large

amounts from the emerging petrochemical industry,

prompted early research into strategies to oxidize it at low

temperatures with reactive forms of oxygen. Substantial

research along these lines was carried out using ozone and

various catalysts such as Ag, MnO2, and PbO during World

War I. A review article[2] documents that oxygen atoms alone

are poorly reactive and need traces of moisture for effective

operation. This is also frequently found today when high

reactivity is reported.[3]

The reaction mechanism was studied in great detail much

later over noble metals, with unambiguous evidence found for

Langmuir–Hinshelwood kinetics.[4] A critical factor is the

CO oxidation, although seemingly a simple chemical reaction,

provides us with a panacea that reveals the richness and beauty of

heterogeneous catalysis. The Fritz Haber Institute is a place where a

multidisciplinary approach to study the course of such a heteroge-

neous reaction can be generated in house. Research at the institute is

primarily curiosity driven, which is reflected in the five sections

comprising this Review. We use an approach based on microscopic

concepts to study the interaction of simple molecules with well-

defined materials, such as clusters in the gas phase or solid surfaces.

This approach often asks for the development of newmethods, tools,

and materials to prove them, and it is exactly this aspect, both, with

respect to experiment and theory, that is a trade mark of our institute.
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availability of sites where both reactants are in proximity, as

both reactants can bind strongly to reactive surfaces, thereby

forming islands[5] with reactive interfaces and pores in

between. The related adsorption and reaction data[4] are

cornerstones of quantitative surface science and serve to date

as reference points in method development. It is clear today

that the respective values are valid not only for extended

single crystals but also for oxide-supported nanoparticles

when they are prepared under well-defined conditions.[6] The

hypothesis that the reaction product CO2 is inert and does not

interfere with the reaction is valid as long as no reducing

species are coadsorbed, which neutralize the chemical

potential of oxygen. Under these conditions CO2 is chem-

isorbed,[7] as is documented by the many reactions involving

the hydrogenation of CO2 in the presence of CO, such as in

the synthesis of methanol.

The growing petrochemical industry has resulted in the

removal of CO from large gas streams becoming a necessity.

Supported noble-metal catalysts were, and still are, used for

this purpose. During their application the phenomenon of

kinetic oscillations was discovered in critical runaway epi-

sodes of the reactors. Several explanations—ranging from a

combination of structure sensitivity coupled with restructur-

ing of the catalyst to periodic switching of the catalyst

between metallic and oxidation states—were discussed.[8] The

use of well-defined single-crystal surfaces and moderate

reaction conditions enabled it to be shown by very elegant

in situ studies[9] that metal oxide transitions were not involved

at the reaction conditions applied but that rather subtle

structural dynamic responses[10] ranging from surface recon-

structions to subsurface state populations were involved.

These findings led to the discovery of the nonlinear dynamic

nature of surface reactions[11] and to the evolution of the

whole research field[12] of nonlinear dynamics in surface

science. In this way, the prototypical character of CO

oxidation as a model reaction is uniquely documented.

CO oxidation can also occur when CO is dissolved in

water, with OH serving as oxidant. This reaction is of

relevance in electrochemistry[13] where fuel cells are inhibited

at low processing temperatures by CO poisoning. The

reaction can also be used to determine in situ the number of

active sites for electrochemical conversions,[14] even when

complex polycrystalline supported systems are studied. The

desired cleaning of hydrogen streams to remove all traces of

CO by selective oxidation to CO2 is the driving force for one

very prominent research field in CO catalysis, namely the

application of gold nanoparticles[15] in CO oxidation at or

below room temperature. Other catalytic applications of gold

nanoparticles are also found in this very active field, but the

oxidation of CO is used as an almost universal probe[16] to

characterize a wide variety of catalyst systems.

A still highly controversial field of research concerns the

nature of the reacting catalyst surface. As oxygen is a

reactant, it may occur that not only are adsorbed CO

molecules oxidized, but also metallic sites holding the

activated oxygen molecules. In the context of unraveling the

dynamic response of metal catalysts to CO oxidation under

mild conditions, the formation of oxide phases was ruled out.

However, when it comes to ambient pressure conditions[17] the

situation is less clear, particularly as different authors tend to

use different definitions for the term “oxide”, which can be

anything between a strongly chemisorbed oxygen adlayer to a

separate phase identified by surface crystallography. One

review[18] takes a clear position and rules out the role of oxides

as high performance catalysts. This is in remarkable contrast

to a series of studies on the RuO2 system, where in similarly

unmistakable words[19] the high performance of the oxide

phase was stated. The existence of a well-defined surface

structure and of high-quality reactivity data prompted a

strong evolution of theoretical efforts to predict the reactivity

of the RuO2 system from ab initio calculations. Again the CO
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oxidation served as a model system for a methodical develop-

ment that allowed surface thermodynamics, statistical

mechanics, and the related reactivity to predicted from

ab inito calculations[20] without using experimental parame-

ters. These results predict a maximum reactivity in a region of

the Ru-O phase diagramwhere a dynamic interplay of surface

phases occurs. Remembering the complex control of reac-

tivity over single-crystal elemental metals by the competition

for adsorption sites, this finding for an oxide system is not too

surprising. The complexity of this system has given rise to a

still-ongoing debate.[18,21] Careful experiments on the coupling

of surface and subsurface chemistry at elevated chemical

potential[22] together with ab initio theoretical studies[20] have

elucidated that the different positions in the literature are in

fact not controversial, but can instead be considered as

elements of a more general picture of a catalyst that responds

with complex chemistry to the various chemical potentials

applied in different types of experiments. A great deal of the

“controversy” resides in the use of the word “oxide”. In the

interphase between an adsorbate phase of oxygen atoms

residing strictly on the outer surface and an oxide charac-

terized by crystallographic methods, several kinetically stabi-

lized states of metal plus oxygen exist that provide enhanced

catalytic activity. The various reasons for this enhancement

will be discussed in Sections 5 and 6 of.

These examples document both the detailed knowledge

and control of the reaction on one side and the still unclear

material situation on the other. This lack of understanding

arises from fundamental issues of dynamics and reactivity that

are observed at elevated chemical potentials. We notice an

unexpectedly strong dependence of the stoichiometry and

geometry of a catalyst surface on the chemical potential of the

reactants (resulting from the composition, temperature, and

pressure). It appears that not all the facets of this seemingly

simple reaction have been explored over a sufficiently wide

range of parameters to obtain the full picture of the dynamic

interaction between the reactant and substrate.

1.2. The Chemical Relevance of CO Oxidation

For a chemist interested in creating substantially more

complex molecules, the simple reaction

2COþO2 ! 2CO2 ð1Þ

carries little excitement. However, considering that this

reaction requires three bodies to interact under highly specific

energetic and geometric conditions for the reaction to occur

homogeneously renders the understanding of the course of

this reaction more interesting. From the standpoint of the

electronic structure of the constituents the reaction is also

spin-forbidden, as discussed in Section 6. The use of a catalyst

may enable the reaction to occur through activation of the

oxygen molecule near to the location of chemisorbed CO

molecules, thereby allowing its spatiotemporal decoupled

combination to give the product molecule CO2. This provides

the challenge of investigating the underlying elementary

processes at an atomistic level and understanding the entire

course of the reaction, including its complexity under reaction

conditions.

CO is a redox-amphoteric molecule, and thus a valuable

C1 building block for synthesis reactions. This character is

seen best in the water gas shift equilibrium:

COþH2O Ð CO2 þH2 ð2Þ

This reaction is of great practical relevance in both

directions, either to generate hydrogen or to scavenge water

from the reduction of CO2, for example, in the synthesis of

methanol. In the future the direct reverse water gas shift

reaction will be of relevance in the chemical utilization of

CO2.
[23]

Figure 1 shows an overview of the C1 reactions in the C1/

H/O ternary system, excluding all reactions involving C�C

bond formation. The formal oxidation state of carbon in these

reactions is denoted. From this compilation it becomes

apparent that CO is a most important building block in the

C1 reaction system. Both gas-phase species and adsorbates are

indicated, and these may have a different isomeric structure

on the surface and in the gas phase. It becomes clear that the

reaction system becomes complex when the CO oxidation

reaction is carried out in the presence of either water or

hydrogen, even when they are only present as an impurity,

which is relevant, for example, in high-pressure model studies.

Although the chemistry of this system is complex, it becomes

apparent that the choice of CO oxidation as a prototype
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model reaction is motivated by the exclusion of multiple side

reactions, which would complicate a rigorous mechanistic

analysis. Extrapolating the results from such studies to

reaction conditions where all the components of the system

shown in Figure 1 are present may be dangerous when only

incomplete reaction data are available. Such a situation is

typical for “high-pressure” experiments on CO oxidation,

where the other components can easily be present as

impurities. Such experiments that bridge between surface

science and high-performance conditions thus require utmost

attention to keep the conditions truly comparable.

Strong effects from the transport of mass and energy in

several dimensions of space additionally control the reaction

rate under high-pressure conditions.[24] This precludes us from

simply extrapolating results from atomistic studies that

consider single-molecule trajectories to catalytic observations

under real conditions. Precautions can be made to minimize

the effects of transport limitations in macroscopic dimensions,

but they cannot be removed from the kinetic process network.

This leads to the occurrence of “gaps” between atomistic

studies confined to two dimensions and observations under

industrial conditions. Sometimes the gaps relating to reaction

parameters and material composition are incorrectly gener-

alized as gaps between surface science and catalysis science.

The influence of transport in various dimensions of time and

space is carefully studied in both sciences. It is an area of

ongoing development to include transport phenomena in

multiscale descriptions of catalytic reactions.[25] The failure to

do so in the past was masked by various fitting procedures

that led to unphysical values of certain model parameters. In

the famous “bridging the gap” studies

on ammonia synthesis these short-

comings are included in various

parameters but it was always stated

clearly there that it would not be the

goal of the exercise to quantitatively

predict high-performance data.[26]

Mechanistically bridging over almost

10 orders of magnitude of pressure

with an error of one order of magni-

tude is considered sufficient proof

that the key elements of the reaction

mechanism are correctly described.

However, this view is not adequate

for branched reaction pathways,

which cannot be described with such

a method today. This provides a

strong incentive to improve our abil-

ity to unify concepts of chemical

reactions between different regimes

of parameters by using ab inito mod-

eling.

The multiple uses of CO in reduc-

tive heterogeneous catalysis, such as

Fischer–Tropsch chemistry, and the

rich coordination chemistry of CO in

homogeneous catalysis used in hydro-

formylation reactions is not consid-

ered here. It is clear, however, that a

detailed understanding of the oxidation of CO is an important

ingredient in understanding many relevant reactions that far

exceed the frequently quoted application for car exhausts.

CO is furthermore a poison to many catalytic reactions

involving transition-metal active sites because of its strong

bonding with such sites that have unfilled electronic d states.

For this reason CO abatement from incomplete combustion

processes is a critical application. It is toxic to life and should

not be released into the environment. In stationary sources of

carbon combustion, such as blast furnaces or coal-fired power

stations, elaborate processes for CO abatement (fuel econo-

mizers) are used to recover its chemical energy. In mobile

sources, such as cars, it is important to minimize its emission

under all conditions of operation. This is achieved in the car

exhaust catalyst system by CO oxidation and by reaction of

CO with NO:

2COþ 2NO ! N2 þ 2CO2 ð3Þ

It is clear that this reaction is hard to accomplish without

the help of a reaction moderator that steers the reaction as

indicated above.

1.3. The Use of CO Oxidation as a Probe Reaction

The use of CO oxidation as a probe reaction can either

target the course of the reaction itself or the nature of the

catalyst that brings about the reaction. The well-studied

adsorption properties of CO on atomically well-defined

Figure 1. Selected reactions in the C1/H/O ternary system. The immense number of reactions

involving C�C bond formations is omitted. The numbered lines denote the formal oxidation state

of carbon in these reactions. Blue species are added to the reactants, while red species are

liberated during reaction.
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surfaces form a quantitative basis for both directions of

research.[27] Adsorption geometries, adsorption enthalpies,

and ample spectroscopic information collected over the last

four decades form a reference library for studying systems

more complex than extended single-crystal surfaces of metals.

In addition, the high quality of the experimental data

provided support for the evolution of theoretical surface

science by providing reference data for method development

and comparison of computational procedures. The develop-

ment of accurate ab initio theoretical calculations and multi-

scale modeling allows predictions even for regimes of

pressure and temperature which are difficult to access by

experiment.[28, 29]

A fundamental advantage of CO oxidation as a probe

reaction is the fact that it is a reaction with one rate-

determining step and a single product. The CO2 product

interacts much weaker with the surface metals than does the

CO starting material. This renders the measurement and the

interpretation of reaction data a facile exercise. The fact that

the reaction occurs over a wide range of 13 orders of

magnitude of pressures[30] allows further studies of a catalyst

under a wide range of conditions to be performed.

Equations (4)–(6) describe the kinetically effective steps

of the overall process.

COgas ! COads ð4Þ

O2gas ! 2Oads ð5Þ

COads þOads ! CO2,gas ð6Þ

Only Equation (4) is an elementary step, the other

reactions are composed reactions, where complex details of

the dynamics of the dissociative adsorption of oxygen and the

formation of CO2 as well as its liberation into the gas phase

remain unconsidered.

The reaction can be studied at pressures below 10�3 mbar

not only by integral methods but also with spatiotemporal

resolution.[31] These studies, pioneered by G. Ertl, provide

fundamental insights into the dynamics of chemical reactions

and into the phenomena of self-organization of chemical

reactions.[12,32] The interplay of site blocking by strong

adsorption of reactants and the liberation of these sites by

reaction fronts moving over homogeneous parts of the surface

creates the complex behavior of a simple reaction. The

integral reaction rate is modulated through macroscopic

coupling phenomena that give rise to unstable kinetics or in

rare cases to regular kinetic oscillations. An elegant approach

is the characterization of the spatiotemporal pattern formed

at single-crystal surfaces or polycrystalline facets and their

kinetic phase boundaries by in situ observation by photo-

emission electron microscopy (PEEM).[33]

With the wide range of experimental studies available and

with a fairly mature theoretical picture of the course of the

CO oxidation reaction it is also possible to extend the use of

CO oxidation to probe the dynamics of chemical reactions. In

such studies, the dynamics of the energy flow between

reacting species and the catalyst surface are studied with a

temporal resolution adequate to the elementary processes.

These occur typically on ultrafast (femto- to picosecond)

timescales.

Many catalyst surfaces undergo structural and chemical

transformations in contact with reactants, particularly at

higher pressures. It is possible that metal-to-oxide transitions

occur and that substoichiometric compounds control the

catalytic activity of a chemically simple catalyst. The prom-

inent example of ruthenium (and its oxides) has been studied

extensively by using CO oxidation as a model reaction.[34] The

combined application of multiple experimental and theoret-

ical tools has given a fairly complete picture of how a catalytic

reaction can transform the structure and chemistry of an

element surface.

In summary the chemically not so challenging reaction of

the catalytic oxidation of CO presents many facets that makes

it worthwhile for study in the context of a large array of topics

in heterogeneous chemistry. The main value of these studies is

a solid body of rigorously understood facts about the chemical

and physical aspects of a chemical reaction that carries

generic information about heterogeneous processes. At

present, a detailed knowledge and control of the reaction

has been gathered, but there still exist open questions on the

material side. The dynamic nature of active catalysts may well

require investigations of both the active material as well as the

reaction mechanism. The use of ruthenium as a catalyst, as

will be discussed below, is a good example of this new

scientific approach. Here we illustrate that the chemical

dynamics of the system provides feedback loops between the

surface reactivity and reaction-induced modification of the

catalyst surface. The frequently used approach to decouple

material science from surface processes by applying low

pressures and reaction temperatures is rather a borderline

case and is not representative of a high-performance catalyst,

where reaction conditions and nanostructuring create favor-

able conditions for feedback loops to operate between

reactant and catalyst chemistry. What has also not been

considered in detail is the atomistic dynamics of the reaction.

Issues of electronic and motional coupling between surfaces

and adsorbates and the dynamics of the underlying elemen-

tary processes in the ground and excited states are typically

outside the scope of “chemical” considerations, but are

essential for a fundamental understanding of the reaction.

This Review presents a multidisciplinary approach to

research on various aspects of CO oxidation performed at the

Fritz Haber Institute in Berlin. Instead of providing a

comprehensive overview we wish to point out how comple-

mentary approaches can yield profound insights into this

prototypical reaction by using selected methods with a wide

variety of materials and reaction conditions. The following

case studies will cover the state-of-the-art regarding the

understanding of CO oxidation in a wide variety of systems

ranging from molecular clusters, to metallic systems of

various structures, and to complex oxides. Starting from

spectroscopic investigations of finite systems in the gas phase

in Section 2 and studies on the ultrafast dynamics of energy

transfer in Section 3, the reaction is elucidated on well-

defined supported model catalysts (Section 4). The use of CO

oxidation as a probe reaction in high-performance catalysis is

demonstrated in Section 5 for real systems with complex

Heterogeneous Catalysis
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structures. Theoretical studies on the CO oxidation reaction

under realistic conditions of pressure and temperature and in

the steady state are discussed in Section 6. From these

examples it becomes clear to what level of resolution the

understanding of a heterogeneous reaction can be carried and

how many detailed insights into the structure of reactive solid

interfaces can be evaluated by using the tool of CO

adsorption/oxidation.

2. Spectroscopic Characterization and Reactions on
Gas-Phase Clusters

Metal clusters can be seen as models for the surface of

bulk materials, although in general the average atomic

coordination in the cluster is much lower than on the surface.

Therefore, this analogy works best for low-coordinate surface

sites such as on corners and steps, as well as for adsorbed

atoms. These sites are proposed in the classical picture of

active sites as introduced by H. S. Taylor to be most relevant

for heterogeneous catalytic reactions.[35] On the other hand, as

already mentioned in the Introduction, small metal particles

are themselves of direct interest for catalytic applications. A

high dispersion leads to an increase in the activity because of

the maximization of the active surface, and qualitatively new

chemical properties also emerge for nanosized particles and

clusters.[36] A striking example for the very different behavior

of nanosized particles compared to that of the extended

material is observed for gold;[37] in its bulk form, gold is

proverbial for its inertness while in a highly dispersed form it

is able to catalyze low-temperature oxidations, for example,

the selective epoxidation of alkenes.[3, 38] The activity of these

gold particles is found to depend crucially on the support

material and this interaction is presumed to also involve

charge transfer between the support and metal particles.

These findings have triggered intensive investigations of

the chemical and physical properties of transition-metal

clusters—and of gold clusters in particular—in the gas

phase. Two important goals of this research are 1) to under-

stand the relationship between the structures of the clusters

and their behavior, and 2) to investigate the chemistry

occurring on the surface of the clusters. In principle, both

aspects can be probed by vibrational spectroscopy. Conven-

tional methods of absorption spectroscopy are difficult to

apply, however, as the clusters have to be investigated in the

gas phase under very dilute conditions in molecular beams or

ion traps; in conventional absorption spectroscopy, the effect

of the sample on the light is recorded and a sufficiently large

line-integrated density of particles (in particles/cm2) is needed

to observe any signal. The alternative is to record the effect of

the light on the sample; in this case a sufficiently large number

of photons/cm2, that is, a sufficient fluence, is needed to

observe any signal. The effect of the light on the sample can,

for example, be its ionization or fragmentation, and the

resulting ions or ionic fragments can be mass-selectively

detected. This so-called “action spectroscopy” thus provides

high sensitivity and is selective for cluster sizes. The crux of

“action spectroscopy” in the infrared (IR) region is, however,

the need for widely tunable lasers with sufficient fluence to

induce these processes, which often require the absorption of

multiple photons. During the last two decades, the application

of IR free electron lasers (FELs) has yielded new opportu-

nities to record the vibrational spectra of gas-phase clusters,

as demonstrated for a range of metal-carbide and -oxide

clusters as well as clusters of transition-metal atoms and of

complexes of these clusters with small molecules.[39]

2.1. Structural Characterization of Transition-Metal Clusters

The structural characterization of metallic clusters has

greatly benefitted from the introduction of FELs as the

infrared light source. Here, far-IR spectroscopy has in

particular profited from the fluence available in the long

wavelength range at the FELIX facility,[40] which has provided

access to modes of low IR intensity, such as metal–metal

vibrations. Additionally, spectroscopy in the gas phase allows

for the detection of low-frequency modes that in the case of

deposited or embedded clusters are often covered by vibra-

tional bands related to the substrate.

The “messenger method” can be used to detect the

absorption of far-IR photons. In this approach a weakly

bound ligand is evaporated from the cluster complex upon

absorption of one or a few IR photons. The basic assumption

behind the application of this method is that only the metal

cluster acts as the chromophore, while the weakly bound

atomic or molecular ligand just acts as a messenger and does

not perturb the structural properties of the cluster. This will

be true for most transition-metal clusters complexed with rare

gas atoms, since directional binding usually leads to signifi-

cant barriers for isomerization. Indeed, the influence of the

rare gas atom on the IR spectra has been found to be

negligible in the case of cationic vanadium clusters.[41] It is

found experimentally that the band positions in the IR spectra

of complexes of Vn
+ with Ar, Kr, or Xe are essentially

identical. However, slight shifts of the bands on the order of

about 1–2 cm�1 per Ar atom can be observed in the spectra of

complexes of a cluster with multiple argon atoms. For late

transition metals such as Co, where rare gas atoms are more

strongly bound, significant changes in the IR spectra are

observed, depending on the number of rare gas atoms bound

to the cluster.[42] The bonding of Kr atoms with small gold

clusters has been investigated theoretically in detail, and will

be discussed below.

In combination with density functional theory (DFT)

calculations, the experimental IR (multiple) photon dissoci-

ation (IR-(M)PD) spectra allow for an unambiguous deter-

mination of the structure of the clusters in many cases.

Starting initially with cationic clusters of Group 5 metals (V,

Nb, Ta),[43,44] these studies have since then been extended to

cationic clusters of late transition metals which are relevant in

heterogeneous catalysis[42, 45,46] and also to neutral clus-

ters.[44, 47–49] For certain clusters it has even been possible to

obtain isomer-specific IR spectra by making use of the

differences in their ionization potentials, that is, by selective

ionization of the cluster/rare gas complex of a single isomer

near the threshold.[49]
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One major issue in these investigations is the need for

adequate theoretical descriptions of the clusters. This is still,

especially for larger clusters of the late transition metals, a

challenging task because of their electronic configurations

with open d shell and the large number of plausible isomers

for the larger clusters. We hope that the availability of

experimental data on the vibrational properties of metal

clusters will stimulate further calculations and the develop-

ment of theoretical methods that will lead to an improved

understanding of the structures and dynamics of these species.

The difficulties with the quantum-chemical methods available

today become evident, for example, with rhodium clusters.

Rh8 clusters have previously been predicted to have a cubic

structure, and larger Rh clusters are also suggested to retain

the cube as its structural motif.[50] However, calculations by

Wang and Johnson[51] on Ru4 suggest that open square and

cubic structures may be due to the treatment of electron-

exchange correlation within density functional theory (DFT),

when used with semilocal approximations to exchange

correlation functionals. These effects may be reduced by the

use of hybrid functionals, which include a portion of exact

exchange.[51, 52] Indeed, a global search of the potential-energy

surface by using the basin-hopping approach coupled with

density functional theory calculations identifies a slightly

distorted cube as the global minimum if the commonly

applied generalized gradient approximation is used, as

implemented, for example, in the pure Perdew–Becke–

Ernzerhof (PBE)[53] functional. If a portion of Hartree–Fock

exchange is incorporated, as in the hybrid PBE1[53, 54] func-

tional, a very different result is obtained. The cubic isomer is

now found 0.92 eV above the ground state, which has a

bicapped octahedral structure.[45] Figure 2 shows that the

close-packed bicapped octahedral isomer reproduces the

experimental spectrum, while the cubic structure has a very

different spectrum. The bicapped octahedral structure is very

similar to the one for other 8-atom metal clusters, for

example, of the Group 5 transition metals,[43b,d,44] or of

cobalt.[42]

Similar difficulties are known to arise for gold clusters,

where semilocal density functional theory tends to over-

estimate the stability of planar clusters.[55] Experimental

information on their structures has been available in the

past for charged gold clusters, for example, from measure-

ments of their ion mobilities,[56, 57] from trapped ion electron

diffraction,[58, 59] or from anion photoelectron spectrosco-

py,[60, 61] and significant structural differences between singly

charged cationic and anionic gold clusters have been identi-

fied.[62] The size at which the initially planar clusters start to

form 3D structures strongly depends on the charge state. The

use of the information obtained from vibrational spectrosco-

py of the neutral gold clusters[48] enables a complete picture of

the charge state dependence of the structures to become

possible. The charge-state dependence of the structures is

illustrated in Figure 3a) for the gold cluster containing seven

atoms. In this case, the structure is different for all three

charge states, although there is actually only a small amount

of rearrangement between the neutral species and the anion.

An increase in the electron density results in the average

coordination of the gold atoms decreasing and the formation

of more open structures. Tetrahedral structures have been

found for larger anionic gold clusters, that is, Au19 and

Au20,
[60–62] and the IR spectra also identify these geometries

unambiguously for the neutral clusters (see Figure 3b).[48]

2.2. Bonding of Kr Atoms to Small Gold Clusters

When Kr is used as a messenger atom in IR-MPD

experiments on neutral gold clusters, one has to realize that a

partially covalent Au�Kr bond is formed. With a binding

energy of a few tenths of an eV (0.1–0.2 eV per Au-Kr bond

according to DFT-GGA, 0.2–0.3 eV according to MP2 and

CCSD(T)), these bonds are relatively weak. Nevertheless,

this implies that 1) the Kr atoms are localized at a specific

Figure 2. Experimental far-IR spectrum of Rh8
+ (bottom) compared to

the predicted IR spectra for the global minimum structures obtained

using either a pure functional (PBE) or by including exact exchange

with a hybrid functional (PBE1). (From Ref. [45].)

Figure 3. a) The structures of gold clusters containing seven Au atoms

vary for the different charge states. b) Comparison of the experimental

and calculated IR spectra for Au19 and Au20. (From Ref. [48]).
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bonding site at finite temperatures, that 2) the vibrational

spectrum of each of the AunKrm clusters can be rather

different from that of the bare Aun cluster, and that 3) the

energy ordering of the AunKrm isomers can be different from

that of the corresponding bare Aun isomers.[63] The influence

of the Kr atoms is particularly prominent for the vibrational

mode of the dimer, which becomes IR active when one or two

Kr atoms are attached. Generally, the effect of the covalently

bound Kr atoms on the vibrational spectrum is a change in the

relative line intensities, the activation of modes (arising from

symmetry lowering) that are IR-inactive in the bare cluster,

and the appearance of new modes in the low-frequency part

of the spectrum (30–100 cm�1) that involve the motion of the

Au and Kr atoms.

The free-energy surface of gold clusters of a given size is

rather shallow in the region between different local minima,

and many isomers are often found very close in energy. A

change in the relative energy of the isomers upon complex-

ation occurs, for example, with Au3 ; the bare cluster exists in

two isomers, an obtuse-angle and an acute-angle triangle, with

an energy difference of about 0.1 eV. Thus, only the lowest

energy isomer is expected to be present in a system in

equilibrium at approximately 100 K. When one or two Kr

atoms are attached, the overall binding energy of the two

isomers becomes almost the same, because Kr binds more

strongly to the less-stable isomer. The measured IR-MPD

spectrum of Au3Kr2 can indeed only be fully explained if both

isomers are assumed to be present. Two isomers that are

almost degenerate in energy are found for Au4, and their

energy difference becomes even smaller when a Kr atom is

attached; in this case, both isomers are also concluded to

contribute to the observed IR-MPD spectrum.

For clusters larger than Au4, the strength of the Au�Kr

covalent bonding is reduced, while the van der Waals

interaction becomes stronger. At finite temperature, Kr is

then somewhat delocalized around the cluster and its

influence on the vibrational spectrum is almost negligible.

This interpretation is made possible by considering the finite

temperature spectrum as coming from a thermostatted

molecular dynamics simulation, that is, by going beyond the

analysis of the harmonic spectrum with Kr localized on a very

weak binding site. From these simulations we also find that

bare gold clusters can undergo an internal transformation at

temperatures as low as 100 K. Neutral Au7, for example, can

transform through breaking a bond of the internal rhombus

(see Figure 3a), passing through the shape of the ground state

anion (which is a saddle point for the neutral cluster), and

subsequently forming the bond that corresponds to the

opposite diagonal of the rhombus. This transformation,

which appears in the thermostatted molecular dynamics

trajectory of the cluster, is reflected in the theoretical finite-

temperature spectrum, and might explain the observed

broadening and splitting in the highest frequency peak of

the IR-MPD spectrum of Au7.
[64] As another example, Au14

can be thought of as a triangular prism surrounded by a planar

ring that is only loosely bound to the prism. Its free-energy

surface is so shallow that, at low temperature, the molecular

dynamics trajectories reveal a motion of the internal prism

relative to the ring.[64]

2.3. Interaction of Single CO Molecules with Transition-Metal

Clusters

As mentioned in the introduction, CO is a common probe

molecule for the investigation of surface sites and its

oxidation is used as a model reaction for more complex

(catalytic) oxidation reactions. Such catalytic oxidation cycles

have also been reported for cluster systems.[65, 66] Our inten-

tion is to obtain a detailed understanding of the interaction of

COwith transition metals and to investigate how this depends

on the metal, cluster size, and charge state.

The reaction of CO with a transition-metal surface can

lead to two fundamentally different products: a molecular

adsorbate or the products of its dissociation, namely, sepa-

rated atomic O and C species. The fate of the CO molecule

highly depends on the metal, its surface structure, and the

reaction conditions. Vibrational spectroscopy provides a

convenient method to distinguish between these two reaction

channels not only for extended surfaces but also for isolated

cluster complexes. From the study of cluster complexes of CO

at low coverage it appears that there is actually little

difference between small clusters and extended surfaces.[67]

The transition from dissociative to molecular adsorption

closely follows the diagonal line through the periodic system

already described by Brod�n for the binding of CO to metal

surfaces at ambient temperatures (Figure 4).[68] Early tran-

sition metals such as V, Nb, or Ta bind CO dissociatively,

while the late transition metals binds CO exclusively as a

molecular ligand. Only for neutral tungsten is a size-

dependent binding behavior found. For clusters containing

5, 7, 8, 9, or 11 W atoms the appearance of the n(CO) band

indicates the presence of intact CO molecules as ligands,

while such a band is missing for larger W clusters, thus

indicating dissociative binding, as also found for W surfa-

ces.[69] Tungsten is the only case that shows an apparent

cluster-size effect, and it is remarkable that no fundamental

difference in the binding behavior of CO has been observed in

the cases of metals where clusters with different charge states

have been studied.

Figure 4. Overview of the binding behavior of CO on transition-metal

clusters as determined by IR-MPD spectroscopy in the gas phase.

Orange fields denote elements where no n(CO) band is observed, that

is, where CO is dissociatively bound to the clusters. Blue shaded

elements are those where the n(CO) bands are indicative of CO

molecules bound on-top. The blue/green fields indicate metals where

in addition to binding on-top CO ligands are also found in higher

coordination configurations. Experiments were performed on clusters

in different charge states: anions (A), neutral species (N), or cations

(C). (Reproduced from Ref. [67]).
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The transition from dissociative to molecular binding of

CO to metal surfaces can be understood from the fact that

moving to the left in the Periodic Table of the elements results

in a rise of the Fermi level and of the diffuseness of the

d orbitals. This leads to a higher electron density in the C�O

antibonding 2p orbital and eventually to dissociation.[70]

Quantum mechanical calculations reproduce this trend,[71,72]

which seems to also hold qualitatively for gas-phase clusters.

However, this picture is oversimplified since the Fermi level

determines the work function, which translates into the

ionization potential (IP) of an isolated cluster. It is well-

known that clusters show pronounced size-dependent varia-

tions in their IP, which, within this model, would contradict

the size independence of n(CO) for CO adsorbed on neutral

clusters.

An important aspect in the study of adsorbed CO

molecules is the strong sensitivity of the frequency of the

internal CO stretching vibration n(CO) to 1) the electron

density at the metal center and to 2) the binding geometry of

the CO molecule. This sensitivity and the large oscillator

strength of CO ligands, which allows for vibrational spectros-

copy even at very low coverage, is the reason for the wide use

of CO adsorbates for probing the properties of metal surfaces

or of finely dispersed metals through n(CO).[73]

The bonding of CO to transition-metal atoms is com-

monly described in terms of the Blyholder model of M

!

C s

donation and M!C p backbonding.[74] As the amount of

backbonding is related to the occupancy of the M(d) orbitals,

the internal CO bond strength, and thereby the n(CO)

frequency, depends on the charge on the metal center.

Analogously, the interaction of a CO molecule with multiple

metal atoms leads to a more efficient M!C p back donation

and to significant weakening of the CO bond, typically

leading to a decrease in the n(CO) frequency by 100–150 cm�1

per additional metal–carbon bond. These shifts in the n(CO)

frequency allow the presence of CO ligands in an on-top (m1),

bridging or (m2), or capping (m3) configuration to be identified.

A pronounced cluster-size dependence in the binding geom-

etry of CO is found for single CO molecules bound to

rhodium cluster cations, neutral species, or anions

(Figure 5).[75] At low coverage, that is, with only a single CO

ligand bound to the cluster, only m1-CO is observed for the 3d

transition metals, while CO can bind with higher coordination

to 4d and early 5d transition metals (Figure 4). The m1

configuration again becomes more stable for late 5d (Ir, Pt)

elements because of relativistic effects.[67, 76] Overall, this

behavior is very similar to the observations for extended

surfaces.

In the gas phase, metal-cluster complexes can be prepared

in different charge states and the charge dependence of

n(CO) van be directly observed (Figure 6). The charge and

cluster-size dependence of n(CO) can be modeled by assum-

ing that the charge of the cluster is equally distributed over all

the surface metal atoms in the cluster.[77] This fractional

charge at the CO binding site is reflected in the M(d)

occupancy and leads to a change in the occupancy of the

antibonding CO(2p) orbital, thereby affecting the C�O bond

strength. The solid lines in Figure 6 are obtained from a

quantitative model that accounts for the influence of a diluted

charge. The model successfully describes the size dependence

of n(CO) for the CO complexes of rhodium, cobalt, and nickel

clusters. However, in the cases of the charged clusters, the

asymptotic values n1(CO) for n!1 do not exactly coincide

with those for the neutral clusters. This may indicate that the

charge is partially localized at the binding site. Furthermore,

the n(CO) values for the neutral clusters and the asymptotic

Figure 5. IR absorption bands of CO bound to cationic rhodium

clusters of different sizes. Most Rh clusters bind CO in an on-top (m1)

geometry, while bridging (m2) and face-capping (m3) binding geometries

are also observed for smaller clusters.

Figure 6. Effect of cluster charge and size on the CO stretching

frequency for CO bound to rhodium clusters.[75, 77] The values that are

observed for n(CO) on extended surfaces at low CO coverage are

indicated by the gray bar. The inset shows a comparison with values of

n(CO) for similarly sized clusters deposited on highly ordered Al2O3

(horizontal line).[78]
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values n1(CO) are significantly below the values of n(CO)

found for CO adsorbed on extended surfaces (low-coverage

limit). This is probably related to the lower coordination of

the cluster atoms compared to an extended surface.

The vibrational data for CO adsorbed on free clusters in

the gas phase can be compared to vibrational data of CO

adsorbates on a substrate to assess the electron density on the

deposited metal particles. Quantitative information on the

charge transfer between the metal cluster and substrate, for

example, from defect centers, can be derived in this way.

However, in such a comparison one has to be aware that

structures of deposited clusters can be different from those in

the gas phase and that, because of a strong dependence of

n(CO) on the surface coverage, a comparison can only be

made for similar coverages, that is, at the low-coverage limit.

Additionally, CO adsorption itself may induce changes in the

charge distribution between the metal and support.[79] A

comparison of deposited Rh clusters on a highly ordered

Al2O3 film[78] with the gas phase data indicates a significant

positive charging of the deposited clusters by about + 0.4 to

+ 0.6e.[75] Similar reasoning has been used to assess the

charging of small gold clusters deposited on defect-rich or

defect-free MgO substrates.[80]

Finally, CO binding can also be altered by coadsorbed

species. For example, hydrogen/CO coadsorption on transi-

tion-metal clusters has been studied in more detail because of

the relevance of this system to the Fischer–Tropsch synthesis.

The hydrogen binds dissociatively on most transition-metal

clusters.[81] The hydrogen coverage can alter the CO binding

in different ways. For example, site blocking by hydrogen

atoms can lead to the molecular binding of CO to metals at

which it would normally dissociate, such as is observed for

vanadium.[82] More subtle changes are due to the electron

localization in the M�H s bonds which lead to a reduction in

the electron density available for backdonation to the CO(2p)

orbital. Here, a close to linear dependence of the shift of

n(CO) on the hydrogen coverage is observed for cobalt

clusters and leads to a strengthening of the C�O bond with

increasing hydrogen coverage. Comparing these shifts with

the n(CO) values for clusters in different charge states (see

above) allows the amount of electron transfer to coadsorbed

hydrogen ligands to be quantified. This ranges from 0.09 to

0.25 electrons per hydrogen atom for clusters with 4–20 Co

atoms.[83] As n(CO) is sensitive to the relative coverage, that

is, the ratio of coadsorbed hydrogen atoms to the number of

surface metal atoms, this concept of probing electron local-

ization can also be extended to larger particles andmight even

be applicable to extended surfaces.

A similar example that demonstrates the importance of

ligand coadsorption effects is given by the adsorption of CO

and O2 on free gold clusters, which we have investigated

theoretically in the framework of the catalytic CO oxidation

reaction. Neutral gold clusters have been modeled in a gas-

phase atmosphere containing CO and O2 in variable compo-

sitions in the 100–600 K temperature range by means of DFT

calculations in conjunction with the ab initio thermodynamics

technique.[84] When CO adsorption and O2 adsorption pro-

cesses are compared, gold clusters are found to have a strong

preference towards binding CO rather than O2. However, if

both ligands are simultaneously present in the gas phase,

thereby embedding the cluster, a cooperative adsorption

effect takes place and the preferred products are the ones

including both CO and O2. Among these products, some are

found to contain stable species such as CO2 and CO3 as

adsorbed ligands. These cluster-plus-adsorbate structures are

plausible intermediates in the catalytic CO oxidation reac-

tion.

3. Ultrafast Reaction Dynamics Induced by Femto-
second Laser Excitation

While the preceding section focused in detail on structural

details in well-defined finite model systems we will now

address the reaction dynamics and role of energy and charge

transfer between the reactants and a metal substrate.

Chemical reactions usually occur in the electronic ground

state, where the reaction barriers are overcome by thermal

activation. Exceptions from this rule are photoinduced or

electron-stimulated processes, where the activation is medi-

ated by electronic excitation to an excited state, which

initiates a nuclear motion along the reaction pathway.

Examples are photochemical processes and chemical reac-

tions induced by electron attachment or charge transfer. A

key concept of chemical reaction dynamics relies on the

Born–Oppenheimer (BO) approximation, in which electrons

are assumed to follow the nuclear motion instantaneously and

thus the reaction evolves adiabatically on a Born–Oppen-

heimer potential-energy surface (PES).[85] Thereby, non-

adiabatic coupling effects between the nuclear motion and

the electronic degrees of freedom are neglected. This

assumption, however, is only valid if the involved electronic

state and PESs do not approach each other significantly. In

the case of conical intersections, the crossing of two PESs at a

certain nuclear configuration leads to coupling between

different electronic states and to the breakdown of the BO

approximation near the conical intersection.[86] A similar

situation exists at metal surfaces, where a continuum of

electron/hole pair excitations in the metal leads to a whole

manifold of close-lying PESs, which are spaced by the

electron/hole pair excitation energy. It can, therefore, be

expected that for chemical reactions or adsorption/desorption

processes at metal surfaces, which are accompanied by such

electronic excitations in the substrate, a breakdown of the BO

approximation and a coupling between the electronic and

nuclear degrees of freedom may occur.[87] Examples for such

processes are the emission of so-called exoelectrons and

chemiluminescence during the oxidation of alkali metals

(caused by the release of energy which is transferred into light

emission) or in the scattering of highly vibrationally excited

molecules at metal surfaces.[88] Further examples of non-

adiabatic effects at metal surfaces include the relaxation of

the vibrational energy of chemisorbed molecules and energy

dissipation in dissociative adsorption. The excess energy is

thereby transferred from the reactants to electronic excita-

tions (e.g. photons and exoelectrons as well as electron/hole

pairs and plasmons in the substrate). Hot electrons excited in

the substrate can be detected as a chemicurrent across the
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Schottky barrier between a thin metal film and an n-type

semiconducting substrate.[89]

Starting from a well-defined state of adsorbed molecules

(or atoms) at a metal surface, such non-adiabatic reaction

dynamics can also be induced by femtosecond (fs) laser

excitation.[90] Figure 7 illustrates schematically the possible

pathways of energy flow in femtochemistry at a metal

surface.[91] Absorption of an intense fs laser pulse generates

a transient non-equilibrium distribution of hot electrons,

which leads to an electron temperature exceeding the lattice

temperature by several thousand degrees Kelvin on a fs

timescale. Non-adiabatic coupling of this electronic transient

to adsorbate vibrational degrees of freedom can induce

processes such as desorption or reactions between coadsorbed

species.[92] The distribution of the hot electrons on the metal

surface subsequently cools down by diffusion into the bulk

and by electron–phonon (e-ph) coupling to the lattice. This

gives rise to an increase in the phonon temperature, which can

also mediate chemical reactions of adsorbates through

thermal activation. Direct photoexcitation of the adsorbate

can, however, be neglected in (optically) thin atomic or

molecular layers.

The key point in femtochemistry at metal surfaces is that,

within a time span shorter than the e-ph coupling time, both

the electron and phonon heat baths are far out of equilibrium

(i.e. the electronic system is highly excited and provides “hot”

electrons, while the lattice is comparatively “cold”).[87] This

provides the opportunity to induce and study non-adiabatic

reaction dynamics within this time span (typically ca. 1 ps)

and separate such processes from near equilibrium reactions,

which are induced thermally and can be described within the

BO approximation. As surface femtochemistry is induced by

an impulsive laser excitation, various methods of time-

resolved laser spectroscopy can be used to study the dynamics

of the underlying elementary processes and to identify the

mechanisms and time scales of energy flow between the

different degrees of freedom. For example, the time evolution

of the electronic structure and e-ph coupling can be probed by

time-resolved photoelectron spectroscopy,[93,94] while the

vibrational dynamics of the reactants during the reaction

can be analyzed by sum-frequency generation spectrosco-

py.[95]

3.1. Femtosecond Laser-Induced CO Oxidation on Ru(001)

In the following we discuss the fs laser-induced oxidation

of CO on Ru(001) as an example of non-adiabatic reaction

dynamics at a metal surface. The oxidation of CO on

ruthenium and ruthenium oxide surfaces has received con-

siderable attention as an important model system for hetero-

geneous catalysis. Under high-performance reaction condi-

tions the CO oxidation will occur on an oxide surface[19]

(which is thermodynamically favored at high temperature

and oxygen pressure[20]), while under ultrahigh-vacuum

(UHV) conditions the metallic elemental Ru surface is

thermodynamically stable. Here we focus on the well-defined

(2 � 1)-O/Ru(0001) surface onto which CO has been coad-

sorbed at 100 Kup to saturation (for details see Ref. [97]). It is

important to note that in this system CO2 cannot be formed

thermally under UHV conditions (i.e. by heating the surface)

as a result of the remarkably high Ru�O bond strength

(4.9 eV/molecule). If CO2 formation can be induced under

such conditions by fs laser excitation, a new reaction pathway

is opened up which is not accessible under equilibrium

conditions.

Figure 8 demonstrates both the desorption of CO and the

formation of CO2 induced by fs laser excitation of the CO/O/

Ru(001) surface.[97] The first shot yield of CO and CO2

increases nonlinearly with absorbed laser fluence (Y�F3),

with a branching ratio between CO desorption and oxidation

of Y(CO)/Y(CO2)� 35. The nonlinear dependence of the

reaction yield on laser fluence is consistent with a substrate-

mediated excitation mechanism as discussed below. Time-of-

flight spectra (Figure 8 inset) reveal that the translational

energy of the CO2 products (Etrans= 1590 K) is substantially

higher than for desorption of molecular CO (Etrans= 640 K).

The observed differences in the translational energies of the

reaction products can have a different origin: On the one

Figure 7. Surface femtochemistry at a metal surface. Top: Schematic

diagram of the energy flow after femtosecond (fs) laser excitation. A fs

laser pulse excites the electronic system of the substrate, which then

equilibrates with the lattice phonons by electron–phonon coupling on

a time scale of picoseconds (ps). Surface reactions can be driven

either by non-adiabatic coupling to the photoexcited hot electron

distribution, which is characterized by the electron temperature Tel, or

by activation with lattice phonons of temperature Tph. Bottom: Temper-

ature transients for a Ru metal substrate for the electron and phonon

heat baths with temperatures Tel and Tph, respectively, calculated with

the two-temperature model for an exciting laser pulse of 120 fs and

50 mJcm�2 at 800 nm center wavelength.
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hand a different (phonon- versus electron-mediated) excita-

tion mechanism can result in a different energy transfer into

the translational degrees of freedom of the desorbing

products (because different electronic states are involved).

On the other hand a barrier in the ground state PES for the

CO+O reaction could govern the dynamics and energy

partitioning of the reaction for CO2 formation. However,

before this question can be addressed, the excitation mech-

anism for the CO desorption and oxidation process must be

known.

A direct way to obtain insight into the dynamics of the

underlying excitation mechanism and to differentiate

between electron- and phonon-mediated reaction pathways

is provided by two-pulse correlation measurements, which

exploit the different response times of the electronic and

phonon systems of the metal substrate upon fs laser excitation

(see Figure 7). In these experiments, the adsorbate-covered

surface is excited by two cross-polarized pulses of nearly

equal intensity and the reaction yield is measured as a

function of the pulse–pulse delay.[92,97] As a consequence of

the nonlinear fluence dependence of the reaction yield (see

Figure 8), the width of the two-pulse correlation will depend

critically on the excitation pathway. A narrow full-width at

half-maximum (FWHM) of the order of the e-ph coupling

time is a clear indication for an excitation mechanism

whereby the transient hot electron distribution couples non-

adiabatically to the adsorbate, since only for pulse–pulse

delays shorter than the e-ph equilibration time, is the electron

temperature significantly enhanced due to the combined

effect of both excitation pulses.[92] In contrast, a phonon-

mediated process proceeds typically on a much slower time

scale of tens of picoseconds because of the significantly longer

energy storage time of the lattice compared with the

electronic system and the slower coupling time of the

phonon bath to the reaction coordinate. It is important to

note that on these time scales excited electronic states of the

adsorbate–substrate complex have decayed and the electronic

and phonon systems have equilibrated. Hence, the reaction

will proceed electronically adiabatically on the electronic

ground state PES. We may thus also call the latter type of

process “thermally activated” reactions, because on the

corresponding time scales the different subsystems of elec-

trons, phonons, and adsorbate vibrations are nearly equili-

brated.

Figure 9 shows the result of such two-pulse correlation

measurements for the CO/O/Ru(001) system. It is remarkable

that the time response observed for the CO desorption and

oxidation reaction differ by almost one order of magnitude.

The ultrafast response time (3 ps FWHM) obtained for the

formation of CO2 strongly suggests a reaction mechanism

based on non-adiabatic coupling to hot electrons, whereas the

much slower response of 20 ps for CO desorption indicates a

thermally activated process by coupling to phonons.

A quantitative analysis of the excitation mechanism and

theoretical description of the energy transfer from the laser-

excited substrate to the reactants in the adsorbate layer can be

obtained by using a model based on frictional coupling

between the electron and/or phonon heat bath to a harmonic

oscillator that represents the adsorbate motion (reaction

coordinate). Details of this procedure can be found in

Ref. [98]. For the CO oxidation the two-pulse correlation

trace as well as the fluence dependence are well-reproduced

by assuming a pure electronic friction model with an ultrafast

coupling time of 0.5 ps and an activation energy of 1.8 eV. In

contrast, the CO desorption process can be described using

the activation energy of 0.83 eV obtained from thermal

desorption spectroscopy and a coupling time of a few ps to

the phonon heat bath. Thus the fs laser-induced CO

Figure 8. Femtosecond laser-induced desorption and oxidation of CO

on a (2�1)-O/Ru(001) surface: The first shot yields of the desorbing

CO and CO2 reaction products depend nonlinearly on the absorbed

fluence F of the 800 nm, 110 fs laser pulses. The solid lines represent

fits to a power law Fn with exponent n�3. Inset: Time-of-flight

distributions reveal a significantly higher translational energy for the

CO2 molecules compared to desorption of CO. (From Ref. [97])

Figure 9. Two-pulse correlation measurement in the fs laser-induced

CO desorption and oxidation from a CO/O/Ru(001) surface (800 nm,

110 fs laser pulses, �250 mJcm�2 absorbed fluence): The full widths

at half-maximum (FWHM) indicate that the CO2 formation is induced

by a hot electron driven process, while the CO desorption is thermally

activated by phonons in quasi-equilibrium with the electronic system).

(From Ref. [97].)
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desorption can be regarded as a “thermal” process. This

quantitative analysis thus fully confirms the conclusions about

the excitation mechanism of the two processes obtained from

inspection of the two-pulse correlation measurements.

Further insight into the mechanism of the CO oxidation

can be obtained from isotope effects. For an electron-driven

mechanism, the short lifetime of electronic excitations at

metal surfaces leads to a competition between the mass-

dependent acceleration on the excited state PES and the

relaxation back to the ground state. The observation of an

isotope effect confirms not only that a particular surface

process is electron-mediated, but also offers the opportunity

to determine the rate-limiting step in a bimolecular reaction

such as the fs laser-induced CO + O reaction. A remarkably

high isotope effect was found on using a 50/50 mixture of 16O

and 18O to prepare a 16O/18O/CO coadsorption system (with a

yield ratio of Y(16OCO)/Y(18OCO)� 2.2). In contrast the

isotope substitution of the CO reactant did not yield an

isotope ratio that was significantly different from unity. These

findings clearly demonstrate that the activation of the Ru�O

bond is the rate-determining step in the CO oxidation

reaction on Ru(001). Furthermore, electron-temperature-

dependent DFT calculations[97,99] for a (2 � 1)-O/Ru(001)

structure identify an unoccupied electronic state located

approximately 1.8 eV above the Fermi level, which is

antibonding with respect to the Ru�O bond. As the electron

temperature increases, this state becomes partially occupied

and thus the Ru�O equilibrium distance increases. This

softening of the Ru�O bond provides a microscopic mech-

anism of the electron-mediated activation in the CO+O

reaction on ruthenium.

Having identified the mechanism of CO oxidation in

surface femtochemistry on ruthenium we finally address the

question of how fast the reaction evolves in real time and how

the energy is channeled into different degrees of freedom of

the reaction products. The friction model discussed before

provides a quantitative description of the coupling between

the electronic system or the phonons of the substrate to a one-

dimensional (1D) adsorbate coordinate, which is associated

with the reaction coordinate.[93] The model was originally

developed to describe femtosecond laser-induced desorption

of diatomic species along the center-of-mass coordinate,

which can be reduced to a 1D problem. However, the CO+O

oxidation reaction clearly evolves on a multidimensional PES

and it is not clear why a 1D model should be appropriate for

an associative desorption reaction. Nonetheless, the 1D

model has been applied with great success to the CO + O

oxidation[97] as well as the H + H recombination reaction on

Ru(001).[100] It should also be noted that the friction model

yields the time evolution of the adsorbate temperature, which

should, however, not be confused with the time required to

complete the reaction, as the latter may include a complex

motion on a multidimensional PES.

3.2.Multidimensional Dynamics

To gain further insight into these questions a detailed

analysis of the multidimensional reaction dynamics is neces-

sary. On the experimental side, this would require the

measurement of the energy partitioning into translational,

rotational, and vibrational degrees of freedom of the desorb-

ing reaction products. On the theoretical side, such an analysis

has to address the multidimensional dynamics under the

influence of frictional coupling to the laser excited electronic

and phonon system of the substrate. So far, such a complete

analysis could only be performed for the associative desorp-

tion reaction of hydrogen (H+H!H2) on Ru(001).[101,102] We

will, therefore, briefly summarize the main conclusions of this

study and discuss these findings in the context of the CO + O

oxidation reaction.

The fs laser-induced associative desorption of hydrogen,

that is, the recombination of two hydrogen atoms from

Ru(001), is mediated by electronic friction (analogous to CO

oxidation on Ru).[101] The dynamics of this reaction have been

comprehensively studied using rovibrational state-selective

detection as well as ab initio theoretical modeling.[102] The

desorbing hydrogen molecules exhibit a rather low excitation

of the vibrational degrees of freedom (in comparison to the

translation) and even less in the rotations. Thus, the energy is

predominantly channeled into the translational degree of

freedom, with an energy ratio among the translation,

vibration, and rotation scaling as 5.4:1.3:1. An explanation

for the substantial higher translational energy compared to

the vibration has been given by Luntz et al. using molecular

dynamics calculations with electronic frictions.[101b] The elec-

tronic friction coefficients were derived from time-dependent

DFT calculations. For a given laser fluence (and hence time

evolution of the electron temperature), classical trajectories

were run in a molecular dynamics simulation on a 2D PES

comprising the interatomic distance d (i.e. the H�H bond

length), and the center-of-mass distance from the surface z.

By evaluation of an appropriate number of trajectories which

successfully led to desorption, the main experimental results

(two-pulse correlation, nonlinear fluence dependence, and

isotope effects) could be reproduced with remarkably good

agreement.

Figure 10 (top) shows an exemplary trajectory for the

formation of an H2 molecule overlaid onto the 2D contour

plot of the PES. Inspection of such individual trajectories

indicates that the frictional coupling to the laser-excited hot-

electron distribution leads initially to a preferential excitation

of the vibrational coordinate, however, the rapid energy

exchange (“thermalization”) between the d and the z

coordinate along the trajectory on the way to desorption

conserves little memory of the mode of excitation. The

unbalanced energy partitioning between translational and

vibrational degrees of freedom observed in the experiment is

found to originate predominantly from the topology of the

ground-state PES, in particular from the small but distinct

barrier in the translational channel. Thus, the ground-state

topology causes this difference in energy partition rather than

a preferential frictional coupling to one or the other

coordinates. Considering the short excited-state lifetimes at

metal surfaces, it is highly likely that the observed differences

in the translational energies of the CO and CO2 products of

the CO + O reaction are also governed by the dynamics on

the respective ground-state PES. However, the lack of
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information about the vibrational and rotational excitations

of the desorbing CO2 molecules hinder us from drawing

further conclusions about the topology of the ground-state

PES.

The analysis of such trajectory calculations allows con-

clusions to be drawn about how fast the laser reaction

proceeds, as demonstrated in Figure 10 (bottom). Here a

histogram of successful desorption events as a function the

time after excitation shows that the reaction is complete after

a characteristic time span of approximately 0.5 ps (in the case

of hydrogen formation on Ru(001)). As there is a finite

coupling time from the electrons to the adsorbate coordinate,

the reaction is clearly delayed and proceeds predominantly on

the electronic ground-state PES, which governs the dynamics

of the reaction products.

In summary, in this section we have demonstrated that

chemical reactions at metal surface can be induced by

electronic non-adiabatic coupling to electronic excitations in

the substrate. In the case of the CO oxidation on the metallic

Ru(001) surface, the electronic excitation allows activation of

a reaction which does not occur under equilibrium conditions.

Femtosecond laser excitation provides an “ultrafast trigger”

of such reactions, which mediates the reaction by electronic

excitations and non-adiabatic coupling on a sub-picosecond

time scale. However, the dynamics of the reaction products

are governed by the forces imposed by the ground state.

4. CO Oxidation on Supported Model Catalysts

Technically employed disperse metal catalysts consist of

metal nanoparticles, which determine the catalytic activity,

that are anchored onto a morphologically complex mixed

oxide support.[102,103] Almost always, their preparation pro-

ceeds by wet impregnation from solution. The particles

formed are not homogeneous in size and distribution, and

are usually characterized by electron microscopy and their

chemical reactivity. The catalytic activity is determined by the

surface structure, which is difficult to access by surface physics

techniques, since most materials are insulators. This prohibits

the use of techniques involving electrons and ions as

information carriers.[104,105] The use of thin, well-ordered

oxide films as support materials, which do not charge up

during measurement, provides an ideal solution to this

problem, and allows us to capture some of the complexity

represented by technically employed disperse metal catalysts

while allowing the application of surface science methods to

study surfaces at atomic detail.

There are two classes of model systems: In the first case,

the goal is to represent a disperse supported metal or a mixed

oxide catalyst.[6, 104–109] The first type is based on the ability to

model the bulk or volume of a supporting oxide by using thin

film techniques. In a second class of model systems, the

thickness of the oxide film and the oxide–metal interface

created by growing the film are used as the decisive parameter

to control the electronic structure.[107,108] This partial support

system may influence either a supported deposit, as, for

example, a metal atom or nanoparticle, or the film itself may

be influenced by the chemical potential of the gas phase,

thereby resulting in the formation of a catalytically active

phase. The phenomena, observed for this second class of

materials are very much influenced by the flexibility the oxide

lattice of a thin film exhibits compared to the bulk material,

and it may provide a new route to catalyst design.

We concentrate here on the latter case, for which we have

to consider the interaction between the adsorbate on the thin

film and the metal oxide support interface.[108]

To analyze the situation with the help of simple physical

models one has to consider, for example, the physical

quantities that determine electron transfer from the metal

substrate through the film.[37] On one hand, there is the

ionization potential necessary to excite an electron from the

metal oxide, which is, in general, not simply the work function

of the metal, because it will be substantially modified by the

presence of the oxide overlayer, and, on the other hand, the

electron affinity of the species adsorbed on the oxide surface,

which again may be influenced by the interaction with the

oxide surface. If the energy balance between those quantities

results in an energy gain, then electron transfer is, in principle,

possible. However, this is only part of a proper description,

because it is not evident how the quantity would depend on

the thickness of the film, as the energy balance will only

weakly depend on it for very thin films! Of course, in the case

of films with a thickness of several nanometers, the tunneling

probability would simply be zero. But why would an oxide

film of three layers differ from one of eight layers with respect

to tunneling? The reason is connected with the increased

Figure 10. Dynamics of surface femtochemistry simulated by molecular

dynamics with electronic frictions for the reaction of H+H!H2 on

Ru(001). The top diagram shows a typical trajectory on a 2D elbow

type potential energy surface (d: interatomic H-H distance; z: center-

of-mass distance to surface, contour plot of the 2D PES with 0.1 eV

energy intervals). The bottom diagram shows the time evolution of the

electron, lattice, and adsorbate temperatures as well as the desorption

rate as a function of time after the excitation pulse. (From Ref. [101b].)
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lattice flexibility of very thin films, which is altered very

rapidly as the film gets thicker, quickly approaching the

phonon behavior of the bulk or a bulk terminating surface. In

other words, a thin film has the ability to accommodate the

charge accumulated through electron transfer by a lattice

distortion, a property that a thick film may not exhibit. This

phenomenon is called polaronic distortion, and is known from

metal semiconductor physics. One may use this knowledge to

choose combinations of materials in thin oxide film design to

produce systems with specific electronic properties in regard

to electron transfer, which may in turn lead to specific

chemical reactivity. Take, for example, cations, anions, or

neutral species of the same species: They show different

adsorption behavior and will undergo very different chemical

reactions! Therefore, if we succeed in designing specific

support systems that promote the formation of specific charge

states, we might come to the point where we design catalysts

for specific reactions. Of course, one has to consider the

presence of the gas phase as well when we try to control the

electron transfer by materials design, because the gas phase

determines the chemical potential of a catalyst.

The examples we describe in the following address two

specific questions: one concerns the charge state of metal

clusters on oxide films, and the other question arises in the

context of the strong metal support interaction (SMSI), when

thin oxide films encapsulate nanoparticles and change their

reactivity.

4.1. Au Particles on Magnesium Oxide Layers

M. Haruta[106] had already found that small gold particles,

not more than 3–4 nm in size, supported on titania exhibit

high catalytic activity in a number of interesting chemical

reactions. Such systems catalyze CO oxidation at, or even

below, room temperature, a result that is surprising, as Au is

not known for its high chemical reactivity. The observations

by Haruta have led to many subsequent studies with the goal

of unraveling the reason for this high reactivity. Although

progress has been made, the problem has not been completely

resolved.[37, 107,108] One open question concerns the charge

state of the Au particles and its influence on the reactivity.

Another question refers to the site of reaction on the Au

particles. One could imagine that all the Au atoms of the

particles show the same reactivity or, alternatively, some

specific sites could be solely responsible for the reactivity. For

example, the Au atoms at the rim or circumference of the

particle, which are in contact with the oxide substrate but are

still accessible from the gas phase, could be candidates for

such sites. To get closer to a solution, we have prepared

samples with particles of various sizes, starting from single Au

atoms up to clusters containing 70 atoms or more on an

MgO(100) film composed of three layers.

The oxide film was epitaxially grown on an Ag(001)

surface, covering it completely, and its thickness was chosen

such that electrons may be transferred from the MgO/Ag

interface to the adsorbed Au particles. This charge transfer

reflects itself in the distribution of the individual Au atoms on

such an MgO(100) film (Figure 11a).[109] The Au atoms try to

avoid close contact because of their negative charge leading

to interatomic repulsion and a wetting of the surfaces. If more

Au is deposited, a variety of Au aggregates form (Fig-

ure 11b).[110] The features shown are all atoms (arrows), one-

dimensional (circles) or two-dimensional (square) flat objects.

This reflects the wetting of the surface, which can be

monitored as the coverage is increased, and can also be

stabilized up to room temperature.[111] Had the experiments

been performed on a thick MgO(100) film, the objects would

have grown into three-dimensional objects instead, as typi-

cally found for the growth of metals on oxides. Clearly, thin

oxide films can be used as spacers to grow ideally flat metal–

insulator structures with the smallest dimensions. It is

necessary to point out and remember that this statement

strongly depends on the system. Had we deposited Pd instead

of Au onto theMgO film, we would have observed the growth

of three-dimensional objects at the end, and neutral Pd atoms

with a regular diffusion limited spatial distribution at the

beginning.[109,112] Therefore, the general statement found in

Figure 11. Scanning tunneling micrographs of a) Au atoms adsorbed

on a trilayer of MgO(100) on Ag(100)[112] and b) Au clusters of varyious

size and geometry on a trilayer of MgO(100)/Ag(100). Substrate

direction is indicated by the Miller indices, and atoms (arrows), one-

dimensional aggregates (circle), and two-dimensional aggregates

(squares) are marked in the images.[112] c) Set of images of Au18 at

three different tunneling voltages and scanning tunneling spectra of

Au18 from �2.0 eV to + 2.0 eV recorded at two different color-coded

top positions (see image recorded at �0.4 eV). Outset conduction

images have been taken for the observed maxima and the conduction

bond.[113]
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the literature[112] that thin films should not be used as models

for bulk oxide materials is very much misleading, as it is

strongly dependent on the system studied.

As stated above, clusters of various sizes were systemati-

cally studied. Au1–Au7 clusters, which are mainly linear, and

cluster sizes between Au10 and Au20, which are two dimen-

sional, have been imaged.[119,114] Some examples have been

studied in detail. Figure 11c shows STM images of a flat Au18

cluster,[120] taken at a number of different voltages. Differ-

entiated current voltage curves (so-called scanning tunneling

spectra) are plotted below the images, with the tip placed at

the positions indicated by the colored dots in the images. The

appearance of the images clearly depends dramatically on the

imaging voltage. This is a consequence of quantummechanics,

which determines the electronic structure of the object, of

course. The unpaired 6s electrons of the Au atoms constitut-

ing the cluster lead to electron wave functions of the clusters

which are strongly reminiscent of an electron gas confined to

a two-dimensional potential well. The potential and the

number of electrons determine the nodes in the electron

density. The Au18 cluster, according to the schematic structure

shown in the inset in Figure 11c (middle), is asymmetric. If

one took the Au atom at the far right side of the cluster away,

one would create a symmetric Au17 cluster. We note in passing

that, indeed, the stoichiometry of a given cluster may be

established by using tip manipulation techniques.[121,115,116] To

understand the electronic structure we inspected the scanning

tunneling spectra, as shown in Figure 11c. The maxima

correspond to the electron distribution within cluster states

represented by the conduction images shown above the

spectra. Onemay recognize the position of the nodal planes in

the spatial electron distributions. The asymmetry induced by

the 18th atom is also clearly visible. From the position of the

nodes it is also clear why one does not observe all the maxima

in all the scanning tunneling spectra: If the tip is positioned

within a nodal plane no current can be detected for the

specific state and consequently there is no maximum in the

derivative. Tunneling spectra may be recorded for both

occupied (negative voltages) and unoccupied (positive vol-

tages) states. This allows one, in combination with model

calculations and symmetry considerations, to “count” the

number of electrons on the cluster.[117,120] A charge of four

additional electrons is found for Au18. Therefore, the proper

description of the system is Au18
4� (planar)/MgO(100).

Such considerations may be applied to any of the Au

clusters of any size. Furthermore, let us consider a larger Au

island containing more than 100 Au atoms, conduction images

of which are shown in Figure 12a.[118] Those images may be

simulated well by calculations of two-dimensional Au islands

containing edges and kinks. It turns out that the charge is

mainly localized at the edge and preferentially at kinks of the

island. These are positions where acceptor molecules such as

CO and O2 will bind because the Au atoms are coordinatively

unsaturated. Figure 12b shows experimental evidence for

this: On the left, a topographic STM image of a randomly

chosen island that was exposed to CO is shown, and on the

right the same island is imaged in a mode (second derivative)

that allows for detection of inelastic losses in the tunneling

current.[126] In this particular case, the characteristic frustrated

rotation of adsorbed carbon monoxide at 45 meV excitation

energy has been probed and used for imaging. Vibration is

found in these images both as a gain (bright) and loss (dark;

processes that may both happen during inelastic tunneling)

only at the rim of the island, thus illustrating and identifying

the preferential adsorption sites of CO molecules. when it

comes to CO oxidation, one may, therefore, consider a

scenario where both CO and O2 bind to the cluster rim, and

O2 reacts either directly or after dissociation with coadsorbed

CO to afford carbon dioxide. With this example we leave the

world of supported metal clusters and we turn to the reactivity

of thin oxide films themselves.

4.2. CO Oxidation on a Highly Reactive FeO(111) Film

Supported on Pt(111)

Strong metal support interaction (SMSI) is observed for

particular catalyst systems, in which metal particles (such as

Pd and Pt) strongly interact with a reducible support (such as

titania) and are covered by a thin oxide film upon heating to

an elevated temperature.[120,121,125] Such systems usually show

reduced catalytic activity. The oxide film leads to a strong

attenuation of adsorption capacity and, consequently, to a

deactivation of the system. There have been many attempts to

elucidate, even with model systems, the nature of the

migrating oxide film. The best studied system is Pd/TiO2,

but even in this case attempts to identify the exact nature of

the oxide have not been successful.[122,123] Very recently, we

succeeded in preparing such a SMSI model system, in which

we are able to identify the nature of the migrating oxide. The

system is Pt on Fe3O4(111) grown on a Pt(111) single

crystal.[124,125]

Figure 13 shows an STM image of this system after

heating it to 850 K. The CO adsorption capacity is drastically

reduced after this treatment, which is typical for a SMSI

effect.[127,128] A close look at the STM images reveals well-

structured and facetted nanoparticles. Moreover, atomically

Figure 12. Scanning tunneling micrographs[125] of larger Au islands

supported on a trilayer of MgO(100)/Ag(100): a) Image taken at

Us=0.5 eV and b) a conduction image emphasizing the edge states. A

schematic atomic model of the island is overlayed. c) STM image of

an arbitrary island after exposure to CO (left). Inelastic tunneling

images of the same island recorded at the energy of the frustrated CO

rotor frequency for loss and gain (45 meV; middle and right).[119]
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resolved images reveal corrugation that does not stem from Pt

but rather from a well-ordered double-layer FeO film, which

has been well-described and characterized in the litera-

ture.[126–129] A schematic representation of the situation is

depicted in Figure 13b, and the work of adhesion of Pt on

Fe3O4 is given.[127c] A comparison with Pd on different

substrates indicates that Pt is more strongly bound than Pd

on the same substrate.[130,132] This increased work of adhesion

is likely to be responsible for the occurrence of the SMSI

phenomenon. As the oxide film has been identified, one may

reduce the complexity of the model system by studying the

properties of the bilayer FeO film on a Pt(111) single crystal.

Its structure has been studied in detail and characterized at

the atomic level.[134–136] The large misfit between the FeO

lattice constant and that of Pt(111) results in a large unit cell,

which gives rise to a typical Moir� pattern in the STM image.

This film is unreactive under ultrahigh vacuum conditions.[131]

The situation changes, dramatically, however if one tests the

system with respect to CO oxidation at ambient conditions

(1 atm) in a reactor[131] with careful control of the relative

amounts of oxygen (one part, 20 mbar), carbon monoxide

(two parts, 40 mbar), and helium as buffer gas. Increasing the

temperature linearly at 1 K per minute from 300 K to 455 K

shows that CO oxidation starts at 430 K.

The interesting observation is that this FeO/Pt(111)

system is more than an order of magnitude more reactive

than clean platinum at this temperature. Usually, SMSI leads

to an attenuated activity, while here we observe a strong

enhancement! Other similar studies with different gas

compositions, as well as thermal desorption studies, scanning

tunneling microscopy investigations, and detailed density

functional model calculations reveal an interesting scenario

that allows us to understand this phenomenon.[131]

The scenario is depicted in Figure 14a. The gas phase sets

the chemical potential of the system. The shown steps are

based on density functional calculations. Oxygen interacts

with the double-layer FeO film on Pt(111) by pulling an iron

atom up above the oxygen layer. This lowers the work

function at the interface locally to allow for an electron

transfer towards oxygen accompanied by the formation of a

transient O2
� molecule, which dissociates and results at higher

oxygen coverage in the formation of a local O-FeO trilayer.

There is, indeed, experimental evidence for the existence of

such a trilayer. The middle panel in Figure 14 shows an STM

image of such a trilayer formed in situ at elevated O2 pressure

in a microscope.[131,134] Its appearance is in particular deter-

mined by theMoir� structure of the FeO double layer and fills

80–90% of the surface, as thermal desorption spectra

indicate. The images are completely consistent with the

structure suggested by the calculation, although the latter

does not reproduce the patched morphology because of the

enormous size of the unit cell, which was impossible to

implement, but necessary to fully reproduce the details.

Nevertheless, if the trilayer is exposed to carbon monoxide it

oxidizes the incoming CO to form CO2 by an Eley–Rideal

Figure 13. Scanning tunneling images of Pt nanoparticles supported

on a Fe3O4(111) film grown on Pt(111) (the magnetite film thickness

represents the bulk) after heating to 850 K.[131, 132] Schematic represen-

tation of the formed FeO-encapsulated Pt nanoparticles together with

the mark of adhesion determined by a Wulff–Kaichev analysis com-

pared to those determined in the same way for Pd supported on

different substrates.[132,138] Schematic representation of the double-layer

FeO film grown on Pt(111) together with the determined structural

parameters.[134, 135]

Figure 14. Schematic representation of results of DFT calculations

performed by Pacchioni, Noguera, et al. which simulate the elementary

steps in the interaction of FeO/Pt(111) with oxygen to form a reactive

intermediate FeO2�x trilayer and the subsequent oxidation of CO to

CO2 in this layer by a Eley–Rideal–Mars–van-Krevelen mechanism.[131]

An experimental scanning tunneling micrograph of the in situ prepared

reactive FeO trilayer is shown in the middle.[131]
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mechanism, thereby leaving behind an oxygen vacancy in the

film. If the oxygen pressure is sufficiently high, the oxygen

vacancy is filled again and the trilayer is sustained. If,

however, the gas phase is oxygen-poor the reaction finally

stops because the trilayer is destroyed. We have confirmed

experimentally[131] that the iron oxide film de-wets the Pt(111)

surface under oxygen-rich reaction conditions by forming

small iron oxide particles, thereby leaving the underlying

Pt(111) surface open, which determines the reactivity of the

systems. Heating the de-wetted surface in oxygen again leads

to the formation of the FeO double layer, which then, at

higher oxygen pressure, may be transformed into the trilayer

again.

In summary, we are in a position to understand the

phenomena in this case on a similar basis as the first examples

on supported small metal clusters, as the electron transfer to

oxygen is the key step to initiate the process. Superficially, we

may come to the conclusion that we have identified a new

concept to look at catalytic systems. Closer inspection reveals

that this concept was used in the late 1940s by Cabrera and

Mott[132] to understand metal oxidation and in the 1950s and

1960s by F. Vol’kenshtein to explain catalytic activity.[133] A

quote from one of his papers from 1966 supports this:[7] “…the

semiconductor (oxide) film arises as a result of oxidation of a

metal, and its thickness can often be controlled to some

extent…By varying the thickness..it is possible to…con-

trol…the adsorption capacity, the catalytic activity, and the

selectivity… It would be interesting to study the adsorption and

catalytic properties of a semiconducting film on a metal, and

their changes, during growth of the film”. This concept was

revived in the late 1980 is by Frost[134] and subsequently

discussed by Boudart[135] and Ponec.[136] It was eventually

forgotten and not followed up, probably because tools to

study such systems systematically at the atomic level were not

yet available. The time has now come!

Clearly, thin oxide films on metal substrates represent an

interesting and promising combination of materials. It is

possible to use well-known concepts from semiconductor

physics to understand the underlying principles and to use

them to design model systems to get insight into elementary

questions in catalysis. In both examples discussed, electron

transfer determines the reactivity. It is quite possible to think

about materials combinations which would favor electron

transfer for specific molecules and induce specific and

selective reactions. Maybe these new (old) concepts could

be used as a guideline to design catalysts. It should be noted

that it is crucial to have the appropriate experimental

techniques at hand. The design of a useful set of experimental

techniques is a key goal of experimental research.

5. CO Oxidation as a Probe Reaction in Industrial
Catalysis.

High-performance catalysts with complex structures pres-

ent an analytical challenge when it comes to determining the

number of active sites per unit surface area. Knowledge of

this quantity is a prerequisite for quantifying “catalytic

activity”. The concept of turnover frequencies enables

catalysts of very different kinds to be compared in one and

the same reaction provided that we know the number of

active sites per unit weight or unit surface area. It is, however,

very difficult to determine the number of active sites on a real

catalyst. One way of obtaining this number is the use of a

probe reaction that occurs with well-known kinetics at active

sites that are identical or chemically similar to those of the

reaction of interest, but exhibits a more complex kinetic

pattern. CO oxidation should be a suitable probe reaction for

catalytic redox reactions (hydrogenations, oxidations). This

reaction is a redox reaction, it operates in a “simple”

Langmuir–Hinshelwood mode and can be quantified

easily—as its sole product is CO2, which desorbs easily from

many catalyst surfaces of relevance, with some notable

exceptions.[7]

We know for certain from surface science[18,21] that CO

oxidation may proceed without materials gaps over single-

crystal model surfaces as well as over high-performance

catalysts. For the case of Pd this was verified in two sets of

rigorous molecular beam studies on single crystals[4] and on

supported nanoparticles.[6] Different catalysts were compared

by their conversion of CO to determine the identity of the

active sites through their apparent activation energies and for

their number of active sites. In this way, many extrinsic test

variables are normalized out, provided that the tests are

conducted without macroscopic transport limitations. The

comparison of single-crystalline palladium and palladium

nanoparticles yielded a common reference value for the

activation energy for CO oxidation over Pd metal of

135 kJmol�1.

It is, however, inappropriate to deduce any mechanistic

information from such numbers, as the activation energy is

related to elementary steps through a network of adsorption,

surface diffusion, and reactions. This has been outlined in the

molecular beam studies,[4] which have lead to a generic

criticism of over-interpretation of macrokinetic observables

in terms of “mechanism”. In later studies a range of

observable activation barriers between 58 kJmol�1 and

146 kJmol�1 was deduced from several boundary cases of

adsorption and reaction on Pd(111). This means that any

value between these boundaries can belong to CO oxidation

over Pd metal. The only difference may be the surface

structure controlling the oxidation mechanism under identical

test conditions. Surface dynamics[12a] that lead in fortunate

cases to strong coupling with the oscillatory behavior can

occur whenever boundary cases of surface structures coexist

with small energetic differences in the thermodynamically

open system.[29] Probe reactions should, thus, not be over-

interpreted: as a consequence of the cooperation of several

elementary steps in the probe reaction, they sense multiple

properties of surfaces that may vary within a set of samples.

With these limitations in mind we can still use CO

oxidation as a probe to find sites on a catalyst that allow for

the coexistence of chemisorbed CO and atomic electrophilic

oxygen. The site must, thus, consist of an ensemble of atoms

that allow for an electron-accepting Lewis function to adsorb

CO and for the stabilization of an electron-poor form of

atomic oxygen (weakly bound) that is capable of oxidizing

CO. Good catalysts for CO oxidation are found in the
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Periodic Table where the ability for electron back-donation to

CO is limited and the redox potential is “noble” enough not

to form strong metal–oxo bonds. This is apparently the case

with the Group VIII metals, where we indeed find highly

potent catalysts for CO oxidation.

The following examples of oxide and metal catalysts will

show that different realizations of such sites can exist with

chemical compounds. We thus have to add a “materials

caveat” to the kinetic caveat mentioned above: it should not

be attempted to conclude the chemical nature of the active

sites when analyzing the results of CO oxidation probe

reactions. Despite these limitations towards the atomistic

interpretation of probe reaction data, it is useful to perform

such experiments to find a meaningful way of comparing the

performances of catalysts. The method can further discrim-

inate the electronic state of adsorbed oxygen when the same

catalyst is probed for CO oxidation and for another reaction

which is differently selective for the electronic nature of the

active oxygen,[137] such as alcohol oxidation.

The first example concerns the oxidation of propane to

acrylic acid over the complex oxide MoVNbTeO4�x (M1

phase).[138] The reaction proceeds through a complex network

of processes involving both the action of nucleophilic oxygen

for C�H activation and of electrophilic oxygen for the

addition of oxygen to the hydrocarbon.

C3H8 þ 2 ½Onucleo� þ 2 ½Oelectro� ! C3H3OOHþ 2H2O ð7Þ

CO and CO2 are formed as by-products, thus indicating

that there is either a shortage of electrophilic oxygen in the

system or there are no adsorption sites for CO—which is quite

possible on an oxide with on average high oxidation states

held at 673 K. Kinetic experiments at ambient pressure with

well-activated catalysts were carried out by feeding CO

instead of propane into the system. Figure 15 shows the

results for two different catalyst preparations with the same

M1 phase. The consumption rate propane is two orders of

magnitude higher than that of CO, with both measured at the

same chemical potential of oxygen. The likely blocking of the

sites by water molecules is not responsible for the poor CO

oxidation activity, as the addition of 40% steam only slightly

enhances the reaction rate.

Propane activation requires only nucleophilic oxygen.[139]

In the course of this reaction, defects and hence Lewis sites

are created, where electrophilic oxygen may be adsorbed. The

enormous rate difference for CO oxidation thus allows the

conclusion to be drawn that the sites required for CO

oxidation are not part of the genuine catalyst structure, as it

seems that electrophilic oxygen is not adsorbed at these sites.

Electrophilic oxygen may only form as a consequence of a

prior activation of propane. Adsorption of CO will only occur

on metal sites with low oxidation states, which do not exist on

M1 in the presence of oxygen, which in turn are necessary to

activate propane and create the sites for electrophilc oxygen.

The dynamic situation of reactants controlling the surface

state of the catalyst is clear. This explains the unexpected

result of the very poor reactivity of M1 towards CO, a system

that can oxidize the non-activated propane molecule. The

probe reaction experiment further confirms that CO oxida-

tion also occurs through a Langmuir–Hinshelwood mecha-

nism[4] under the conditions of alkane oxidation. An Eley–

Rideal mechanism of CO oxidation would involve electro-

philic oxygen, but would not require low-valent adsorption

sites that cannot coexist with activated oxygen on an oxide

surface, and thus would proceed with a high rate.

A prominent example of CO oxidation over an oxide

surface is the case of RuO2. Thorough studies[140] of the action

of atomic oxygen on Ru metal resulted in the discovery of a

complex sequence of events ranging from adsorption through

formation of subsurface compounds[141] to bulk oxidation.

Precise determination of the structure of the UHV termi-

nation of a thin film of RuO2
[34,142] led to reaction studies that

culminated in the “unmistakable” identification[19] of that

phase as the most active catalyst for CO oxidation; however,

only under relatively mild reaction conditions. This view,

although initially confirmed experimentally, is strongly

opposed by experiments under more drastic (higher pressure)

conditions,[17] which concluded that an oxygen chemisorption

phase and not the oxide would be the most active phase. The

vigorous debate on this issue led to the hypothesis that both

views may be correct under their respective set of conditions;

the interaction of atomic oxygen under the moderating

influence of CO may lead to a series of chemically different

states for Ru. An adsorbate phase will gradually populate the

subsurface regime of the metal at increasing chemical

potential, thereby leading to disordered surfaces[152] and

finally to the formation of a thin film[143] of ordered RuO2.

This was confirmed experimentally by ambient-pressure

photoemission[144] and photoelectron microscopy.[22] The

most active phase for CO oxidation was found to be the

oxygen-rich subsurface phase, which tends to coexist with

patches of the RuO2 phase. Thus, no effect on the CO

oxidation rate is detected when crossing the phase boun-

dary[152] between the RuO2 and subsurface oxide phases.

Figure 15. Rates of consumption of propane and CO over a polycrystal-

line complex oxide catalyst (MoVNbTeO4�x ; M1 phase). The molar

ratio of the reactants in the feed for the oxidation of propane

corresponds to C3H8/O2/H2O/N2=3:6:40:51 vol%. The measurements

were performed at a contact time of 0.81 g(cat.) smL�1 (filled squares).

A different M1 batch was measured only at 673 K and a contact time

of 0.80 g(cat.) smL�1 (open square). CO oxidation was performed

using the latter batch at a contact time of 1.2 g(cat.)smL�1 in dry feed

composed of CO/O2/H2O/N2=3:6:0:91 vol% (black circles). Decreas-

ing the contact time to 0.80 g(cat.)smL�1 at 673 K results in only

slightly increased rate of CO consumption in the dry feed (gray circle)

and in the presence of 40 vol% steam (CO/O2/H2O/N2=3:6:40:51,

open circle).
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Exactly the same behavior was also found for the selective

oxidation of methanol,[145] where the transient surface oxide

(TSO) was the most active state, irrespective of whether

starting from the pure oxide or from metal phases.

CO oxidation as a probe reaction on high-performance

nanoparticle Ru catalysts was used to identify[146] a highly

active state of patchy particles, possibly similar to the TSO

state, and a state of lower activity that consists of a thin closed

film of RuO2. It was clearly established that the composition

of the reactant gas phase critically controlled the activity: this

is not due to modifications of the adsorbate phase as

discussed[4] with Pd at low pressure, but occurs as a dimension

of the chemical dynamics of the Ru phase. The plasticity of

RuO2, which can tolerate the coexistence of two phases[147]

with different oxidation states, was also confirmed to exist on

the mesoscale by using micrometer-sized single crystals of

phase-pure RuO2. These crystals shown in Figure 16A are

inactive in CO oxidation as long as they are not reduced to the

TSO state at their surface. It was found to be possible[148] to

retain the bulk oxide structure during CO oxidation at

ambient pressure, as seen by in situ X-ray diffraction, and

identify simultaneously (Figure 16B) reduction of the crystal

surface of certain facets to a textured (Figure 16C) metallic

state.

The analysis of activated RuO2 (as verified
[152] by in situ

XRD) reveals the formation of richly structured Ru-rich

surface films on certain facets, whereas other orientations stay

completely unaffected by the presence of even a large excess

of reducing CO. The redox plasticity can also give rise to

kinetic oscillations in CO oxidation at ambient pressure.

Figure 16D shows an example where two processes of

different time scales are interconnected. One process that

completely shuts off the activity of the catalyst is related to a

strong exothermic reaction associated with full oxidation of

the catalyst to the deactivated form RuO2. The active form is

a partly reduced state, probably as depicted in Figure 16C.

The other process gives rise to fast oscillations that modulate

the performance. The sensitivity of the temporal evolution to

the gas phase potential and the local heat transport leads us to

assign this fast process to surface dynamics possibly associ-

ated with changes in the local coverage of CO and the oxygen

content of the TSO state. These dynamics, being in analogy to

the surface dynamics discussed for Pd, is also thought to

generate the fine structure seen on the facets in Figure 16C.

The application of CO oxidation as a probe reaction with

Ru catalysts has brought about a whole range of insights into

the complexity of metal-oxide transitions and their role in

catalytic oxidation. Summarizing the ambient pressure results

and comparing them to those of the model studies of surface

analysis mentioned above allows the following picture to be

deduced.[162] As the oxidizing potential (given by partial

pressures at the surface, sticking coefficients, and heat flux)

increases, the bare metal is first covered by an adsorbate

layer. At higher potentials the surface oxygen goes under the

surface and forms a solid solution and eventually the TSO

state (approximated by the so-called[29] trilayer model). In this

state the surface is nanostructured and rough. From there

patches of the dioxide evolve, eventually growing with

substantial kinetic hindrance into a dense film. The most

active state seems to be the state where the TSO is rich in

oxygen and begins to order into the dioxide. The inverse

process, which occurs with quite different kinetics, involves a

structure-sensitive partial reduction of a stoichiometric

amount of a dioxide into a mixed state of a film of TSO

that coexists with oxide facets. Only under drastic conditions

of reduction potential and local overheating (for this reason,

high concentrations of CO are not activating at typical

operation temperatures) is the dioxide converted in a

nucleation-controlled reaction into an agglomeration of

metal nanoparticles with ample grain boundaries that contain

TSO states.

This picture of redox plasticity is in good agreement with

theoretical studies of the system. It was found by combining

ab inito treatment of the system with surface thermodynamics

and with statistical mechanics[149] that the most active state of

the reacting surface occurs at the boundaries of stable

adsorbate phases, where multiple states can coexist[150] at

similar energies. It was further found[29] that the intuitively

Figure 16. Dynamic behavior of stoichiometric RuO2. For details see

Ref. [161]. A) A defect-poor crystal of RuO2 with surface orientations

determined by EBSD. B) After CO oxidation some faces (colored) are

roughened. C) Microstructure of the roughened surfaces exhibiting a

large excess of Ru over O as determined locally by EDX. D) Rate

oscillations during CO oxidation in in situ XRD, which reveal bulk

RuO2 as the support phase.

H.-J.Freund, G. Meijer, M. Scheffler, R. Schlçgl, M. WolfReviews

10084 www.angewandte.org � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2011, 50, 10064 – 10094



assumed reaction of adsorbed CO with terminating oxygen

(cus sites) is not the most active reaction path but rather a

coadsorption process of CO and predissociated oxygen at

bridging metal sites. This may be seen in regard to the activity

of the TSO state, which also contains metal sites with local

electronic structure modified by neighboring oxygen species

that are, however, more weakly bound[151] than cus oxygen

species.

Both the TSO phase and the “Ertl/Over oxide” (see

Figure 21) are thin heterostructures. Their effect as collective

moderators of the electronic structure of adsorption sites for

CO and oxygen may be as important as the local electronic

effect of d-band bending on mixing oxygen atoms with Ru

atoms. Even if the net effect of moderating the adsorption

enthalpies is the same, the consequences for designing and

optimizing catalysts would be different if thin two-dimen-

sional overlayers, as they also are described in Section 4 of

this Review, are suitable tools for tuning surface adsorption

properties.

We now return to the case of Pd in CO oxidation. We

describe here experiments in which the reaction is different

for Pd nanoparticles supported on carbon nanotubes

(CNT)—which are useful catalysts for synthesis of

H2O2
[152]—and Pd nanoparticles supported on iron oxides.

The latter system is studied as the redox chemistry of iron

oxides allows for different types of metal–support interactions

within nanoparticles that are accessible in a homogeneous

form through co-precipitation with the support. The Pt/iron

oxide system was investigated[127c,153] with model systems, and

a strong effect of the metal–support interactions was found

for CO oxidation. In the case of the analogous Pd/iron oxide

system, the unexpected reduction in the heat of adsorption of

CO with decreasing particle size was detected,[154] thus

allowing speculation that small particles may be more active

in CO oxidation because the strong site blocking of adsorbed

CO may be reduced.

A series of iron oxides based upon hematite (Fe2O3) with

a surface area of 27 m2g�1 was prepared by co-precipitating

2% Pd into the system. The surface area increased to

163 m2g�1 after mild reduction (673 K), whereas the surface

area was only 47 m2g�1 after harsh reduction (823 K).

Reduction of the Pd led to reduction of hematite to magnetite

(Fe3O4), which could be reoxidized to maghemite (g-Fe2O3).

It was shown by in situ XRD that the properties of the

catalysts did not depend upon the bulk iron oxide phase,

similar to the case of ruthenium oxide.

Two types of Pd particles were found: a minority of three-

dimensional particles of about 4–6 nm size, which exposed the

(111) face, and the vast majority of particles of about 1.5 nm

diameter that were not detectable by high-resolution electron

microscopy (HR-TEM). These particles are raftlike, as a

spherical morphology would have been detected by HR-

TEM. Substantial effort was taken to synthesize reproducibly

such small particles so that they were comparable with those

reported in the literature.[112] A significant depression of the

CO adsorption energy (110 kJmol�1) is expected with respect

to the value[4] for a single-crystal surface, thereby leading to a

better reactivity. Mild reduction allowed, unexpectedly and

only for co-precipitated systems, the synthesis of an SMSI

state[155] in which the Pd is overgrown by iron oxide as seen by

in situ XPS and by TEM in Figure 17.

The in situ XPS experiment at ambient pressure verified

that the overgrowth is destroyed upon reduction of the iron

oxide. Reoxidation of the system occurred easily without,

however, restoring the SMSI state. This state occurs only

upon initial activation of the catalyst. Chemical reduction

destroys the overlayer oxide, but seemingly also alters the

metal support interaction, as the overlayer was not restored

under the conditions applied. The aberration-corrected

bright-field TEM shows a real-space image of such an

overlayer structure. The image gives a good impression of

the relative sizes of the support and active particle. It further

reveals that the overlayer occurs on all the edges of the

support and that it is not a special structure that occurs only at

Figure 17. Pd nanoparticles on iron oxides. a,b) HR-TEM and STEM-

HAADF images of Pd particles. Only a few large Pd particles are visible

in the HR-TEM image, which is typical for many catalyst systems. Only

with HAADF is it possible to identify the majority species. The in situ

XPS experiment documents the loss of free Pd upon reduction (red

traces, the long reaction time is needed as the experimental pressure

is only 1 mbar). Reoxidation (green traces) increases the free Pd

surface in the form of the oxide. The bottom aberration-corrected HR-

TEM image indicates the existence of an overlayer on the Pd nano-

particles. From XPS we can exclude carbon as the origin.
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the Pd particles. Thus, a redox reaction of the support will

destroy the delicate overlayer and that it will not reappear

once its material is built into the crystals of the iron oxide.

The kinetic response of Pd/hematite in the SMSI state is

shown in Figure 18A. The initial stable apparent activation

energy of 33 kJmol�1 is low and outside the range of expected

values for pure Pd, as deduced from mechanistic consider-

ations discussed above. Cooling from 473 K back to 300 K and

repeating the experiment leads to deactivation not only by

sintering (this would give rise to a parallel line in Figure 18A)

but also by partial loss of the SMSI state with creation of new

but less-active sites. This process continues under harsher

reaction conditions, with the activation energy changing from

46 kJmol�1 over 53 kJmol�1 to 70 kJmol�1, which is now well

within the expected range. The experiment shown in Fig-

ure 18A requires several days of continuous experimentation

and clearly reveals the structural dynamics of the system. As

none of these changes were reversible it is assumed that we

observe both sintering and delamination of the SMSI state

simultaneously. In Figure 18B the TEM-HAADF (high-angle

annular dark filed detector) image of a used sample indeed

reveals some sintering that is, however, moderate with respect

to typical aggregation effects[156] of Pd. The contrast within the

support shows the creation of defects (protrusions) following

the bulk redox reactions of the support upon changing the

chemical potential of the gas phase. This bulk response occurs

from in situ XRD observations being fast compared to the

kinetic responses and is thus a dynamic event decoupled from

the surface chemistry sensed by the CO oxidation probe

reaction.

The rates of CO oxidation of several systems are

compared in Figure 18C. The SMSI state is clearly superior

to the performance of the other systems. Compared to those

on the nonreducible carbon support, the Pd nanoparticles on

iron oxide are still superior despite the same size distribution

on all the catalysts (90% between 1.5 and 2 nm). The shape of

the curve representing the temperature dependence of the

oxidation rate is different for the SMSI state and for all the

other states, thus indicating that different surface kinetic

conditions are dominating; in the SMSI state and at high

temperatures the catalyst seems free of blocking CO, which

strongly reduces the activity of bare Pd at lower temperatures.

The experiments, which give quite different absolute values

for the “catalytic activity” in different normalizations, are

fully reproducible as long-term conditioning (60 h) was

applied prior to data acquisition.

The results illustrate the difficulties in how to define the

number of active sites. The ability to quantify them by using

CO oxidation is, however, clearly demonstrated. It is clear

that data reduction to intrinsic active site numbers would

require microkinetic modeling; in view of the multiple surface

and chemical dynamic effects congested into the one observ-

able, this endeavor is difficult, even for such a simple reaction

as the oxidation of CO.

The equilibrated systems allow the stable apparent

activation energy for CO oxidation to be determined. In

Figure 18D it is seen that Pd/CNT shows the expected

behavior (123 kJmol�1) during temperature cycling, thus

indicating that the various surface states of reactant blocking

interconvert[4] with no detectable effect in these macrokinetic

experiments. Pd supported on hematite reveals an apparent

activation energy of 82 kJmol�1, with, however, a significantly

higher rate during heating than cooling. This implies some

reversible loss of sites through either sintering and re-

dispersion or deposition and oxidation of carbon at high

temperatures. Both processes could be reversible below

500 K. Pd on maghemite shows, however, the unexpected

strong deviation from a universal Arrhenius behavior (Fig-

ure 18D. Its activation barrier upon heating is 42 kJmol�1,

which is only half that during cooling, where the normal value

for these systems is attained. As these experiments were all

conducted over long times at steady state it is clear that

several mechanisms of dynamic behavior operate in the Pd/

iron oxide system. CO oxidation is a suitable probe for

Figure 18. Performance of nano-Pd in CO oxidation: A) Steady-state

activation energy measurements of Pd on hematite (a fresh, b after

cooling to RT, c after oxygen-rich feed, d after cooling to RT).

B) HAADF-STEM of a sample after treatment (a) in (A). C) CO

conversion rates with several normalizations as a function of temper-

ature at 25% constant conversion and after long-term (300 h) stabili-

zation: filled squares: Pd/H after reduction at room temperature;

circles: Pd/maghemite after reduction at 523 K; triangles: Pd/CNT

after reduction at 523 K; rates are normalized to sample mass, to Pd

sample mass (using a Pd content of 2.0 wt% for all samples), to

specific Pd surface area derived from CO chemisorption experiments,

and to the number of Pd surface atoms (turnover frequency), assum-

ing that every Pd surface atom represents an active site. Data were

measured with Pd/H in the SMSI state, directly after reduction at

523 K without deactivation test, is included for comparison (hollow

squares). D) activation energies of long-term stabilized Pd/maghemite

(523 K) and Pd/CNT: black during heating the sample and red during

cooling.
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detecting these phenomena, but it is unsuitable to explain

their origin. The interplay between SMSI and particle

coalescence is one element of dynamics, but the partial

reversibility upon changing the chemical potential is unex-

pected under these mild reaction conditions. The dynamics is

independent from bulk transformations of the support, which

according to in situ XRD measurements occur on a faster

time scale of several hours.

In conclusion, CO oxidation is a sensitive tool for probing

the redox reactivity of polycrystalline and nanostructured

catalysts both in the oxidic and in the metallic states. It is

desirable to relate probe reaction experiments on CO

oxidation to model studies with known structural and

dynamical behavior and to theoretical reaction studies (as

illustrated in Sections 4 and 6) when analyzing high-perfor-

mance systems. The SMSI state on Pd nanoparticles was

unexpected, with its search being motivated by similar

observations with Pt model systems. The oxidation of CO

can be used to discover the dynamics of high-performing

catalyst systems that arise from the coupling of the surface

chemistry to the gas-phase chemical potential. The examples

have shown that quantitative analysis is probably still

premature, but that a fingerprint comparison of the reactivity

of various systems can be achieved with high “chemical

resolution” of different active states. Such data may be

compared to theoretical descriptions of complex catalysts.

This can give insight into the detailed nature of the active

sites, which is still not accessible experimentally, as they

always represent minority species on reactive surfaces. The

method of measuring CO oxidation kinetics in combination

with in situ structural analysis deals with the possibility of

material gaps remaining undetected by static analysis. The

application of the CO oxidation probe reaction technique can

thus give answers about the abundance and dynamics of

active sites on high-performance catalysts, where spectro-

scopic and surface analytical techniques only give average

information about the reactive and adsorptive sites. This is

possible as we can interpret the quantitative results of CO

oxidation on the basis of a conceptual understanding of the

reaction.

6. Get Real! CO Oxidation at Realistic Temperature
and Pressure

This section focuses on ab initio (from the electronic

structure) multiscale modeling[157] of CO oxidation at realistic

(T, p) conditions and a description of the steady state of

catalysis. A key finding is that the composition and structure

of the catalytically active material are very different under

reactive conditions, that is, in the open thermodynamic

environment of the ongoing surface chemical reactions, than

at low pressure or thermal equilibrium. In principle, such

changes in the material are well known and, for example, are

reflected in the observation that the performance of a catalyst

typically develops over a macroscopic induction period.

Despite the crucial significance of these changes for the

electronic and reaction properties, an atomistic/microscopic

understanding is essentially lacking. Experimentally this is

due to the fact that experiments with atomic resolution are

difficult or (so far) impossible to do under the (T, p)

conditions of catalysis.[20, 158–162] Theoretically, the difficulty is

related to the lack of reliable information about the surface

structure and composition and/or the involved time scales.

The latter may be in the range of milliseconds or even hours.

CO oxidation is a strongly exothermal process. In the gas

phase the reaction is spin forbidden, because the reactants

have total spin S= 1 (because of the triplet ground state of

O2) but the reaction product (CO2) has zero spin. However,

for dissociated O2, where the individually adsorbed O atoms

are in a spin-zero state, the reaction can proceed. It may be

slowed down by an energy barrier though, and to understand

its magnitude and relevance we need to know and consider at

what material the reactants will adsorb. Clearly, it is also

necessary that the adsorbed CO and adsorbed O occupy

nearby positions and to take into account the appropriate

statistical average over space and time to determine the turn-

over frequency (TOF), that is, the number of CO2 molecules

formed per square centimeter of the catalyst�s surface area

per second.

The predictive modeling of heterogeneous catalysis must

address the steady state of the operation. As we will discuss

below, the statistical mechanics of the interfering dynamics of

various atomistic processes reveal the significance of insta-

bilities and fluctuations: A catalyst is a “living” object that is

subject to incessant changes even in its steady state. In fact, we

stress that these instabilities and fluctuations are crucial for a

self-healing of locally poisoned regions and therefore for the

long-term operational stability of the catalyst. They are in

particular present and relevant under conditions of high

performance and may be absent under other conditions.

Figure 19 outlines the theoretical challenge. The base of

predictive modeling must be a reliable description of the

electronic structure regime that accounts for the bond

breaking and bond making at the catalyst surface. Such a

theoretical description must, however, be linked to statistical

Figure 19. Time and space scales relevant for materials science

application, as, for example, heterogeneous catalysis. The elementary

processes of bond breaking and bond making between atoms and

molecules are described by “electronic-structure theory”. This is the

base for everything that follows. The interplay of many molecular

processes then determines the function of the catalyst that only

develops over meso- or macroscopic lengths and times.

Heterogeneous Catalysis
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mechanics because under realistic environmental conditions

the surface of the material may change significantly and

possibly even deeper (see the discussion on the “induction

period” above). The steady state of catalysis results from

appropriate time and space averages of the statistical

mechanics, and we will see that a “one-structure, one-site,

one-mechanism” description is typically not appropriate for a

thorough understanding.

It is well known that metals will change when exposed to a

realistic atmosphere. For example, iron will rust. Even though

such changes may be thermodynamically favorable, they may

still be slow and confined to the surface region. For example,

the corrosion of metals stops after some nanometers because

the low rate of dissociation of O2 or diffusion of O or metal

atoms prevents thermodynamic equilibrium from being

reached on human time scales. If the atmosphere contains

CO, the oxidation of the metal may be reversed because of the

reducing activity of CO arising from the low energy of CO2.

Although catalysis is clearly not a thermal equilibrium

process (the detailed discussion follows below), it is never-

theless useful to consider which thermal equilibrium struc-

tures may be close.

Figure 20 shows as an example the

phase diagram of Ru when held in an

atmosphere of O2 and CO. Strictly

speaking, this is a so-called con-

strained thermal equilibrium because

the gas-phase reaction of CO and O2

towards CO2 is not allowed, as a

consequence of the above mentioned

spin selection rule.

Compared to other transition

metals, the oxide of Ru is particularly

stable. We will discuss this case in

some detail and then address the

differences that occur at other

metals. Interestingly, catalysis at Ru

metals happens under (T, p) condi-

tions where the bulk oxide is stable.

This is not very informative about the

surface composition and structure.

Figure 21A shows the surface struc-

ture that is predicted by DFT calcu-

lations under low pressure and which

is indeed found in a UHV by

STM.[22, 142] In contrast to other

rutile-structured metal oxides, the sur-

face is practically perfect, that is, there

are practically no vacancies or other

defects in the O-bridge rows and no

adatoms at the Ru coordinatively

unsatured sites (cus). This situation is

drastically changed when we look at

the surface at the steady state of

catalysis and under high TOF condi-

tions. The surface is still related to

RuO2 (110), but now only about 90%

of the bridge sites are occupied by O,

and the Rucus atom sites are no longer

Figure 20. Calculated phase diagram of Ru in an O2 + CO atmos-

phere. The left and bottom axes give the chemical potentials that enter

the calculations. The top and right axes give the corresponding

pressures at two different temperatures: T=300 K and T=600 K. For

details see Ref. [163]. The region where catalysis operates is indicated

by the red area.

Figure 21. A) Surface structure of RuO2 (110) under UHV conditions as predicted by DFT

calculations and observed experimentally. If we ignore relaxations, this is essentially a truncated

bulk geometry. The bridge sites (occupied by Obr), the naked Rucus atoms (cus=coordinatively

unsaturated site), and the second layer threefold (3f) coordinated O3f atoms are labeled. B) Time

evolution of the occupation of the two prominent adsorption sites, bridge and cus, by O atoms

and CO molecules. The assumed temperature and pressure conditions (T=600 K, pCO=7 atm,

pO2
¼1 atm) correspond to the optimum catalytic performance. Under these conditions a kinetic

steady-state surface population is built up in which O and CO compete for both types of sites at

the surface. The fluctuations in the site occupations within the (20�20) simulation cell are

significant. Note the time range for the “induction period” until the steady-state populations are

reached when starting from a fully oxygen-covered surface. C) Map of calculated TOFs at

T=600 K. The plot is based on 400 kMC simulations for different (pCO, pO2
) conditions.

D) Comparison of intrinsic TOFs (blue dotted line, see text) with observable TOFs (red solid line)

for the CO oxidation at RuO2(110) in a stagnation flow reactor. At the high TOFs reached at the

nominal inlet temperature of 600 K, the observable TOF is for most pressures very close to the

upper limit set by mass transfer through the boundary layer of products above the surface (blue

line). This limit is a reactor property, independent of the employed catalyst. (From Ref. [25].)
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unoccupied but occupied by CO molecules (70%) and by O

adatoms (30%; see Figure 21B).

The detailed movies of the atomic structure as a function

of time that led to Figure 21B (see Ref. [164]), together with a

“sensitivity analysis”,[166] reveal the importance of kinetics for

understanding the high-performance conditions of catalysis:

The adsorption of O2 (dissociative) and that of CO (non-

dissociative) compete for adsorption sites at the surface,

specifically the bridge and the cus sites (see Figure 21A).

Here an important correlation occurs, because O2 needs two

nearby sites, while CO is happy with just one. Thus, after a

catalytic reaction (Oad
+ COad!CO2) has happened, two

empty sites remain. These can be occupied by two O adatoms

(from dissociated O2) or by CO. As soon as one CO molecule

has been adsorbed, the remaining empty site is no longer

sufficient for O2 dissociation but can only accept another CO

molecule. As a consequence, kinetically controlled nonran-

dom structures are formed,[165,166] which disable some poten-

tially very active reaction pathways. In fact, the whole surface

may get CO rich and catalytically inactive. If, and only if, the

pressure is chosen properly, can adsorbed CO also desorb at a

sufficiently high rate to self-heal such “poisoned” regions.

Alternatively, the surface may get oxygen rich and will only

get healed when some desorption of oxygen can also happen

and/or chemical reactions heal these regions from their

boundaries. The calculated TOF diagram as a function of O2

and CO pressures is shown in Figure 21C). Also indicated is

that the steady state changes from an “O poisoned” surface

composition to a “CO poisoned” surface composition. The

optimum (high-performance) situation is found in between.

In this active regime the surface (locally) proceeds from an

oxygen-rich or a CO-rich to a catalytically highly active

structure and back to the “bad” CO- or O-rich compositions.

This change between different (local) surface structures and

the accompanied activation, poisoning, and healing is what we

call system chemistry, and the reason for the fluctuations

visible in Figure 21B. It reflects a specific structural instability

necessary for a sustained good catalytic performance.

We mention in passing that the pressure range shown in

Figure 21C is unrealistically large, as the calculations

assumed that the underlying RuO2 material will not change

its structure, except at the outermost surface region. Clearly,

this is not the case in reality, as the substrate will transform to

Ru metal when the CO pressure is high (compare Figure 20).

For transition metals to the right of Ru in the Periodic

Table, calculations indicate that catalysis is controlled by

qualitatively similar processes as discussed above. However,

differences exist, as in these cases the bulk oxide is not a

stable material at catalytically relevant conditions. Never-

theless, in the steady state of operation and as a result of the

competition of O2 and CO adsorption, surface oxides still play

a significant role. This will now be exemplified for CO

oxidation at palladium.

Figure 22A shows the calculated phase diagram of Pd in

an O2 atmosphere as a function of temperature and pressure.

As a general result, and also valid for other transition metals,

we see that a surface oxide is formed well before the

transition towards the bulk oxide takes place.[20,167,168] In

fact, these studies also revealed that formation of the surface

oxide starts after adsorption of oxygen and as soon as oxygen

starts occupying subsurface sites.[168]

Under catalytic conditions, namely, when catalytic surface

reactions are ongoing, the surface of Pd(100) may change, and

this is reflected by the results shown in Figure 22B. The shown

simulations were performed at two different temperatures,

T= 300 and 600 K. A noticeable limitation of this study was

that the lattice was fixed to the Pd(100) structure. Thus, not all

the possible surface oxides were allowed to form, which

implies that surface oxides may play an even bigger role than

is suggested by the shown results. For each temperature, the

oxygen pressure is set to pO2
¼1 atm, and the simulations are

run at different CO pressures in the range pCO= 10�5–105 atm,

which covers all the possibly relevant gas-phase conditions.

The graphs show a plot of the average occupation of hollow

sites with oxygen at the steady state.

To get an estimate for uncertainties in the results Fig-

ure 22B also includes results for simulations using a 0.1 eV

lower barrier for the catalytic reaction Ohollow
+CObridge!

CO2, while all the other barriers were left unchanged: The

DFT calculations give a reaction barrier of 0.9 eV (green

Figure 22. A) The calculated stability range of Pd bulk metal, surface

oxides at Pd(100), and PdO bulk oxide at various T and p

(Refs. [167,168]). B) Average occupation of hollow sites by oxygen

versus CO pressure for T=300 K and T=600 K (from Ref. [169]). The

vertical black line marks the boundary between the surface oxide and a

CO-covered Pd(100) surface as determined within the constrained

thermodynamics approach. The influence of the barrier on the

Ohollow
+CObridge!CO2 reaction is illustrated by showing the kMC

simulation results for two barrier values of 0.9 eV (green) and 0.8 eV

(orange), see text.
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curves in Figure 22B) and the modified barrier is 0.8 eV

(orange curves). The top graph in Figure 22B, that is, the

simulations at 300 K, show that the surface oxide is stable for

CO pressures up to pCO� 10�1 atm, that is, where 95% of the

hollow sites are occupied by O atoms. If the CO pressure is

further increased, the O population at hollow sites decreases

and, for CO pressures of pCO� 1 atm, the surface oxide is

certainly destabilized. Thus, the kinetic Monte Carlo (kMC)

simulations predict that at a temperature of T= 300 K,

oxygen-rich conditions with pCO=pO2
�1:10 are needed to

stabilize the surface oxide structure. The lower panel of

Figure 22B shows how the above picture is changed when the

temperature is increased. For example, the simulation results

for the highest considered temperature of T= 600 K reveal

that the surface oxide is now actually stable up to rather

sizable CO pressures. Comparing the critical pCO=pO2
ratio

determined for the decomposition onset in the temperature

range T= 300–600 K, the work by Rogal et al.[169] clearly

identify an increasing stability of the surface oxide with

increasing temperature, which, at the highest temperatures

studied, reaches well up to the catalytically most relevant

feeds. Furthermore, the authors found that with these feeds,

the simulated turnover frequencies for the intact surface

oxide alone are already of a similar order of magnitude as

those reported by Szanyi and Goodman[170] for the Pd(100)

surface under comparable gas-phase conditions. While a

quantitative comparison is outside the scope of this discussion

(and outside the accuracy of present DFT functionals), we

note that, contrary to the prevalent general preconception,

this particular surface oxide is clearly not “inactive” with

respect to the oxidation of CO.

Let us finally address one other important aspect that has

already been mentioned in the introduction, which implies

that the high TOFs of Figure 21C cannot be reached in

realistic chemical reactors. The reason for this limitation is the

heat and mass transport, specifically in the gas phase of a

realistic reactor. To consider these aspects in quantitative

multiscale modeling, the hitherto discussed first-principles

statistical mechanics results (Figure 21B,C) need to be

integrated into a fluid dynamics treatment of the macroscale

flow structures in the reactor. This has recently been

presented by Matera and Reuter for the oxidation of CO at

RuO2(110).
[25] The results in Figure 21D show representative

gas-phase and flow conditions for modern in situ experiments.

The blue dotted line in the upper part corresponds to the TOF

of Figure 21C. This is called “intrinsic TOF”. Figure 21D

reveals the influence of the heat- and mass-transport limi-

tations, that is, the difference between the red lines (the

extrinsic TOF) and the blue lines (intrinsic TOF). Further-

more, we see that for a range of gas-phase conditions the

system exhibits two stationary operation modes, a low-activity

branch corresponding to the intrinsic reactivity and a high-

activity branch which arises from the coupling of the surface

chemistry to the surrounding flow field. Clearly, such reactor-

dependent effects need to be disentangled, understood, and

controlled when aiming to compare data obtained by differ-

ent experimental setups, and when aiming to draw conclu-

sions on the actual surface chemistry under technologically

relevant gas-phase conditions. We note that the CO oxidation

reaction is more prone to such transport effects than other

more complex catalytic reactions, because the intrinsic

reaction probability of this unselective reaction is very high.

7. Conclusions and Outlook

CO oxidation, although seemingly a simple chemical

reaction, provides us with a panacea that reveals the richness

and beauty of heterogeneous catalysis. The Fritz Haber

Institut (called the “Fritz” worldwide) is a place where a

multidisciplinary approach to study the course of such a

heterogeneous reaction can be generated in house. Research

at the institute is primarily curiosity driven, which is reflected

in the five sections comprising this Review. We use an

approach based on microscopic concepts to study the

interaction of simple molecules with well-defined materials,

such as clusters in the gas phase or solid surfaces. This

approach often asks for the development of new methods,

tools and materials to prove them, and it is exactly this aspect,

both, with respect to experiment and theory, that is a trade

mark of our institute. This enables us to develop a methodo-

logically sound and broadly based approach.

A rather clear picture about the course of the CO

oxidation reaction can be obtained by investigating a broad

range of catalysts and a range of different approaches. The

ability to use model systems to nanostructure materials from

individual molecular clusters so as to generate stable facets

under reaction conditions have allowed us to reveal the strong

influence of the local structure of the binding site on chemical

properties. This is demonstrated for isolated gas-phase

clusters, where a rigorous identification of the geometric

and electronic properties can be gained by comparison

between experiment and theory. The charge state of the

adsorbate–substrate complex as well as charge-transfer pro-

cesses are crucial both for the understanding of chemical

interaction, and also for the activation of the reaction, for

example, through electronic non-adiabatic contributions.

Reaction dynamics in extended systems is controlled by

competing adsorbate phases limiting the free space required

for sustained heterogeneous reactions. For example, complex

chemical dynamics were reveled for systems where bulk and

surface properties are coupled. Those range from complete

coexistence of phases through patches to subsurface struc-

tures and ending at layers of support material on top of the

active metal.

It is now possible to extend the strategy of the funda-

mental single-crystal approach pioneered by G. Ertl and G.

Somorjai almost 40 years ago. As we deal with increasing

complexity we are forced to relax some of the boundary

conditions used in previous studies. For example, we are now

in the position to go beyond studies of perfectly flat and

periodic surfaces with homogeneous reaction sites and to

study both local and extended electronic structures as well as

reaction dynamics on various length and time scales. We can

relax the strict separation between surface and bulk and allow

the subsurface regime to couple to surface reactions and

become more “realistic”. This becomes increasingly impor-

tant in the description of catalytic reactions at finite temper-
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atures and pressures both theoretically and experimentally

through in situ studies. Synthesizing model and high-perfor-

mance catalysts with increasing control of their properties is

another approach to improve the understanding of heteroge-

neous reactions. However, under high-performance condi-

tions we are not only dealing with surface reactivity, we are

facing challenges of transport phenomena being possibly

responsible for the observed performance below the thermo-

dynamic limits.

With the improved theoretical and experimental possibil-

ities in hand, a detailed understanding of heterogeneous

reactions may become feasible, thus leading to realistic

models and providing insights into the chemical complexity

of coupled gas-surface reactions with increasing precision.

This has still to be extended beyond the prototype example of

CO oxidation to a full reaction scheme, such as the one shown

in Figure 1. These reactions are not only of key relevance for

our conceptual understanding of chemical reactions but also

bear considerable practical value in the emerging context of

energy-storage applications. For this purpose, the simplest

and most effective reactions are needed that allow effective

pathways for converting energy in chemical bonds and its

reversal. For this goal it is of paramount importance to

understand heterogeneous reactions at the level indicated

here for this prototype example of CO oxidation.
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