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Co-Saliency Detection Based on
Hierarchical Segmentation
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Abstract—Co-saliency detection, an emerging and interesting
issue in saliency detection, aims to discover the common salient
objects in a set of images. This letter proposes a hierarchical seg-
mentation based co-saliency model. On the basis of fine segmenta-
tion, regional histograms are used to measure regional similarities
between region pairs in the image set, and regional contrasts
within each image are exploited to evaluate the intra-saliency
of each region. On the basis of coarse segmentation, an object
prior for each region is measured based on the connectivity with
image borders. Finally, the global similarity of each region is
derived based on regional similarity measures, and then effec-
tively integrated with intra-saliency map and object prior map to
generate the co-saliency map for each image. Experimental results
on two benchmark datasets demonstrate the better co-saliency
detection performance of the proposed model compared to the
state-of-the-art co-saliency models.

Index Terms—Co-saliency detection, global similarity, hierar-
chical segmentation, regional similarity, saliency model.

I. INTRODUCTION

HE research on saliency detection was originally moti-

vated by simulating human visual attention mechanism
to predict human fixations [1]. In the past decade, a number of
saliency models for saliency detection in a single image have
been proposed and widely used for salient object detection and
segmentation, content-aware image retargeting, object-based
image retrieval, etc [2]. Recently, an emerging and interesting
issue in saliency detection is to detect the common salient ob-
jects in a set of images, and is formally defined as co-saliency
detection [3]-[9]. Compared with saliency models for a single
image, co-saliency models also exploit the relevance between
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different images to highlight the common salient objects, which
simultaneously occur with similar appearances in different
images of the image set. The output of co-saliency model is a
set of co-saliency maps, and can be used for object co-segmen-
tation and co-recognition, which are key to the internet visual
media retrieval [10].

In a pair of images, which are captured for the same scene,
the local structure changes caused by salient objects between
the two images are exploited for co-saliency detection [3].
However, its obvious limitation is that the two images need to
have highly similar background. Without such a constraint, the
joint information provided by the image pair is utilized under
a preattentive scheme to find co-salient object regions [4]. In
[5], the co-saliency is formulated as a linear combination of
single-image saliency map, which is calculated using the three
available saliency models, and multi-image saliency based
on a co-multilayer graph. However, the above two models
[4][5] are still applicable only to image pairs. Regarding with
the image set containing more than two images, individual
saliency map is first generated for each image, and then those
salient parts that frequently occur in most images are consid-
ered as co-salient regions in [6]. For a collection of images,
group saliency [7] is estimated by extracting salient objects
that maximize between-image similarities and within-image
distinctness, and inter-similarity with reference images is ex-
ploited in the narrative saliency detection [8] for image col-
lage. In [9], a cluster-based co-saliency model first integrates
contrast cue, spatial cue and corresponding cue to measure
the cluster-level co-saliency, and then incorporates the likeli-
hoods of pixels belonging to clusters, to generate pixel-level
co-saliency maps.

For saliency detection in a single image, some recent models
benefit from measuring saliency on over-segmented regions/su-
perpixels and object/background priors. For example, kernel
density estimation based region model [11], region based
contrast [12], distinctiveness and compactness of regional
histograms [13], region segmentation based object prior [14]
and geodesic saliency of superpixels using background priors
[15] have shown their effectiveness to improve the saliency de-
tection performance. Inspired by the above works, we propose
an effective hierarchical segmentation based co-saliency model
applicable to saliency detection in a set of images. Our main
contribution lies in the following two aspects. First, as the basis
of building co-saliency model, we introduce the hierarchical
segmentation, as a further improvement, to evaluate regional
contrast based intra-saliency on the fine segmentation and
object prior on the coarse segmentation, respectively. Second,
for co-saliency measurement, we propose to derive the global

1070-9908 © 2013 IEEE



LIU et al.: CO-SALIENCY DETECTION BASED ON HIERARCHICAL SEGMENTATION 89

(a) Original images

{e) Intra-saliency

mﬁﬂﬂﬂﬂhi

(g) Global snmllamy

,-p [ Ce

(b) Ultrametric contour map

il

(d) Coarse segmentation

it

(f) Object prior.

Imm-

(h) Co- sallency

Fig. 1.

similarity measures of regions over the image set based on
regional similarity measures, and effectively integrate with
intra-saliency and object prior for co-saliency map generation,
which consistently outperforms the state-of-the-art co-saliency
models on two benchmark datasets.

The rest of this letter is organized as follows. Section II de-
scribes the proposed co-saliency model in detail. Experimental
results and analysis are presented in Section 1, and conclusion
is given in Section IV.

II. PROPOSED CO-SALIENCY MODEL

The proposed co-saliency model is illustrated in Fig. 1. The
following five subsections will describe the hierarchical seg-
mentation, regional similarity measure, the generation process
of intra-saliency map, object prior map and co-saliency map,
respectively.

A. Hierarchical Segmentation

Given a set of images {I,,, }2/_,, we choose the hierarchical
image segmentation approach in [16] to calculate for each
image I, the real-valued ultrametric contour map UCM,,,,
which weighs each boundary by its scale of disappearance. For
the example image set (5 out of 33 images in this set are shown)
in Fig. 1(a), the corresponding UCMs are shown in Fig. 1(b),
in which darker boundaries disappear at a coarser scale of
region segmentation than lighter boundaries. The thresholding
operation is performed on each UCM, which is normalized into
the range of [0, 1], with the threshold increasing from 0 to 1
with an interval of 0.01. The fine segmentation result and the
coarse segmentation result are obtained when the generated
region number is just below 77 and 7, which are set to 200
and 20, respectively, for a sufficient over-segmentation and a
more meaningful moderate segmentation. Based on UCMs in
Fig. 1(b), the fine and coarse segmentation results are respec-
tively shown in Fig. 1(c) and (d), in which different regions are
delineated using black boundaries.

Ilustration of the proposed hierarchical segmentation based co-saliency model.

B. Regional Similarity

Using all images in the image set {/,,}_,, each color
channel in the Lab color space is uniformly quantized into g bins,
to obtain the normalized global histogram h¢ with ¢ bins for
the image set. The quantized color of each bin in h; is calculated
as the mean color of those pixels that fall into the kth bin. Then
the first ¢ high-probability bins that accumulate just above the
threshold «, are selected as the representative colors. Finally,
each of the remaining bins is merged into one of the selected
t bins with the smallest difference between their quantized
colors, to update h with ¢ bins. ¢ and « are set to 16 and 0.95,
respectively, for a moderate color quantization of images.

For each region 'p*(i = 1,..., N*) in the fine segmenta-
tion of each image I, its reglonal hlstogram h'” * is calculated
using the quantized colors of all pixels in 7", similarly as the
calculation of h¢;. For each pair of regions, r7."* and r}”7, the
regional similarity is defined as the Bhattacharyya coefficient
between their regional histograms, i.e.,

m.i  n.,j
Ayt rg

C. Intra-Saliency

We observed from a variety of natural images that salient ob-
ject regions usually show noticeable contrast with background
regions. Therefore for each region 3" Z, its intra-saliency is
evaluated based on the regional contrasts with all the other re-
gions in 1,,, taking into account the weights of region areas and
spatial distances between regions as follows:

N

Sintra (1) = Za':l.,#i '
o - gt L aepoard] @

0, f
F

where [rj” & | is the area of region 7" D™ is the diagonal
length of image I,,,, and d " 7 is the dlstance between the spa-
tial center of 77 "* and ry . Equation (2) indicates that those



90

regions, which are larger and spatially closer to 7, have a rel-
atively larger contribution to the evaluation of intra-saliency of

r"". As shown in Fig. 1(e), salient objects such as players and
football in each image are reasonably highlighted while most
background regions such as fields are suppressed.

D. Object Prior

Besides, background regions generally have a higher ratio of
connectivity with image borders than salient object regions in a
variety of images. Such a prior of image layout was exploited
to modulate the feature matrix used in low-rank matrix recovery
for saliency detection in [14], and to formulate the saliency of
patch/superpixel as the length of its shortest path to image bor-
ders in [15]. Following our previous work [14], the object prior
is more suitably evaluated on the coarse segmentation, which
partitions the image into relatively fewer regions, to obtain a
more meaningful object prior map. Specifically, for each region
riti =1,..., N2 in the coarse segmentation of image I,,,,
its object prior is defined as follows:
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where 3™ denotes the borders of 7,,, and b ¢ denotes the
perimeter of 7+"*. We experimentally observed that the perfor-
mance of our co-saliency model is not sensitive to the decay
factor v when it is between 1.5 and 2.5, and thus -y is set to 2
in our experiments. The object prior maps for coarse segmen-
tations in Fig. 1(d) are shown in Fig. 1(f), which moderately
suppresses background regions such as fields and stands. Then
for each region v (7 = 1,..., N7') in the fine segmentation,
its object prior is assigned w1th that of the corresponding region
in the coarse segmentation, i.e. p}’J =p& Vet Tl

E. Co-Saliency

For co-saliency detection, the regional similarity measures
between regions in different images are exploited to highlight
co-salient regions, for which highly similar regions can be found
in other images of the image set, and to effectively suppress
those regions, for which similar regions rarely occur in other im-
ages. Specifically, for each region . the most similar region
in each of the other images {[,L}n:L,” 4m 18 first searched by
maximizing the regional similarity measure. Then those max-
imum regional similarity measures found on the M — 1 images
are summed to define the global similarity measure of r3.” “ over
the image set as follows:

M
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As shown in Fig. 1(g), the players with red jersey, which
are co-salient objects in the image set, and fields, which also
occur in almost all images in the image set, are highlighted in
the global similarity maps, while other regions such as players
without red jersey are suppressed.

On the basis of intra-saliency measures over the image
set, the co-saliency for each region rj."* is measured by
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Fig. 2. Examples of co-saliency detection on CP dataset. From top to bottom:
original images in five image pairs, binary ground truths, co-saliency maps gen-
erated using Li’s model [5], Fu’s model [9] and our model, respectively.

integrating regional similarity, global similarity and object
prior as follows:
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Eq. (5) indicates that the intra-saliency of each region r}” is
globally adjusted using its global similarity measure to obtain
Sintea (157 ) - @(ry?). Then for each region r7"", its co-saliency
is a sum of the globally adjusted intra-saliency measures of
all regions weighted by their regional similarities with r7.” "
and finally regulated using its object prior. Co-saliency maps
generated by integrating Fig. 1(e), (f) and (g) are shown in
Fig. 1(h), which effectively highlights co-salient objects and
suppresses irrelevant regions including fields, stands and other
players compared to intra-saliency maps in Fig. 1(e). For a
visual comparison, co-saliency maps generated using Fu’s
co-saliency model [9] and binary ground truths for co-salient

objects are also shown in Fig. 1(i) and (j), respectively.

III. EXPERIMENTAL RESULTS

The proposed co-saliency model has been tested on two
datasets with binary ground truths for co-salient objects. Specifi-
cally, the Co-saliency Pairs (CP) dataset [5] contains 210 images,
which consists of 105 image pairs, and the CMU Cornell iCoseg
dataset [17] contains 643 images from 38 object classes, each of
which has 5 to 41 images. We have compared our model with
two state-of-the-art co-saliency models, i.e., Li’s model [5] (only
suitable for image pairs) and Fu’s model [9].

For a subjective comparison, co-saliency maps generated
for several examples in CP and iCoseg are shown in Fig. 2
and Fig. 3, respectively. For a fair comparison, all co-saliency
maps are normalized into the same range of [0, 255]. As shown
in Figs. 2-3, our co-saliency maps highlight the complete
co-salient objects with well-defined boundaries and suppress
background regions more effectively compared to Li’s and Fu’s
co-saliency maps. However, our model as well as other two
models cannot effectively suppress some background regions,
which either show similar color with the object such as the
nearby regions surrounding the frog in the rightmost column of
Fig. 2, or appear frequently in the image set and visually salient
such as the bush regions compared to the major background
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Fig. 3. Examples of co-saliency detection on iCoseg dataset. From top
to bottom: some original images in four image sets, binary ground truths,
co-saliency maps generated using Fu’s model [9] and our model, respectively.

such as grassland and sky regions in the bottom-right example
of Fig. 3. Since our model exploits the color based regional
similarity for co-saliency measurement, such background
regions are not effectively suppressed.

For an objective comparison, we performed thresholding with
a series of fixed integers from 0 to 255 on co-saliency maps to
obtain a set of binary co-salient object masks, and calculated the
precision and recall measures using the binary ground truths in
CP and iCoseg as reference masks. Then for each model, at each
threshold, the precision/recall values for all co-saliency maps in
the dataset are averaged to plot the precision-recall (PR) curves.
Fig. 4 shows that on both datasets, the PR curves of our model
are consistently higher than that of Li’s and Fu’s model, and
thus demonstrates that our model outperforms other models on
the co-saliency detection performance.

To clearly evaluate the contribution of hierarchical segmenta-
tion in Section II-A, object prior in Section II-D and co-saliency
measurement in Section II-E, some additional PR curves are
shown in Fig. 4 and analyzed as follows:

1) We used a conventional segmentation approach, i.e., mean
shift [18], to replace the hierarchical segmentation. For
mean shift, we set its parameter of allowable minimum
region area to 0.1% and 5% of image area, to obtain the
fine segmentation and coarse segmentation, respectively.
As shown in Fig. 4, our model using mean shift still out-
performs Li’s and Fu’s model, while the use of hierarchical
segmentation can further improve the co-saliency detec-
tion performance of our model.

2) The PR curves of our co-saliency maps generated without
using object prior show that the co-saliency detection perfor-
mance is lowered, but still higher than Li’s and Fu’s model
on the two datasets. In other words, the use of object prior
further improves the co-saliency detection performance.

3) The PR curves of our co-saliency maps (with or without
object prior) are obviously higher than the PR curves of
our intra-saliency maps and saliency maps generated using
the state-of-the-art saliency models for a single image (RC
[12], KDE [11] and SLR [14]). This demonstrates the ad-
vantage of co-saliency detection, which analyzes a set of
images together, over saliency detection on the basis of in-
dividual image.
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Fig. 4. (Better viewed in color) Precision-recall curves of different saliency
models on CP dataset (top) and iCoseg dataset (bottom).

TABLE 1
AVERAGE PROCESSING TIME (SECOND) PER IMAGE

Model Li[5]  Fu[9] Our (HS) Our (MS)
CP 440.40 1.65 15.73 (14.38) 4.45(0.19)
iCoseg N/A 408  10336(91.57)  25.99 (2.90)

The average processing time of different models using
Matlab implementations on a PC with Intel 17-3770 3.4 GHz
CPU and 4 GB RAM are shown in Table I, in which the values
in the brackets are the processing time taken by hierarchical
segmentation (HS) and mean shift segmentation (MS). Table I
shows that Fu’s model has the highest computational efficiency,
while our model is degraded due to the use of HS, which
occupies 91.4% and 88.6% processing time on CP and iCoseg,
respectively. Nonetheless, our model using MS efficiently
elevates the computational efficiency, with a compromise of
co-saliency detection performance.

IV. CONCLUSION

In this letter, we have presented a co-saliency model based
on hierarchical segmentation. Regional similarity, global sim-
ilarity and intra-saliency, which are measured on the fine seg-
mentation, and object prior, which is evaluated on the coarse
segmentation, are effectively integrated to generate co-saliency
maps for a set of images. Experimental results demonstrate the
better co-saliency detection performance of our model.
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