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Abstract. We introduce a generic framework for hybrid logics, i.e. modal log-
ics additionally featuring nominals and satisfaction operators, thus providing the
necessary facilities for reasoning about individual states in a model. This frame-
work, coalgebraic hybrid logic, works at the same level of generality as coalge-
braic modal logic, and in particular subsumes, besides normal hybrid logics such
as hybrid K, a wide variety of logics with non-normal modal operators such as
probabilistic, graded, or coalitional modalities and non-monotonic conditionals.
We prove a generic finite model property and an ensuing weak completeness re-
sult, and we give a semantic criterion for decidability in PSPACE. Moreover, we
present a fully internalised PSPACE tableau calculus. These generic results are
easily instantiated to particular hybrid logics and thus yield a wide range of new
results, including e.g. decidability in PSPACE of probabilistic and graded hybrid
logics.

Introduction

The ability to represent and reason about individuals is a core feature of many for-
malisms in the field of logic-based knowledge representation. Individuals may be per-
sons, parts of the human body, or even positions in a strategic game. Reasoning about
individuals is a prominent feature in description logics [3], and is supported by a num-
ber of reasoning engines, including Fact, Racer and Pellet [33,19,31]. Both description
logics and the associated reasoning tools are based on relational models, usually Kripke
structures with a fixed number of relations. While this is adequate for a large number of
applications, description logics can neither formulate nor reason about statements of a
non-relational nature, such as assertions involving quantitative uncertainty (‘The likeli-
hood that John is a son of Mary is greater than 23 %’) or non-monotonic conditionals
(‘John normally goes to work on Mondays’ — unless e.g. he decides to call in sick).

Features of this kind are usually catered for by specific logics, such as probabilistic
modal logic [20] or conditional logic [14], neither of which admits a semantics in terms
of Kripke structures. On the other hand, these logics cannot be used off the shelf in
most applications in knowledge representation, as they lack facilities to represent and
reason about individuals. Of course, one may opt to study extensions of these logics
on a case-by-case basis. However, we can do better: both probabilistic modal logic and
conditional logic, as well as many others including coalition logic [26], graded modal
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logic [18], and logics for counterfactual reasoning [22], as well as most description log-
ics naturally fit under the umbrella of coalgebraic modal logic [24]. On the semantical
side, this is achieved by replacing the notion of model of a particular logic by coalge-
bras for an endofunctorT on sets. As we illustrate by means of examples, the semantics
of particular logics then arises by instantiating the framework with a concrete endofunc-
tor T . This opens the road for a uniform treatment of a large class of modal logics. In
particular, reasoning about individuals in coalgebraic logic is tantamount to extending
a large class of logics simultaneously.

This is the starting point of this paper. We introduce coalgebraic hybrid logic, that
is, an extension of coalgebraic logics with both nominals (that denote individual states)
and satisfaction operators (which are used to formulate assertions concerning specific
individuals) in the same way that hybrid logic [2] extends the modal logic K . Our main
results are concerned with completeness and complexity of coalgebraic hybrid logics.
We do not treat the downarrow binder ↓, as hybrid logics involving ↓ are known to be
undecidable, even in the special case of relational (Kripke) semantics [1]. As we are
working in a general framework, these statements are formulated in terms of abstract
coherence conditions that relate the syntax (modal operators and proof rules) and the
semantics, which is abstractly given in terms of coalgebras. Conceptually, we show that
the same coherence conditions that give rise to completeness and complexity results
in the non-hybrid case also guarantee completeness and (the same) complexity bounds
for the hybrid extension. In more detail, we prove completeness of hybrid coalgebraic
logics both with respect to a Hilbert-style proof calculus in Section 2 and a cut-free se-
quent system 3. We exploit the latter to show that the satisfiability problem is decidable
in polynomial space by means of backward proof search in Section 4 before we give
a purely semantical account of complexity in Section 5. As the coherence conditions
that guarantee completeness and complexity are already known to hold for a large class
of logics, instantiations of the general framework give rise to a number of new results
concerning particular logics:

– Both hybrid conditional logic and hybrid probabilistic logic are complete and de-
cidable in PSPACE

– Moreover, graded hybrid logic is decidable in polynomial space with numbers
coded in binary, and these results immediately carry over to a setting with role
hierarchies, giving a new (tight) PSPACE upper bound for the description logic
ALCHOQ over the empty TBox.

– The semantic analysis yields previously unknown PSPACE-upper bounds for Pres-
burger hybrid logic [16] and a version of probabilistic modal logic featuring linear
inequalities [17].

In a nutshell, the addition of nominals and satisfaction operators greatly increases the
expressive power of (coalgebraic) modal logics and is still decidable in PSPACE, i.e.
the same complexity class as the modal logic K . In particular, the ability to cater for
a large number of logical features, such as quantitative uncertainty and non-monotonic
conditionals in the coalgebraic framework offers a new (coalgebraic) perspective on
description logics, with the vision of being able to represent a large class of concepts of
information-theoretic relevance in a single framework.
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1 Syntax and Semantics of Coalgebraic Hybrid Logic

To make our treatment parametric in the concrete syntax of any given modal logic,
we fix a modal similarity type Λ consisting of modal operators with associated arities
throughout. For given countably infinite and disjoint sets P of propositional variables
and N of nominals, the set F(Λ) of hybrid Λ-formulas is given by the grammar

F(Λ) � φ, ψ ::= p | i | φ ∧ ψ | ¬φ | ♥(φ1, . . . , φn) | @iφ

where p ∈ P, i ∈ N and ♥ ∈ Λ is an n-ary modal operator. We use the standard defi-
nitions for the other propositional connectives →,↔,∨. The set of nominals occurring
in a formula φ is denoted by N(φ), and the nesting depth of modal operators (excluding
satisfaction operators) by rank(φ). A formula of the form @iφ is called an @-formula.
Semantically, nominals i denote individual states in a model, and an @-formula @iφ
stipulates that φ holds at i.

To reflect parametricity in the particular underlying logic also semantically, we equip
hybrid logics with a coalgebraic semantics extending the standard coalgebraic seman-
tics of modal logics [24]: we fix throughout a Λ-structure consisting of an endofunctor
T : Set → Set on the category of sets, together with an assignment of an n-ary pred-
icate lifting �♥� to every n-ary modal operator ♥ ∈ Λ, i.e. a set-indexed family of
mappings (�♥�X : P(X)n → P(TX))X∈Set that satisfies

�♥�X ◦ (f−1)n = (Tf)−1 ◦ �♥�Y

for all f : X → Y . In categorical terms, [[♥]] is a natural transformationQn → Q◦T op

where Q : Setop → Set is the contravariant powerset functor.
In this setting, T -coalgebras play the roles of frames. A T -coalgebra is a pair (C, γ)

where C is a set of states and γ : C → TC is the transition function. If clear from the
context, we identify a T -coalgebra (C, γ) with its state space C. A (hybrid) T -model
(C, γ, π) consists of a T -coalgebra (C, γ) together with a hybrid valuation π, i.e. a map
P ∪ N → P(C) that assigns singleton sets to all nominals i ∈ N. We often identify the
singleton set π(i) with its unique element.

The semantics of F(Λ) is a satisfaction relation |= between states c ∈ C in hybrid
T -models M = (C, γ, π) and formulas φ ∈ F(Λ), inductively defined as follows. For
x ∈ N ∪ P and i ∈ N, put

c,M |= x iff c ∈ π(x) c,M |= @iφ iff π(i),M |= φ.

Modal operators are interpreted using their associated predicate liftings, that is,

c,M |= ♥(φ1, . . . , φn) ⇐⇒ γ(c) ∈ �♥�C(�φ1�M , . . . , �φn�M )

where ♥ ∈ Λ n-ary and �φ�M = {c ∈ C | M, c |= φ} denotes the truth-set of φ
relative to M . A formula φ is satisfiable if it is satisfied in some state in some model,
and valid, written |= φ, if it is satisfied in all states in all models.

The distinguishing feature of the coalgebraic approach to hybrid and modal logics is
the parametricity in both the logical language and the notion of frame: concrete instan-
tiations of the general framework, in other words a choice of modal operators Λ and a
Λ-structure T , capture the semantics of a wide range of modal logics, as witnessed by
the following examples.
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Example 1

1. The hybrid version of the modal logic K , hybrid K for short, has a single unary
modal operator �, interpreted over the structure given by the powerset functor P that
takes a set X to its powerset P(X) and ���X(A) = {B ∈ P(X) | B ⊆ A}. It is clear
that P-coalgebras (C, γ : C → P(C)) are in 1-1 correspondence with Kripke frames,
and that the coalgebraic definition of satisfaction specialises to the usual semantics of
the box operator.

2. Graded hybrid logic has modal operators ♦k ‘in more than k successors, it holds
that’. It is interpreted over the functor B that takes a set X to the set B(X) of multisets
over X , i.e. maps B : X → � ∪ {∞}, by [[♦k]]X(A) = {B ∈ B(X) | ∑

x∈AB(x)}.
This captures the semantics of graded modalities over multigraphs [15], which are
precisely the B-coalgebras. Unlike in the modal case [27], the multigraph seman-
tics does not engender the same notion of satisfiability as the more standard Kripke
semantics of graded modalities, as the latter validates all formulas ¬♦1i, i ∈ N.
One can however polynomially encode Kripke semantics into multigraph semantics:
a graded hybrid formula φ, w.l.o.g. an @-formula, is satisfiable over Kripke frames iff
φ ∧ ∧

j∈N(φ) @j

∧
n<rank(φ) �n

0

∧
i∈N(φ) ¬♦1i, where �k is defined as ¬♦k¬ and �n

0

denotesn boxes, is satisfiable over multigraphs. Thus, our completeness and complexity
results for multigraph semantics derived below transfer to Kripke semantics. In partic-
ular they apply to many description logics, which commonly feature both nominals and
graded modal operators (qualified number restrictions).

3. Probabilistic hybrid logic, the hybrid extension of probabilistic modal logic [21],
has modal operators Lp ‘in the next step, it holds with probability at least p that’, for
p ∈ [0, 1]∩�. It is interpreted over the functorDω that maps a setX to the set of finitely-
supported probability distributions on X by putting [[Lp]]X(A) = {P ∈ Dω(X) |
PA ≥ p}. Coalgebras forDω are just Markov chains. A simple valid formula of hybrid
probabilistic logic is Lpi ∧ Lqj → Lqi ∨ L1(¬(i ∧ j)), i, j ∈ N.

4. Hybrid CK , the hybrid extension of the basic conditional logic CK , has a single
binary modal operator ⇒, written in infix notation. Hybrid CK is interpreted over the
functor Cf that maps a set X to the set of P(X) → P(X), whose coalgebras are
selection function models [14], by putting [[⇒]]X(A,B) = {f : P(X) → P(X) |
f(A) ⊆ B}.

2 A Generic Complete Hilbert System

We proceed to present a Hilbert-system for coalgebraic hybrid logics, and prove its
soundness and its weak completeness over finite models, provided that the logic at hand
satisfies certain coherence conditions between the axiomatisation and the semantics
— in fact the same conditions as in the modal case, which are easily verified local
properties that can be verified without reference to T -models and are already known to
hold for a large variety of logics [24,27]. We recall notation from earlier work:

Notation 2. For a set or multiset Σ of formulas and a set O of operators, we write OΣ
or O(Σ) for the set or multiset of formulas arising by prefixing elements of Σ with ex-
actly one operator from O; e.g. Λ(Σ) = {♥(φ1, . . . , φn) | ♥ ∈ Λ n-ary, φ1, . . . , φn ∈
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Σ} and @Σ := {@i | i ∈ N})(Σ) = {@iφ | i ∈ N, φ ∈ Σ}. Moreover, Prop(Σ)
denotes the set of propositional combinations of Σ-formulas. For a propositional for-
mula φ ∈ Prop(P ∪ N), we write κ |= φ if κ : P ∪ N → 2 = {⊥,�} is a satisfying
valuation for φ, and X, τ |= φ if φ evaluates to � in the boolean algebra P(X) under
a hybrid valuation τ : P ∪ N → P(X). For ψ ∈ Prop(Λ(P ∪ N)), the interpretation
�ψ�TX,τ of ψ in the boolean algebra P(TX) under τ is the inductive extension of the
assignment �♥(p1, . . . , pn)�TX,τ = �♥�X(τ(p1), . . . , τ(pn)). We write TX, τ |= ψ if
�ψ�TX,τ = TX , and t |=TX,τ ψ if t ∈ �ψ�TX,τ .

Proof systems for coalgebraic logics are most conveniently described in terms of one-
step rules, for which the announced coherence conditions take the following form.

Definition 3. A one-step rule over Λ is an n+ 1-tuple r = (Γ1, . . . , Γn, Γ0), written

Γ1 . . . Γn

Γ0
,

where Γ0 ⊆ Λ(P) ∪ ¬Λ(P) and Γ1, . . . , Γn ⊆ P ∪ ¬P. The rule Γ1 . . . Γn/Γ0 is one-
step sound if TX, τ |= ∨

Γ0 whenever X, τ |= ∨
Γi for all i = 1, . . . , n. A set R

of one-step rules is one-step (cut-free) complete if whenever TX, τ |= ∨
Δ for Δ ⊆

Λ(P) ∪ ¬Λ(P) then
∨
Δ is propositionally entailed by formulas

∨
Γ0σ (Δ ⊇ Γ0 is a

super-sequent of a single sequent Γ0) where Γ1 . . . Γn/Γ0 is in R and σ : P → Prop(P)
is a substitution such that X, τ |= ∨

Γiσ for all i.

Example 4. One-step cut-free complete rule sets, which can just be inherited from the
corresponding modal systems, for graded and probabilistic logics, conditional logics,
and many others are found in [28,25]. We recall that the one-step cut-free complete rule
set for (hybrid)K consists of the rules

¬a1, . . . ,¬an, b

¬�a1, . . . ,¬�an,�b
(n ≥ 0)

A set R of one-step rules now gives rise to a Hilbert-system HR by adjoining the con-
gruence rule (replacement of equivalents under modal operators), propositional tautolo-
gies, modus ponens, uniform substitution, standard axioms for satisfaction operators @i

stating that @i commutes with all propositional connectives (¬@i⊥, ¬@iφ ↔ @i¬φ,
@i(φ ∧ ψ) ↔ (@iφ ∧ @iψ)) and that i ∼ j :≡ @ij defines an equivalence relation on
nominals (@ii, @ij ↔ @ji, @ik ∧ @jp→ @ip), the @-generalisation rule a/@ia, and
the axioms

(in) i ∧ φ→ @iφ

(mob) @ip→ (♥(q1, . . . , qn) ↔ ♥(@ip ∧ q1, . . . ,@ip ∧ qn))

called @-introduction (in) and make-or-break (mob), respectively. We write HR � φ if
φ is derivable in this system. The (mob) axiom captures the fact that the truth set of an
@-formula is either empty or the whole model; in the case of hybridK , it is deductively
equivalent to the standard back axiom @iφ→ �@iφ.

From @-introduction one easily derives @-elimination i ∧ @ia → a. Moreover, the
(mob) axiom readily generalises to any @-formula in place of @ip. Hence we can derive
a relativised congruence rule
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(@cong)
φ→ ((a1 ↔ b1) ∧ · · · ∧ (an ↔ bn))
φ→ (♥(a1, . . . , an) ↔ ♥(b1, . . . , bn))

(φ @-formula)

It is clear that HR is sound if all rules in R are one-step sound. For the remainder of the
section, we assume that R is one-step complete and proceed to prove weak complete-
ness of HR over finite models by extending the finite model construction of [27], i.e. by
constructing a model for a consistent formula φ whose states are maximally consistent
subsets of a suitable finite closure of φ.

In the following, let Σ be a finite and closed set of formulas, i.e. closed under sub-
formulas (where we count i as a subformula of @iρ), negation, and @i for i ∈ N(Σ),
where we identify ¬¬φ with φ, ¬@iφ with @i¬φ, and @i@jφ with @jφ. Denote by
@Σ the set of @-formulas in Σ. Fix a maximally HR-consistent subset K of @Σ. Let
S denote the set of atoms, i.e. maximally HR-consistent subsets of Σ, and let SK be
the set of K-atoms, i.e. atoms containingK .

Lemma 5. Let φ ∈ Prop(P), and let σ be aΣ-substitution. ThenK → φσ is derivable
iff SK , τ |= φ, where τ is the P(SK)-valuation τ(a) = {A ∈ SK | σ(a) ∈ A}.

We define a hybrid P(SK)-valuation π in the standard way by π(a) = {A | a ∈ A} for
a ∈ P ∪ N(Σ), and taking π(i) to be an arbitrary singleton set otherwise.

Lemma 6. The valuation τ is hybrid, i.e. τ(i) is a singleton for each i ∈ N(Σ), namely
τ(i) = {Ki}, where Ki = {φ ∈ Σ | @iφ ∈ K}.

Call a coalgebra (SK , ξ) coherent if for all ♥(φ1, . . . , φn) ∈ Σ, A ∈ SK ,

ξ(A) ∈ [[♥]](φ̂1, . . . , φ̂n) ⇐⇒ ♥(φ1, . . . , φn) ∈ A

where φ̂ = {A ∈ SK | φ ∈ A}. Making crucial use of the relativised congruence rule
(@-cong), one proves

Lemma 7 (Relativised existence lemma). There exists a coherent coalgebra (SK , ξ).

It is then straightforward to establish

Lemma 8 (Truth lemma). If (SK , ξ) is coherent, thenA |=(SK ,ξ,π) φ iff φ ∈ A for all
φ ∈ Σ, A ∈ SK .

Theorem 9 (Weak completeness of HR over finite models). Every HR-consistent
hybrid formula φ is satisfiable in a T -model with at most 2|φ| states.

The above theorem establishes weak completeness of the Hilbert calculus not only for
hybridK , but also for graded and probabilistic hybrid logic and hybrid CK , as well as
hybrid versions of many other modal logics treated e.g. in [27,28].

3 Hybrid Sequent Calculi and Cut Elimination

We now introduce a sound and complete sequent calculus for coalgebraic hybrid logics.
Completeness of the calculus, initially with the cut-rule, is proved using completeness



Coalgebraic Hybrid Logic 143

of the Hilbert system of the previous section by showing that both provability predicates
coincide. Subsequently, we prove cut elimination.

The sequent calculus shares one characteristic trait with the tableaux calculus studied
in [6]: sequents are composed of @-prefixed formulas. As a consequence, the sequent
calculus presented here can be understood as (the dual of) a labelled tableau [34] by
reading an @-prefixed formula @iφ as a labelled sequent i : φ. As universal validity
of φ ∈ F(Λ) is equivalent to validity of @tφ for some t ∈ N which doesn’t occur in
φ, this suffices to obtain completeness. The main difference between our calculus and
those found in the literature is its modularity: it comes about by extending a standard,
cut-free sequent calculus for the underlying logic by means of proof rules for nominals
and satisfaction operators. We first consider a sequent calculus with the cut-rule and
relegate cut-elimination to the next section. We begin by fixing our notation regarding
sequent calculi; in the tradition of the sequent calculus literature, we denote formulas
by capital letters A,B, . . . for the next two sections.

Definition 10. If Σ ⊆ @F(Λ) is a set of formulas, a Σ-sequent is a finite multiset of
formulas in Σ. We write S(Σ) for the set of Σ-sequents, and S for the set of @F(Λ)-
sequents. If Γ,Δ ∈ S, then Γ,Δ denotes their multiset union, and we identify the
singleton sequent {A} with A for A ∈ @F(Λ). We put rank(Γ ) = max{rank(A) |
A ∈ Γ}.

By virtue of the above definition, all elements of a sequent are necessarily @-prefixed
formulas. As the modal logics we consider are extensions of classical propositional
logic, it is most convenient to use a right-handed (or Gentzen-Schütte) calculus where a
sequent intuitively stands for the disjunction of its elements. The rules for propositional
reasoning and reasoning about names then take the following form:

(Ax) @t¬A,@tA,Γ (Ref) @tt, Γ (@�) @t�, Γ

(¬¬)
@tA,Γ

@t¬¬A,Γ (∧)
@tA,Γ @tB,Γ

@t(A ∧B), Γ

(¬∧)
@t¬A,@t¬B,Γ
@t¬(A ∧B), Γ

(At)
@tA,Γ

@s@tA,Γ

(Sd)
@s¬A,Γ

@t¬@sA,Γ
(Eq)

Γ [t := i]
@t¬i, Γ

In the above, s, t ∈ N, A,B ∈ @F(Λ), and Γ ∈ S(@F(Λ)).
In combination with a set R of one-step sound one-step rules, which we fix through-

out, we obtain the following notion of derivability.

Definition 11. The set of R-derivable sequents is the least set that

– contains all instances of (Ax), (Ref) and (@�)
– is closed under the rules (¬¬), (∧), (¬∧), (At), (Sd) and (Eq)
– is closed under the rules
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(R)
@nΓ1σ,@tΓ0σ,Δ . . . @nΓkσ,@tΓ0σ,Δ

@tΓ0σ,Δ
(n /∈ Γ0σ, . . . , Γkσ,Δ)

where Γ1, . . . , Γk/Γ0 ∈ R, σ is a substitution and Δ ∈ S. In the side condition,
n /∈ Σ denotes that the nominal n does not occur in the sequent Σ. The instances
of the rule schema (R) are called modal rules and the remaining rules are referred
to as static rules.

We write GR � Γ if Γ is R-derivable and GR for the above set of rules. If Γ is
R-derivable with additional help of the cut-rule

(cut)
Γ,@tA Δ,@t¬A

Γ,Δ

then this is denoted by GRC � Γ . We write GR �n Γ if there exists a proof tree with
end sequent Γ where (R) has been applied at most n times on any branch.

Proposition 12 (Soundness).
∨
Γ is valid whenever GRC � Γ .

The completeness of GRC is witnessed by the fact that every proof in the (complete)
system HR can be simulated. More precisely:

Theorem 13. Let HR � A. Then for every t /∈ A, GRC � @tA.

Together with the completeness theorem for the Hilbert-system, we obtain complete-
ness as an easy corollary.

Theorem 14. Let R be one-step complete. Then for every Γ ∈ S, GRC � Γ whenever
|= ∨

Γ .

Our main motivation for introducing the system GR is to determine the complexity of
the satisfiability problem by means of proof search. Hence, completeness of GRC is
insufficient, as the use of the cut-rule leads to an infinite search space. Our next goal is
therefore cut-elimination.

Cut elimination is subject to a number of structural properties that are readily estab-
lished inductively. We begin with the inversion lemma.

Lemma 15 (Inversion Lemma). All static rules of GR are invertible, i.e. if
Γ1 . . . Γk/Γ0 is a static rule of GR, then GR �k Γ0 iff GR �k Γi for all i = 1, . . . , n
and all k ≥ 0.

It is easy to see that weakening is also admissible, and moreover does not increase the
number of applications of (R) in a proof tree.

Concerning the admissibility of cut and contraction, we adapt the standard double
induction method [32] and use an additional outermost induction on the modal depth of
the endsequent. The key point here is to observe that an instance of cut or contraction
in the principal sequent of an instance of (R) can be eliminated by virtue of one-step
cutfree completeness using a different instance of (R).

Theorem 16. Contraction and cut are admissible in GR, that is GR �n Γ,A whenever
GR �n Γ,A,A, and GR �n Γ,Δ whenever GR �n Γ,A and GR �n Δ,¬A, for all
Γ,Δ ∈ S and all A ∈ @F(Λ).

The proof establishes moreover that neither cut elimination nor contraction increase the
number of applications of (R) along any branch of the proof tree.
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4 Complexity of Proof Search

While cutfreeness is clearly essential to establish complexity bounds by means of proof
search, the duplication of the conclusion in the application of the sequent version of a
one-step rule remains a further potential source of non-termination. We now proceed to
show that the height of a proof tree in the sequent calculus of Section 3 can be bounded
polynomially in the size of the endsequent. As a consequence, we obtain a polynomial
space bound for proof search, and – dually – for the satisfiability problem.

Definition 17. A pseudo-subformula of Γ is of the form B or ¬B for a subformula
B of A with @tA ∈ Γ . The set of pseudo-subformulas of Γ is denoted by PSF(Γ ).
A core formula of Γ is a formula @tA such that t ∈ N(Γ ) and A can be obtained
from B ∈ PSF(Γ ) by means of a sequence of renamings that only affect nominals in
N(Γ ), formally A = B[i1 := j1] . . . [in := jn] where i1, . . . , in, j1, . . . , jk ∈ N(Γ )
and N(Γ ) =

⋃{N(A) | A ∈ Γ}.

Lemma 18. Let GR � Γ . Then the collection of formulas appearing on any branch of
a proof tree of Γ contains at most |PSF(Γ )| · |N(Γ )|2 core formulas.

The previous lemma allows us to argue that we can eliminate branches of the proof tree
in case they do not add new core formulas.

Theorem 19. Let GR � Γ . Then Γ has a proof where at most |N(Γ )|2 · |PSF(Γ )| ·
rank(Γ ) instances of (R) are applied on every branch.

For the proof of this theorem, we adopt the technique of [8] and attach a label (t → n)
to an instance of the rule (R) as in Definition 11. Note that the modal depth of the
formula decreases when we move from conclusion to premise. We next show that it
suffices to consider applications of (R) where either a new core formula is introduced
or a new nominal which is used higher up in the branch. In this situation, the collection
of labels (t→ n) forms a forest with at most |N(Γ )|2 · |PSF(Γ )| leaves by Lemma 18,
as every leaf corresponds to an application of (R) that either introduces a new core
formula or has empty premise. As the modal depth decreases with each application of
(R), this gives an overall bound of |N(Γ )|2 · |PSF(Γ )| ·rank(Γ ) on the number of times
(R) was applied.

This bound on the proof depth implies that proof search is in PSPACE, provided the
rules are such that the set of possible premises of rule applications can be computed
from the conclusions in nondeterministic polynomial time. We adapt the treatment of
[28] to the sequent format of one-step rules used here. Recall that a nondeterministic
polynomial time multivalued (NPMV) function [9] is a function f : Σ∗ → PΔ∗, where
Σ and Δ are alphabets, such that there exists a polynomial p such that |y| ≤ p(|x|) for
all y ∈ f(x), where | · | denotes size, and the graph {(x, y) | y ∈ f(x)} of f is in NP .
With a view to implementing proof search on an alternating turing machine [13], this
leads to the following definition.

Definition 20. Let sequents be represented in Σ∗ for a finite alphabet Σ. The rule set
R is tractable if there are NPMV functions f : Σ∗ → P(Σ∗) and g : Σ∗ → P(Σ∗)
such that {{Γ1, . . . , Γn} | Γ1, . . . , Γn/Γ ∈ GR} = {g(x) | x ∈ f(Γ )} for all Γ ∈ S.
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This allows us to formulate the main result of the present section as follows:

Theorem 21. Let R be one-step sound, one-step cut-free complete and tractable. Then
satisfiablity of A ∈ F(Λ) is in PSPACE .

Example 22. As all hybrid logics of Example 1 have previously [28,25] been equipped
with rule sets satisfying the assumptions of Theorem 21, they are decidable in polyno-
mial space. In the case of hybrid K , this re-proves a known result [2]. The PSPACE-
bounds for graded and probabilistic hybrid logic and for hybrid CK are new.

5 Shallow Models and PSPACE Algorithms

Next, we establish a semantics-based criterion for a hybrid logic to be decidable in
PSPACE, thus complementing the sequent calculus based approach above by a method
that applies also to logics for which no tractable cut-free axiomatisation is known. To
this end, we extend the shallow model construction of [29] to the hybrid case. The
extension is quite non-trivial for two reasons: shallow models are now forest-shaped
rather than tree-shaped; and moreover they are not perfect forests in that they may
have loops into the roots. The coalgebraic constructions require the novel concept of
fragments, i.e. models based on partial coalgebras. We assume thatΛ is equipped with a
size measure, thus inducing a size measure | · | on F(Λ), with numbers coded in binary.
As we now leave the sequent calculus context, we return to designating formulas by
small greek letters.

Definition 23. A model satisfies a setK of @-formulas if its states satisfyK . A formula
φ isK-satisfiable if it is satisfiable in some model satisfyingK , andK-valid if it is valid
in all models satisfying K .

Let φ be satisfied in a model M . Then φ is K-satisfiable, where K is the set of @-
formulas satisfied in M . Moreover, φ is satisfiable iff @tφ is satisfiable for t fresh.
Thus, we assume w.l.o.g. that φ is an @-formula. Then K entails φ, so that we can
forget about φ and concentrate on models satisfying K . In the following we fix a finite
closed set Σ and a maximally satisfiable set K ⊆ @Σ, and we put N = N(Σ). For
i ∈ N , we put Ki = {ρ | @iρ ∈ K} as in Section 2.

Definition 24. A hybrid formula is @-free if it does not contain occurrences of @. A set
of @-formulas is @-eliminated if it consists of formulas @iρ with ρ @-free. For ρ ∈ Σ,
ρ[K] denotes the @-free formula obtained by replacing every subformula @iχ of ρ not
contained in further occurrences of @ by � if @iχ ∈ K , and by ⊥ otherwise. The
@-eliminated form K[K] of K is the @-eliminated set {@iρ[K] | @iρ ∈ K}.

Lemma 25 (@-Elimination). A model satisfies K iff it satisfies K[K].

By @-elimination, we may henceforth assume that K is @-eliminated and hence that
theKi are @-free. We wish to construct a model which satisfies K and which is shallow
in the following sense:

Definition 26. A supporting Kripke frame of a T -model (C, γ, π) is a Kripke frame
(C,R) such that γ(c) ∈ T {d | cRd} ⊆ TC for all c ∈ C. A T -model of K is shallow
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if it has a supporting Kripke frame which is a forest of depth at most the rank of K up
to loops into the roots, and whose roots have names in N .

We now introduce the crucial notion of fragment:

Definition 27. A K-fragment is a partial T -model, i.e. a triple F = (C, γ, π) consist-
ing of the same data as a T -model except that γ : C → TC is a partial map, with
Ki ∈ C for all i ∈ N , such that γ is undefined precisely on the Ki and π(i) = {Ki}
for i ∈ N . We define K-fragmentary satisfaction c |=K

F ρ of ρ ∈ Σ in c ∈ C by

Ki |=K
F ρ iff ρ ∈ Ki

for i ∈ N , and by the usual recursive clauses for the other states. We put [[ρ]]KF =
{c | c |=K

F ρ}. We say that F is a shallow K-fragment model of ρ ∈ Σ if F has a
supporting Kripke frame (defined in analogy to Definition 26) which is, up to possible
isolated states Ki, a tree with root r of depth at most the rank of ρ such that r |=K

F ρ.

Lemma 28. Every @-free K-satisfiable ψ ∈ Prop(Σ) has an exponentially branching
shallow K-fragment model.

The proof is largely analogous to the modal shallow model theorem [29], the crucial
point being that one need not yet define the coalgebra structure on the named statesKi.

Definition 29. Let κ : N → (V ∪ N) → 2 be an N -indexed family of valuations
for V ∪ N , where V ⊆ P. A one-step (κ-)model (X, τ, t) over V consists of a set
X , a hybrid P(X)-valuation τ for V ∪ N , and t ∈ TX (such that τ(i) ⊆ τ(a) iff
κ(i)(a) = � for all i ∈ N, a ∈ V ). A one-step N -pair (η, ψ) over V consists of
formulas ψ ∈ Prop(Λ(V ∪ N)) and η ∈ Prop(V ∪ N). We say that (X, τ, t) is a
one-step (κ-)model of (η, ψ) if X, τ |= η and t |=TX,τ ψ. The pair (η, ψ) is one-step
(κ-)satisfiable if it has a one-step (κ-)model, and one-step satisfiable over (X, τ) if it
has a one-step model of the form (X, τ, t).

Lemma 30. A one-step N -pair (η, ψ) over V is one-step κ-satisfiable for
κ : N → (V ∪N) → 2 iff it is one-step κ-satisfiable over the set

X = {ι : V ∪N → 2 | ι |= η; ι(i) = � ⇒ ι(a) = κ(i)(a) for all i ∈ N, a ∈ V },
equipped with the (hybrid) valuation τ(b) = {ι ∈ X | ι(b) = �} for all b ∈ V ∪N .

Definition 31. For x ∈ X and a hybrid P(X)-valuation τ for V ∪ N , where V ⊆ P,
we put Thτ (x) ≡ ∧

x∈τ(a) a ∧
∧

x/∈τ(a) ¬a, where a ranges over V ∪N .

Theorem 32. The (satisfiable) set K is satisfiable in an exponentially branching
shallow T -model.

In the proof, one constructs a forest-shaped model with rootsKi. One generates suitable
exponential-size one-step models according to Lemma 30 that induce the coalgebra
structure on the Ki, and then attaches shallow K-fragments obtained from Lemma 28
at the arising successor states, merging identically named states throughout the process.

This construction informs the design of a decision procedure for satisfiability of a
hybrid formula φ. The algorithm first performs a non-deterministic reduction to satisfi-
ability of K ⊆ @Σ as above and @-elimination, and then reduces satisfiability of K to
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fragmentaryK-satisfiability of certain formulas ψ ∈ Prop(Σ). The latter is decided by
the following recursive procedure.

Algorithm 33 (Check fragmentaryK-satisfiability of ψ ∈ Prop(Σ))

1. Decomposeψ ≡ ψ0σ with ψ0 ∈ Λ(V )∪¬Λ(V ) and σ aΣ-substitution for V ⊆ P.
2. Recursively compute the propositional theory η ∈ Prop(V ∪ N), N = N(Σ), of
σ as the disjunction of all maximal conjunctive clauses χ over V ∪N (i.e. for each
b ∈ V ∪N , χ contains either b or ¬b) such that χσ is fragmentarilyK-satisfiable.

3. Check that (η, ψ0) is one-step κ-satisfiable, where for i ∈ N and a ∈ V , κ(i)(a) =
� iff @iσ(a) ∈ K .

In the implementation of this algorithm (and analogously in the reduction step that
precedes it), one cannot keep the whole (potentially exponential-sized) formula η in
memory at once. Instead, read access to η by the one-step satisfiability checking proce-
dure queries whether individual conjunctive clauses χ belong to η. Since the recursion
depth is bounded by rank(ψ), such an implementation will run in PSPACE if one-step
satisfiability checking can be performed in polynomial space. The exact definition of
the relevant decision problem is the following:

Definition 34. The strict one-step satisfiability problem is to decide whether a one-
step N -pair (η, ψ) over V is one-step κ-satisfiable for a given κ : N → (V ∪N) → 2,
where the input size is defined to be |ψ|, and η is represented as a disjunctive set of
maximal conjunctive clauses over V ∪ N and stored on an input tape (which does not
count towards space consumption). The lax one-step satisfiability problem is the same
decision problem, but with input size |(η, ψ)|.
We thus have

Theorem 35. If strict one-step satisfiability is in PSPACE, then the satisfiability prob-
lem of L is in PSPACE.

In concrete applications, the above condition may be established either directly or with
the help of a local small model property:

Definition 36. The one-step polysize model property (OSPMP) holds if there is a poly-
nomial p such that every one-step κ-satisfiable pair (η, ψ), κ : N → (V ∪N) → 2, has
a one-step κ-model (X, τ, t) such that |X | ≤ p(|ψ| + |N |).
Theorem 37. Under the OSPMP, strict one-step satisfiability is in PSPACE iff lax one-
step satisfiability is in PSPACE.

Example 38. In all hybrid logics of Example 1 (and many others), strict one-step sat-
isfiability is in PSPACE, which reproves the PSPACE upper bounds of Example 22.
This is established in each case in essentially the same way as in the purely modal ver-
sion as carried out in [29]. In most examples, this involves application of Theorem 37,
with the crucial step being the proof of the OSPMP (lax one-step satisfiability is typi-
cally even in NP [27]), the only essential change w.r.t. the modal case being that states
with names in N are retained in the construction of small submodels of given one-step
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models. This applies moreover to the extension of probabilistic hybrid logic with linear
inequalities [17], which is thus newly established to be in PSPACE.

One notable case that requires a direct proof that strict one-step satisfiability is in
PSPACE is graded hybrid logic. Although this, too, is largely analogous to the modal
case, we briefly sketch the argument for the sake of illustration. Thus, let (η, ψ) be a
one-stepN -pair over V in graded hybrid logic, and let κ : N → (V ∪N) → 2. One-step
satisfiability of ψ over given (X, τ) amounts to solvability of a system of integer linear
inequalities [27] whose coefficients occur in ψ. Such a system is solvable iff it has a
solution whose components are of size at most p(|ψ|), where p is a polynomial [23]. By
Lemma 30, a non-deterministic algorithm which traverses a multiset over η, regarded
as a set of maximal conjunctive clauses χ, by successively guessing the multiplicity of
each χ and adding up the multiplicity for each a ∈ V ∪ N in order to finally check
satisfaction of ψ, decides one-step κ-satisfiability of (η, ψ); the algorithm clearly uses
polynomial space in |ψ|. This establishes the new result that graded hybrid logic is in
PSPACE with numbers coded in binary.

These arguments extend straightforwardly to the hybrid extension of Presburger
modal logic [16], which in generalisation of graded modalities features linear inequali-
ties between satisfaction multiplicities of formulas. It is equally straightforward to add
multiple agents, or multiple roles in description logic parlance, and role hierarchies, i.e.
inclusion axioms between roles. In summary, we obtain the new result that Presburger
hybrid logic with role hierarchies is in PSPACE. This logic is substantially stronger than
e.g. the description logic ALCHOQ, which features role hierarchies, nominals, and
qualified number restrictions but not linear inequalities or satisfaction operators, so that
as a corollary we obtain that concept satisfiability over the empty TBox in ALCHOQ is
in PSPACE, a tight upper bound. According to the description logic complexity naviga-
tor [35], this bound was previously unknown (a PSPACE upper bound for the sublogic
ALCOQ, which excludes role hierarchies, is proved for unary coding of numbers, and
claimed to extend to binary coding, in [4]). Note that Presburger-type logics and proba-
bilistic logics with linear inequalities [17] are presently not amenable to syntactic com-
plexity analysis, e.g. using the sequent calculus method presented above, as no cut-free
axiomatisation is known.

6 Conclusions and Related Work

There is quite a large variety of different proof calculi for hybrid logics: one sees fully
internalised [30] and labelled calculi [7], as well as natural deduction systems [10].
Apart from the fact that the results of this paper are applicable to a much larger variety
of logics, the construction of the sequent calculus introduced in Section 3 is canonical,
in the sense that the hybrid sequent rules correspond to a system of cut-free sequent
rules for the non-hybrid system, which raises hopes that the same rules might also serve
in even more expressive logical systems. The analysis of the sequent calculus is comple-
mented by a semantic analysis which confirms the syntactic PSPACE bounds and yields
new ones where the syntactic approach has not reached (yet); the precise relationship
between the semantics-based algorithms and proof search remains to be explored in
detail. The hybrid proof search algorithms will be integrated into the generic reasoner



150 R. Myers, D. Pattinson, and L. Schröder

CoLoSS [11]. Our complexity results allow inferring identical complexity bounds for a
coalgebraic modal logic and its hybrid companion from the same set of conditions. In
the more restrictive realm of relational semantics, one also has so-called transfer results
that in particular allow inferring the complexity of a hybrid logic from that of its modal
companion [5,12]. Coalgebraic transfer results are the subject of future investigation.

Acknowledgments. The authors wish to thank Erwin R. Catesbeiana for detailed expla-
nations of his views on consistent formulas.
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