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Abstract This paper focuses on coalition formation for task allocation in both multi-
agent and multi-robot domains. Two different problem formalizations are considered, one
for multi-agent domains where agent resources are transferable and one for multi-robot
domains. We demonstrate complexity theoretic differences between both models and show
that, under both, the coalition formation problem, with m tasks, is NP-hard to both solve
exactly and to approximate within a factor of O (m'~€) for all € > 0. Two natural restrictions
of the coalition formation problem are considered. In the first situation agents are drawn from
aset of j types. Agents of each type are indistinguishable from one another. For this situation
a dynamic programming based approach is presented, which, for fixed j finds the optimal
coalition structure in polynomial time and is applicable in both multi-agent and multi-robot
domains. We then consider situations where coalitions are restricted to k or fewer agents.
We present two different algorithms. Each guarantees the generated solution to be within a
constant factor, for fixed k, of the optimal in terms of utility. Our algorithms complement
Shehory and Kraus’ algorithm (Artif Intell 101(1-2):165-200, 1998), which provides guar-
antee’s on solution cost, as ours provides guarantees on utility. Our algorithm for general
multi-agent domains is a modification of and has the same running time as Shehory and

Kraus’ algorithm, while our approach for multi-robot domains runs in time O (n%m), much
faster than Vig and Adams (J Intell Robot Syst 50(1):85-118, 2007) modifications to Shehory
and Kraus’ algorithm for multi-robot domains, which ran in time O(n"m), for n agents and
m tasks.
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1 Introduction

Due to the inherent difficulty and complexity of real world tasks, cooperation amongst auton-
omous agents is essential for successful task completion. Of interest is how to best utilize
a set of heterogenous agents to complete a set of tasks. One aspect of the task allocation
problem is what is known as the coalition formation problem: How do we form teams of
agents, with each team assigned to a particular task, in order to best complete the set of tasks
at hand?

While the coalition formation problem in multi-agent systems has received much atten-
tion [4,12,14,16], only a small fraction of that work has focused on multi-robot domains
[2,5,15,17,20]. The multi-agent algorithms and techniques are not directly transferable to
multi-robot domains, as multi-robot domains present challenges and constraints not encoun-
tered with software agents [19]. Further, much work in multi-agent coalition formation has
made use of characteristic function games [14], which assume each coalition is assigned
a value independent of the task they are assigned. For domains where we are interested in
forming coalitions for task allocation, the value of a particular coalition, in general, depends
on the task it is assigned to complete.

The focus of this paper is on coalition formation for task allocation in both general multi-
agent domains as well as multi-robot domains. In order to accommodate both domains we
consider two different formalizations of the coalition formation problem for task allocation,
one originally designed for multi-agent domains where agent resources are transferable and
one designed for multi-robot domains. While it has been shown that it is NP-hard to approx-
imate the optimal coalition structure in characteristic function games to within a factor of
0(c!¢) for any € > 0, where c is the number of non-zero valued coalitions [14], such results
do not immediately apply to task allocation. This paper demonstrates a similar inapproxi-
mability result in terms of the number of tasks for formalizations of the coalition formation
problem for both the multi-agent and multi-robot domains.

In light of these inapproximability results we turn our attention to two natural restrictions
of the coalition formation problem. We first consider the situation where each agent in the
system is one of a fixed number of j different types. Agents of each type are indistinguishable
from one another (e.g., in a multi-robot domain we may have a set of identical unmanned
arial vehicles (UAVs) as well as a set of identical unmanned ground vehicles (UGVs) with
which to complete our tasks). For this situation, we present a dynamic programming based
approach, which, for a fixed j finds the optimal coalition structure in polynomial time and is
applicable in both multi-agent and multi-robot domains.

The second situation we consider is where the size of the allowed coalitions are bounded
above by a fixed constant k. This case was previously studied by Shehory and Kraus [16]
who developed a greedy iterative algorithm based on the set covering and set partitioning
problem, which is guaranteed to find a coalition structure of total cost! within a logarithmic
factor of the optimal [16]. However, their algorithm does not apply directly to multi-robot
domains [19]. Previous attempts to use Shehory and Kraus’ algorithm in multi-robot domains
have added the overhead of a constraint satisfaction problem in order to enforce the physical
constraints on physical robot resources [19].

We provide a discussion on the differences between minimizing overall coalition cost
versus maximizing overall utility. We show that depending on how cost is defined in terms
of utility, the relationship between coalition structure cost and coalition structure utility can
be complex and that the lowest cost coalition structure is not necessarily the highest utility

! The cost of a coalition structure is defined as the sum of the reciprocals of the utilities of the satisfied tasks.
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structure. We also demonstrate a reduction from the k-set packing problem to the coalition
formation problem showing that no algorithm can in polynomial time, unless P = NP,
be guaranteed to find a coalition structure that is within a factor of §2(k/logk) of the opti-
mal. Thus, any algorithm to generate approximate solutions in polynomial time must have
a worst case ratio bound between the utility of the generated solutions and the utility of the
highest valued solution that grows almost linearly with the size of the allowed coalitions.
This result demonstrates that, while Shehory and Kraus’ algorithm is guaranteed to produce
a solution with total cost within a logarithmic factor of the lowest cost solution it cannot,
in general, produce a solution with utility within a logarithmic factor of the highest utility
coalition structure. We then prove a stronger result showing that no approximation algorithm,
whose performance ratio is a function of only the size of the problem instance (i.e., number
of agents and tasks) can simultaneously guarantee any finite bound on both the utility and
the cost of the solution that it finds.”

This paper presents two algorithms for the situation where coalitions are restricted to k
or fewer agents. The first is a modification of Shehory and Kraus’s algorithm, which is guar-
anteed to find a coalition structure with utility within a factor of k + 1 of the optimal, for a
fixed k and has the same computational complexity, O (n¥m)), for n agents and m tasks. Like
Shehory and Kraus’s algorithms, our algorithm is an anytime algorithm that improves the
quality of its solution monotonically as time progresses. The second algorithm is based on
a service oriented task allocation model used previously by Vig and Adams [20] for multi-
robot domains. Our algorithm for the multi-robot domain guarantees the same bound as our
algorithm for the general multi-agent domain, but reduces the computational complexity

from O (n¥m)) to O(n%m). Previous attempts to employ a greedy iterative technique, like
that of Shehory and Kraus’ algorithm in multi-robot domains have run in O (nFm)) time and
incurred the additional overhead of a constraint satisfaction problem [19]. Our algorithm
for the multi-robot domain, thus, scales to larger allowed coalition sizes far better than the
previous attempts to employ Shehory and Kraus’s algorithm in multi-robot domains. The
reduction from k-set packing to coalition formation for task allocation shows that any poly-
nomial time approximation algorithm for coalition formation must have an approximation
ratio that grows almost linearly with the size of the allowed coalitions. Our approximation
ratio is, thus, almost asymptotically tight as it grows linearly with the size of the allowed
coalitions.

The remainder of this paper is structured as follows. Section 2 provides the neces-
sary background and surveys the related work on coalition formation for task allocation.
Section 3 presents the formal problem definitions considered in this paper. Section 4 presents
complexity theoretic results demonstrating some differences between the two formalizations
of the coalition formation problem and proves that not only is the coalition formation prob-
lem NP-hard to solve exactly, it is also NP-hard to approximate within a factor of O (m'~€)
for all € > 0, where m is the number of tasks. Algorithms and complexity results for two
natural restrictions of the coalition formation problem are presented in Sect. 5. An empirical
validation of our algorithms is presented in Sect. 6, which is followed by concluding remarks
in Sect. 7.

2 This result uses the explicit definition of the cost of a coalition as the reciprocal of its utility, as used by
Shehory and Kraus [16].
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2 Related work

Much work has gone into task allocation and coalition formation in multi-agent systems
[1,11,14,16,18-20]. Both theoretical results [1,14] and practical algorithms [16,20] have
been presented.

Many researchers have pointed out the computational difficulty of a variety of formaliza-
tions of the coalition formation problem [1,14,16]. Sandholm et al. [ 14] take a game theoretic
approach, viewing the coalition formation problem as a characteristic function game. Each
possible coalition S (subset of agents) is assigned a value vg. A coalition structure CS is
then simply a partitioning of the agents. The goal is to find the coalition structure C S* that
maximizes the sum of the coalition values:

Sandholm et. al. [14] show that finding the optimal coalition structure is an N P-hard problem.
They go on to show that in order to obtain any bound on the solution quality, in characteristic
function games a search algorithm is required to visit O (2"~!) coalition structures, where n
is the number of agents. They provide an algorithm that examines those coalition structures
that partition the agents into one or two coalitions, which is guaranteed to return a solu-
tion within a factor of n from the optimal. The requirement of O (2"~1y examined coalition
structures results from the fact that coalitions can be given arbitrary values. In order to be
within a guaranteed bound of the optimal solution, every coalition must be present in at least
one of the examined coalition structures, as an unexamined coalition can potentially have an
arbitrarily high value.

An issue with using characteristic function games when modeling coalition formation for
task allocation is that characteristic function games do not account for the tasks to which
each coalition is assigned. That is, the value of a coalition S is independent of everything
other then its members. This is unrealistic for task allocation settings. A particular coalition
S may be very well suited for, and thus perform well on, a particular task 7, but may be very
poorly suited for another task ¢’. The value of S; therefore, depends directly on the task that
S is to perform.

Both Shehory and Kraus [16] and Abdallah and Lesser [1] consider coalition formation
for the task allocation problem and demonstrate that finding the optimal coalition structure
in this formalization is N P-hard. Due to the computational intractability of the coalition for-
mation problem, both Shehory and Kraus [16] and Abdallah and Lesser [1] present heuristic
approaches to coalition formation. Shehory and Kraus’ algorithm is particularly relevant for
our work and is discussed separately later.

In light of N P-hardness results for coalition formation, many of the algorithms devel-
oped for coalition formation are anytime algorithms [12,14,16], which permit the search for
an optimal coalition structure to be terminated at any point while still providing a solution.
Anytime algorithms permit the agents to dynamically decide whether using additional search
time is worth the possibility of an increase in coalition structure utility. Another advantage of
anytime algorithms is that under time constraints anytime algorithms can at least produce a
solution, whereas non-anytime algorithms may not have sufficient time to generate a solution.

Many of the theoretical results concerning the hardness of the coalition formation problem
point out relationships between the coalition formation problem and many classical prob-
lems in complexity theory. For example, Shehory and Kraus [16] discuss the relationship be-
tween both the set covering problem and set partitioning problem and the coalition formation
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problems. Abdallah and Lesser [ 1] demonstrate that the multi-dimensional knapsack problem
is reducible to the coalition formation problem.

While significant research exists for multi-agent coalition formation [4,12,14,16], only
a small fraction of research has focused on multi-robot domains [2,5,15,17,20]. Vig and
Adams [19,20] demonstrate some of the differences between general multi-agent and multi-
robot domains and highlight the fact that the general multi-agent algorithms and techniques
are not directly transferable to multi-robot domains, as multi-robot domains present chal-
lenges and constraints not encountered with software agents. Vig and Adams [20] introduce
the service oriented model employed in this paper and present a market based approach,
RACHNA that attempts to address some of the issues with coalition formation in multi-robot
domains. The RACHNA system leverages redundancies in agents. Each agent is modeled as
being able to perform a set of services and each task requires a certain amount of each type
of service. Each task is assigned a fixed amount of utility and the tasks bid on the services
they require in a multi-unit combinatorial auction.

While RACHNA was shown to be capable of producing high quality coalition structures,
Sandholm [13] show, via a reduction from the maximum weighted independent set problem,
that, unless P = N P,? it is impossible to approximate the winner of a combinatorial auction
in polynomial time to within a bound of O (b'~€) for any € > 0, where b is the number of
bids. This result; however, does not imply that approximating the optimal coalition structure
is difficult. It simply suggests that techniques employing general combinatorial auctions to
solve the coalition formation problem cannot achieve such bounds in polynomial time. How-
ever, in Sect. 4 we provide a proof that the general coalition formation problem cannot be
approximated within a factor of O (m!~¢) for any € > 0, where m is the number of tasks,
unless P = N P.

Campbell et al. [4] consider a different aspect of task allocation in multi-agent systems.
They consider the situation where the group of agents is presented with a sequence of tasks.
It is up to each individual agent to decide whether or not to join the coalition to solve each
task. They present a dynamic approach, which continually updates an agents “tolerance” for
tasks (i.e., the difficulty of a task compared to the ability of the agent). Compared to both a
greedy and a fixed tolerance based approach they find that, under certain conditions on the
distribution of task difficulties and lengths, their dynamic approach minimizes the amount of
time required to complete the tasks. An additional benefit of the dynamic tolerance approach
they present is that, unlike the greedy method, it requires no explicit communication between
agents, permitting near perfect scaling, and is robust to changes in the agents.

A classification of coalition formation problems is given by Lau and Zhang [11]. They
consider five distinct classes of coalition formation problems based on three axes: job char-
acteristics, resource constraints and the objective function. For each case they present algo-
rithms and complexity results. The situation they present considered overlapping coalitions.
However, in multi-robot situations tasks may potentially be geographically distant, or distant
enough to not permit robots to work on two tasks simultaneously, and as such coalitions may
need to be pairwise disjoint.

Two previously suggested heuristic based coalition formation algorithms are highly rele-
vant to this paper. Both Shehory and Kraus’ algorithm [16] for coalition formation in general
multi-agent domains and Vig and Adams’ extension to Shehory and Kraus’ algorithm [19,20]
for multi-robot domains are discussed separately.

3 The theorem given by Sandholm [13] states the inapproximability result for NP # Z P P; however, this
can be strengthened to P # N P using the results of Zuckerman [21].
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2.1 Shehory and Kraus’s algorithm

Shehory and Kraus [16] modeled coalition formation for the task allocation problem in terms
of the resources required by tasks and provided by agents. They presented a heuristic based
coalition formation algorithm where a limit was imposed on the maximum size of a coalition,
k. They presented an iterative greedy algorithm that runs in O (n*m)) time, where n is the
number of agents and m is the number of tasks. They also prove a logarithmic performance
bound of the cost of the returned coalition structure from the optimal, where the cost of a
coalition is defined by the reciprocal of its value. However, their result does not imply a
logarithmic performance bound on the total utility of the coalition structure. The results pre-
sented in this paper show that a logarithmic performance bound on the utility of the generated
structure cannot be achieved, in general, in polynomial time.

Shehory and Kraus’ original greedy algorithm is based upon approximation algorithms
for the set covering and set partitioning problem and proceeds in two stages:
1. Distributive calculation of coalition values.
2. Adistributed greedy algorithm iteratively selects the coalition to include in the solution.

Algorithm 2.1 shows the preliminary stage of Shehory and Kraus’ algorithm. The agents
distributively agree on which coalitional values each agent will calculate. The variable P; is
the set of all potential coalitions that contain a; as a member, S;; is the set of coalitions that
contain both agent a; and agent a; and L; is a list of potential coalitions for which agent a;
has agreed to repeatedly calculate the values.

Algorithm 2.1 Preliminary Stage

1: Form a list P; of all coalitions of up to k agents which include agent a;
2: while P; # ¢ do
: Contact an agent a; who is a member of some coalition in 7;.
Agree to the calculation of a subset S;; of P; of coalitions of which both a; and a; are a member.
Add S;; to L;, the list of coalitions a; has agreed to repeatedly compute values for.
Remove S;; from P;.
Remove Si; from P; for each agent ay that contacts a;.
Compute values for the coalitions in S;;. The value of a coalition is the maximum utility it can obtain by
completing any task.
9: end while

A

i

Define the weight, w;, of a coalition C;, as: w; = il where ¢; is the cost of coalition C;.
Once the initial coalition values have been calculated, the second stage of the algorithm iter-
atively constructs a coalition structure. Algorithm 2.2 provides psuedo-code for the second
stage of Shehory and Kraus’ algorithm.

Algorithm 2.2 Shehory and Kraus’s Algorithm

1: while 7 #@and L; # ¢ do

2:  Find the coalition C; € L; with the smallest weight.

3: Inform all agents of the coalition weight found.

4:  Select the coalition and task pair, Cj,,, and 7;,,,, of the lowest broadcasted weight.
50 T < T —{tjow}

6: L; < Li —Ciop
7

8:

: Recalculate the coalition values of coalitions in L; that require recalculation.
end while
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We present a modification to Shehory and Kraus’ algorithm that guarantees a solution
with total utility within a factor of k + 1 from the optimal. Our algorithm, thus, provides
a guaranteed bound on the total solution utility rather than the solution cost. We show in
Theorem 5.1 that while Shehory and Kraus [16] show a logarithmically growing approxi-
mation ratio, in terms of the size of the allowed coalitions, between the cost of the solution
generated by their algorithm and that of the minimum cost coalition structure, this bound
cannot apply in general for the ratio between the utility generated by their algorithm and the
maximum utility coalition structure, unless P = N P.

2.2 Vig and Adams’ algorithm for multi-robot domains

Vig and Adams [19,20] consider the coalition formation problem in multi-robot domains.
In such situations the individual coalition member’s resources are not necessarily transfer-
able. Vig and Adams present a service oriented model, where each agent or robot in the
coalition performs a specific service in order to complete the task at hand [20]. They empiri-
cally validate an extended version of Shehory and Kraus’s algorithm in multi-robot domains
that includes an additional constraint satisfaction problem in order to restrict the distribution
of resources amongst agents (e.g., performing a box pushing service requires both a camera
and pusher on a single robot).

Vig and Adams [20] highlight the point that software agent and robot domains differ in
several key ways:

1. Software agent resources correspond to fragments of code or data; while, robot resources
correspond to physical sensors and actuators located on the robot.

2. Software agent resources are typically transferable; while, robot resources (e.g., sensors
and actuators) are not.

3. Software agents cooperate through the exchange of information; while, robots cooperate
through both information exchange and their effects on the physical world.

4. Software agents operate in environments that are typically free of real-world constraints;
physical robots do not.

An important consequence of the differences between software agents and physical robots is
that for a coalition of robots to be capable of completing a particular task, certain constraints
on resource locations must be met. A coalition of robots simply possessing the necessary
resources to complete a task does not necessarily imply that the coalition can complete the
task, since in multi-robot domains resources usually are not transferable between coalition
members. Coalition formation in multi-robot domains is further complicated by the inher-
ent uncertainty of real-world domains. Due to these differences (and others [20]) between
software agent and robot domains, many of the coalition formation algorithms developed
for general multi-agent domains are not directly applicable to multi-robot domains [20]. The
resource model employed in much of the previous coalition formation work [1,16,18] is,
thus, not appropriate for multi-robot domains where resources are not transferable.

Vig and Adams model the physical resource constraints inherent in multi-robot domains
as a constraint satisfaction problem and employ the arc consistency algorithm to verify that a
given coalition can feasibly complete a given task. While Vig and Adams demonstrated that
this heuristic approach works in multi-robot domains, their approach incurs the additional
overhead of solving a constraint satisfaction problem (although it did not affect the compu-
tational complexity of their algorithm). Also, the logarithmic performance ratio on the total
solution cost guaranteed by Shehory and Kraus’s algorithm does not necessarily hold under
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the extensions of Vig and Adams, as Vig and Adams’ extensions prevent certain coalition
task pairs from being allocated due to additional constraint violations.

After extending Shehory and Kraus’ algorithm for the multi-robot domains, Vig and
Adams [20] presented a new formalization of the coalition formation problem for multi-
robot domains where agents are assigned to perform a specific service for the task to which
they are assigned. Vig and Adams’ service model abstracts away the individual resources
each agent possesses to the set of services the agents can perform and removes the need for
verifying resource constraints to ensure coalition task pair feasibility. We improve on Vig
and Adams’ work by presenting a new algorithm that directly incorporates the notion of
services and guarantees a solution within a factor of k + 1 from the optimal in O(n%m), for
any k. This is much faster than the Vig and Adams’ algorithm, which ran in time O (n¥m)).
Further, our algorithm scales much better than Vig and Adams’, as the complexity of their
approach increases exponentially with k, while the asymptotic complexity of our algorithm
is independent of k.

3 Problem description

Two different formulations of the coalition formation problem are considered in this paper,
one previously used in general multi-agent domains and one designed for multi-robot do-
mains. For both definitions, let .4 be a set of n agents and 7 be a set of m tasks. In both
formalizations, it is assumed that the agents are group rational and attempt to maximize the
total utility gained by the group. We consider only non-overlapping coalitions.

The first formalization presented in Definition 1 has been used previously in multi-agent
domains [1,16,18].

Definition 1 (Resource Model) Each task # € 7 has an associated utility u; representing

the value that completing the task is worth and a vector R, = (ry, 72, ..., rp) indicating
the quantity of each type of resource it requires (i.e., task ¢ requires r; units of resource
i). Associated with each agent a is a vector of resources R, = (r1,72,...,r)) indicating

the quantity of each resource that agent a can provide (i.e., agent a can provide 7; units of
resource 7). Given an assignment of agents to tasks, with each agent assigned to at most one
task, a task ¢ is satisfied if and only if the sum of each of the individual resources provided
by agents assigned to ¢ is at least the amount required by 7.

Definition 2 (Service Model) Each task ¢+ € 7 has an associated utility u; representing the

value that completing the task is worth and a vector S; = (s1,s2,...,5,) indicating the
quantity of each type of service it requires (i.e., task ¢ requires s; agents to perform service
i). Associated with each agent a is a vector of services S, = (s1, 52, ..., 5p) indicating the

possible services that agent a can provide (i.e., agent a can perform service i if and only if s;
is 1). An assignment of agents to tasks must specify the service that each agent will provide.
Each agent can be assigned to perform only a single service. Given an assignment of agents
to tasks and corresponding services, with each agent assigned to at most one task, a task 7 is
satisfied if and only if every service required by that task is performed by some agent.

The service model was introduced by Vig and Adams [20] in order to enforce resource
constraints within tasks. Resources in multi-robot domains often correspond to robot actua-
tors and sensors and as such are often not autonomously transferable between robots. One can
view the service model as an instance of the resource model along with resource constraints.
For example, an agent may be capable of performing the box pushing service if and only
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if it has both a laser range finder resource (used to find and align itself with the box) and
a manipulator resource (used to hold on to the box). As done by Vig and Adams [20], one
can model such multi-robot domains with the resource model along with a set of resource
constraints as a constraint satisfaction problem for each task; however, the service model, as
introduced by Vig and Adams [20] abstracts such details away.

While the theoretical results and algorithms presented in this paper apply equally well
to both problem definitions, we will employ the terminology of the service model (Defini-
tion 2) in the theorem proofs and algorithm descriptions. When necessary, we will describe
the changes to show how the results and algorithms apply to the the resource model definition.

It should be noted that Shehory and Kraus [16] define the utility gained by completing a
task as a function of the resources that task required. However, this definition is restrictive as
one can imagine high valued tasks that require few resources (e.g., moving an injured victim
to safety in a first response situation is an important task that does not necessarily require
many resources). We instead consider the more general situation where tasks may be a priori
assigned arbitrary utilities.

4 Complexity results

While the resource and service models are very similar, the complexities of answering even
simple questions varies greatly. For example, a natural question one might ask is given a
single task, what is the smallest coalition of agents that can complete the given task? This
question is NP-hard to solve in general under the resource model, but can be solved easily in

5 . .
O(n?) time under the service model.

Theorem 4.1 Determining the smallest coalition of agents capable of completing a single

task is NP-hard under the resource model (Definition 1), but is solvable in O (n2) time under
the service model (Definition 2).

Proof We reduce the set covering problem to an instance of the coalition formation problem
under the resource model. Given a collection C of [ finite sets Sy, ..., S; define the set of all
possible resources to be R = U; . S; and define a task 7 that requires a single unit of each
resource. For each set S;, define an agent ¢; that has a single unit of each resource in S;.
A coalition of agents capable of completing task ¢ is then a set cover of C and a minimum
size coalition capable of completing task ¢ is then a minimum set cover of C.

For the service model, we reduce the problem of finding a smallest coalition of agents
capable of completing a single task ¢ under the service model to an instance of the bipartite
matching problem. Let k be the number of services required by task ¢ (including multiplic-
ities, e.g., t requires x agents performing service 7). If ¢ requires more services then there
are agents, then no coalition can satisfy 7. Otherwise, for each agent a; we define a vertex
v and for each service s; required by the task ¢ (including their multiplicities) we define a
vertex vj An edge is added between vertex v{ and vertex v; if and only if a; is capable of
performing service s.

A matching in this graph is a set of pairwise disjoint edges (i.e., no two edges share a com-
mon vertex as an end point). If there is a coalition of agents capable of performing the task
t, then there is a maximum matching of size k in the constructed graph (since every service
must be matched with an agent capable of performing that service). A coalition that satisfies
the task ¢ can be formed from such a matching by assigning agent a; to perform service s ; for
task # whenever the edge (a;, ;) is in the matching. Since k < n, there are n +k = O (n) ver-
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tices and at most nk = O (n?) edges. Using the Hopcroft and Karp algorithm [9], a maximum
matching can be found in O (n%) time.

We can also consider weighted variants of this question by assigning a weight to each
agent and attempting to find a minimum weight coalition that can complete a given task .
In this situation, the weights can, for example, be a function of the capabilities of the agents
(e.g., the sum of the resources that agent has or the number of services it can provide) and
the minimal weight coalitions are those with the minimal amount of total capabilities that
can complete the task ¢, thereby maximizing the total capabilities of the remaining agents.
A similar result holds for the weighted situation.

Theorem 4.2 Determining the smallest weight coalition of agents capable of completing a
single task is NP-hard under the resource model (Definition 1), but is solvable in O (n*) time
under the service model (Definition 2).

Proof Clearly this problem is NP-hard for the resource model, as it is a generalization of the
unweighted case.

The same reduction as was used in the proof for the service model case in Theorem 4.1
can reduce this problem to an instance of the weighted bipartite matching problem. An edge
(f, v‘;) is defined with a weight equal to the negation of the weight of a; plus a constant so
that all edge weights are positive, if @; can perform service s;. Since the maximum weight
bipartite matching problem can be solved in O(|V|?|E]) time [10], we can determine the
minimum weight coalition capable of solving the task ¢ in O (n*) time.

In this setting and throughout the remainder of this paper we will consider a reasonable
approximation factor to be one that grows significantly less than linear in number of tasks.
Formally, we define a reasonable factor to be one that is O (m'=¢) some € > 0, where m is
the number of tasks. A natural question to consider when attempting to solve NP-hard prob-
lems is whether or not they can be approximated to within a reasonable factor. We provide a
negative answer to this question for the coalition formation problem. While previous work
has shown similar results for coalition formation in characteristic function games, this is a
new result for the resource and service models (Definitions 1 and 2).

Theorem 4.3 Both the resource and service models of coalition formation (Definitions 1
and 2) cannot be approximated within a factor of O (m' =€), where m is the number of tasks,
for any € > 0, unless P = NP.

We will reduce the maximum independent set problem to the coalition formation prob-
lem from which the theorem will follow immediately. The reduction presented reduces the
maximum independent set problem to the service model. We will only briefly describe the
reduction to the resource model; however, the reduction is identical to the reduction under
the service model when the services are replaced by resources.

Proof Let G = (V, E) be an arbitrary graph and let m and n denote the number of vertices
and edges, respectively.* For each vertex v; define a task #; and for each edge e; define both an
agent a; and a service s;. For each agent @; corresponding to an edge ¢; we define a;’s service
vector to consist of all 0’s except for the i-th service (i.e., each agent @; can perform only

4 Traditionally, the number of vertices has been denoted by n and the number of edges denoted by m; however,
to remain consistent with the coalition formation literature, and since we are mapping vertices to tasks, we
have opted to denote the number of vertices by m and the number of edges by .
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service s;). For each edge incident to a node v; add that service to the requirements vector of
task #;. Each task #; is then satisfied only when the agents corresponding to the edges incident
to v; are assigned to ¢;. Thus, two tasks #; and ¢; can be simultaneously satisfied if and only
if the corresponding vertices in G, v; and v}, are not connected by an edge. Define the utility
of each task to be 1.

Now consider any independent set I in G, I corresponds naturally to a coalition structure.
For each edge ¢ incident to a node v; € I, assign agent ay to task ;. The utility of such an
assignment is simply the number of satisfied tasks, which is |/|. Similarly, each assignment
of agents to tasks corresponds to an independent set in G. For each satisfied task #; in the
coalition structure, add the vertex v; to the set /./ must form an independent set, as for a
task #; to be satisfied it must be allotted each agent corresponding to an edge incident to v;
in G and, thus, none of v;’s neighbors in G can correspond to satisfied tasks in the coalition
structure. This reduction can clearly be done in polynomial time.

Thus, there is a one-to-one mapping between the independent sets of G and coalition
structures, such that if an independent set in G has [ vertices, the utility of the corresponding
coalition structure is /. An approximation algorithm to the coalition formation problem then
provides an approximation algorithm for the maximal independent set problem. Based on
Zuckerman’s results [21] it can be concluded that the coalition formation problem is NP-hard
to approximate to within a factor of O (m' =€) forall € > 0.

The reduction used in the proof of Theorem 4.3 also applies to the resource model (Defini-
tion 1). Instead of each edge corresponding to an agent and a service, each edge corresponds
to both an agent and a resource. Agent a; corresponding to edge e; has only a single unit of
resource r;. Task #; requires a unit amount of resource r; if and only if edge ¢; is incident to
vertex v in G. Thus, any two tasks #; and ¢; are simultaneously satisfiable if and only if v;
and v; do not share an edge in G. The rest of the proof follows naturally.

Note that we can trivially find an approximate solution to the coalition formation problem
within a factor of O(m) in polynomial time by simply assigning all agents to the highest
utility task. Further, it has been conjectured that the best performance ratio achievable for
the independent set problem is O (m/polylog(m)) (where again m is the number of vertices)
[6]. If this conjecture is true then, this lower bound on the possible performance ratio carries
over directly to the coalition formation problem.

While the general problem of coalition formation is NP-hard even to approximate within
a reasonable factor, natural restrictions to the problem can be solved exactly in polynomial
time.

5 Restricted classes of coalition formation problems

While we cannot hope to solve or approximate, within a reasonable factor, the coalition
formation problem in polynomial time (unless of course P = N P), we consider natural
restrictions of the coalition formation problem of practical interest that can be either solved
or approximated efficiently.

We begin by considering the situation in which there are a fixed j types of agents and
each agent of a particular type provides the same resources or can perform the same services
as all agents of that type. We provide a dynamic programming based algorithm that solves
the coalition formation problem for this situation in polynomial time for each fixed j.

We also consider the same situation as considered by Shehory and Kraus [16], where
the maximum size of any allowed coalition is bounded above by a constant k. Shehory and
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Kraus’ algorithm [16] is based upon approximation algorithms for the set covering problem
and attempt to minimize the total cost of the coalition structure, defined to be the sum of
the reciprocals of the utilities of the satisfied tasks. We present algorithms that complement
Shehory and Kraus’ algorithm for general multi-agent domains and improve upon Vig and
Adams’ algorithm [19] in the following ways:

1. our algorithms are guaranteed to produce a solution within a constant bound of the
optimal, for a fixed k, in terms of total utility rather than cost, and

2. for the service model we substantially improve the running time, from the O (n*m) run-
time of Vig and Adams’ algorithm [19] to O(n%m), thus improving the scalability to
larger allowed coalition sizes.

The first contribution is important, since minimizing the total coalition structure cost is not
the same as maximizing the total utility, as we will demonstrate. Previous attempts to use
Shehory and Kraus’ algorithm in multi-robot domains required the addition of a constraint
satisfaction problem in order to ensure that particular sets of resources reside on particular
robots [19]. The second contribution is also important, because it eliminates this need and
results in an algorithm that has a significantly reduced computational complexity. The algo-
rithm we present for the service model also scales exceptionally well, since the computational
complexity is independent of k; whereas, Vig and Adams’ extension of Shehory and Kraus’
algorithm scales exponentially with k [16,19]. Further, it is unknown whether the original
bound on the coalition structure cost guaranteed by Shehory and Kraus’ original algorithm
applies with the CSP modifications by Vig and Adams. Our presented algorithm provides a
guarantee on the total utility for both the multi-agent and multi-robot domains.

5.1 Bounded number of agent types

We first consider the situation in which each agent is drawn from one of a fixed set of j
types, where each agent of a given type has identical capabilities (e.g., can perform the same
services or has the same resources). We present a dynamic programming based algorithm
that finds an optimal coalition structure in polynomial time for each fixed j. These algorithms
are very appropriate for multi-robot domains where each robot can perform some subset of
a fixed set of s services. In this situation, the number of possible combinations of services an
agent can perform is 2° — 1, a constant for fixed s, resulting in a constant number of agent

types.

5.1.1 Homogeneous agents

Arguably the most natural starting point for considering restricted instances is the case in
which all of the agents are identical (i.e., S; = Sj, R; = R}, for all pairs of agents a;, a;).
In this situation, the agents can be viewed as a discrete finite resource that must be divided
among the tasks. For each task, #; there is a minimum number of agents, r;, required to com-
plete the task. Algorithm 5.1 provides pseudo-code for the O (nm) dynamic programming
based approach to coalition formation for homogeneous agents.

Algorithm 5.1 constructs an n x m table, where the (i, a)—th entry contains the maximum
possible utility of the subproblem consisting of only a of the homogeneous agents and only
tasks i, ..., m. It is easy to see that Algorithm 5.1 generates the optimal coalition structure
in O(nm) time, assuming the number of resources or services is O (n).
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Algorithm 5.1 Coalition Formation For Homogeneous Agents
1: for a € {1,...,n} do

2: if a > r; then
3 Tabley,q = um
4:  else

5: Tabley q =0
6

7

8

9

end if
: end for
for i=m—1tol do
for a € {1,...,n} do
10: if a > r; then
11: Tablej , = MAX (Tablej 1 q—r; +ui, Tablejy) q)

12: else

13: Table; , = Table; 4| 4
14: end if

15:  end for

16: end for

5.1.2 Heterogeneous agents

In the situation where each agent is drawn from one of j fixed types, each agent type can be
viewed as a different resource. Since there are n agents, the number of agents of each type
is O(n). There are only O (n/) unique coalitions (i.e., specifying 0 < n; < n agents of type
i for each type). We extend Algorithm 5.1 for use in situations with heterogeneous agents
by extending the table to include a dimension for each agent type. The table is, thus, of size
O(n/m) and determining the value of each entry in the table requires O (n?) time since there
are O (n’) unique coalitions. The total running time is O (n%/m).

5.2 Bounded coalition size

We now consider the same situation that Shehory and Kraus [16] considered where the size of
the allowed coalitions are bounded above by a constant k. This is a particularly natural restric-
tion in the multi-robot domain as often tasks require less than a fixed number of robots [20].
Specifically, for the service model, this restriction fits naturally when all tasks require less
than & services (including their multiplicities). For this situation, we present algorithms with
nearly asymptotically optimal performance ratios. The theoretical results and performance
bounds presented in this sect. are with respect to the greatest utility coalition structure con-
sisting of coalitions of k or fewer agents.

Our algorithms differ from Shehory and Kraus’ algorithm [16] in that they provide guar-
antees on the total utility of the solution they generate instead of providing guarantees on
the total cost. We show that, in general, for certain definitions of coalition cost, that maxi-
mizing utility and minimizing cost are not the same. As such, our algorithms can be viewed
as complementary to Shehory and Kraus’ algorithm, since our algorithms are appropriate
for domains in which maximum utility is desired; whereas, Shehory and Kraus’ algorithm is
appropriate for domains in which minimum cost is desired.

5.2.1 Inapproximability results
We first provide a bound on the approximation ratio an algorithm can obtain in polynomial

time for finding coalition structures of size at most k. We will use this bound to show that
the guarantee our algorithm provides is almost asymptotically tight.
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Theorem 5.1 Both the service and resource models, when coalition size is restricted to k or
Sfewer agents, are NP-hard to approximate within a factor of 2 (k/log(k)).

Proof Reduce the k-set packing problem to this restricted version of the coalition formation
problem. Given a collection, C, of sets S, ... .S, the set packing problem is to find a maxi-
mum cardinality subset C” of C whose elements are pairwise disjoint. It has previously been
shown that the k-set packing problem, where each set S; has no more than k elements, cannot
be approximated within a factor of §2(k/log(k)), unless P = N P [8].

Given a collection C of sets Sy, ..., .S, define an instance of the coalition formation
problem as follows. Define the set of agents A to be the union of all the sets Sy, ..., S;. For
each set S; define a task #;, such that task # has utility 1 and task #; requires |S;| agents to
perform service s; (alternatively #; requires |S;| units of resource ;). Each agent in the set S;
is capable of performing service s; (provides 1 unit of resource r;) and every agent not in S;
is incapable of performing service s; (provides O units of resource r;). Thus, the only way
for a task ¢#; to be satisfied is for all agents in S; to be assigned to it.

A set packing consisting of j disjoint sets then corresponds to a coalition structure of total
utility j, as each agent in a set S; in the packing can simply be assigned to task 7;. Likewise, a
coalition structure of total utility j corresponds to a set packing consisting of j disjoint sets,
since each set S; can be added to the packing if and only if task #; is satisfied. Approximating
the coalition formation problem to within any factor thus corresponds to approximating the
original set packing problem to within the same factor. Since the k-set packing problem is
N P-hard to approximate within a factor of £2 (k/log(k)), so are both the service and resource
models of the coalition formation problem, when coalitions are restricted to k or fewer agents.

Thus, in the best case, the approximation ratio obtained by a polynomial time approxima-
tion algorithm for the coalition formation problem, when restricting the size of the coalitions
to at most k agents, must grow almost linearly with k. This implies that the low logarithmic
ratio bound, in terms of cost, provided by Shehory and Kraus’ algorithm does not apply to the
utility of the solutions generated by their algorithm, unless of course P = N P, as a bound
of log k is asymptotically bounded above by &/ log k.

5.2.2 Minimizing cost versus maximizing utility

Before presenting our coalition formation algorithms, we first present an example illustrating
the dangers of attempting to minimize coalition structure cost rather than maximizing utility.
There are many ways of converting utility into cost. For example, the cost of a coalition
can be defined as the reciprocal of the utility or the negation of the utility [16]. We con-
sider the former, where coalition cost is the reciprocal of the utility of the coalition and the
cost of a coalition structure is the sum of the reciprocals of the utilities of the individual
coalitions, which was the cost calculation method explicitly used in the Shehory and Kraus’
algorithm [16].

Cost defined as the reciprocal of utility can drastically effect the relative perceived per-
formance of coalition structures. While defining cost in such a manner has the simple effect
of reversing the relative ordering of coalitions (i.e., if coalition C; has a higher utility than
coalition C; than coalition C; will have a lower cost than coalition C»), the relationship
between cost and utility of coalition structures is more complex. As shown in the proof of
Theorem 5.2, the relative ordering of coalition structures is not necessarily the reverse under
cost from what it is in terms of utility. In essence, this results from the fact that a sum of
reciprocals (i.e., cost of a coalition structure is the sum of the reciprocals of the utility of its
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coalitions) is not the same as the reciprocal of a sum. This can lead to substantial tradeoffs
between solution cost and solution utility. This is formalized in Theorem 5.2, which shows
that no algorithm can simultaneously optimize, exactly or even approximately, both cost and
utility.

Theorem 5.2 [f the cost of a coalition is defined as the reciprocal of its utility, then no coa-
lition formation algorithm can simultaneously guarantee to return a solution that is within
any constant factor, or any factor that is a function of only the number of tasks and number of
agents of both the lowest cost coalition structure and the highest utility coalition structure.

Proof We assume that, if possible, all agents are always assigned to tasks, otherwise the
minimum cost coalition structure is an empty task assignment. We also assume that agents
are not assigned to tasks unnecessarily and that a coalition of agents will only be assigned to
a task if they can satisfy it. These are natural assumptions, as the coalition formation problem
is concerned with task completion.

Recall that the performance ratio of an algorithm A on a given minimization problem
instance is the ratio of the value (e.g., cost) of the solution returned by A to that of the
optimal solution, while in maximization problems the performance ratio of A is the ratio of
the value of an optimal solution to the value of the solution returned by A. If A guarantees
a performance ratio of p for some function p that depends only on the size of the problem
instance (e.g., the number of agents, tasks and services or resources) then the value of the
solution returned by A is always within a factor of p from the optimal (i.e., for minimization
problems it is always less than or equal to p times the value of an optimal solution and for
maximization problems it is always greater than or equal to % times the value of an optimal
solution). In both maximization and minimization problems, performance ratios closer to 1
are desired, as they guarantee higher quality solutions.

Consider the following situation. There are three tasks f1, #; and #3. Task #; requires two
agents to both perform service s1 (equivalently two units of resource r). Task t, requires
one agent to perform service s, (one unit of resource ;). Task #3 requires one agent to per-
form service s3 (one unit of resource r3). There are two agents aj, ay. Agent aj can perform
services s1 and s» (has one unit of resource r; and one unit of ;) and agent a; can perform
services 51 and s3 (has one unit of resource r; and one unit of r3).

Assume that some coalition formation algorithm A guarantees a performance ratio p s
in terms of the cost of the solution it generates and a performance ratio pyysisy in terms
of utility. In general, both pc,s; and pyisiry can be dependent on the size of the problem
(i.e., number of agents, tasks and services or resources); however, for the stated problem
instance, both pcos; and pyisiry are constant.

Let g = max{pcost, Puritity} + 1 and let tasks 11, 1, t3 have utilities g, 1, q2 — 1, respec-
tively. There are two possible coalition structures that these two agents can form. Either both
agents can be assigned to task 71 to form coalition structure C Sy, or agent a; can be assigned
to task 7, and agent a; can be assigned to task 3 to form coalition structure C S,. The utility,
uy, of CS is g and the utility, up of CS> is 1 + q2 —1= qz. However, the cost, ¢, of CS;
is % and the cost, ¢, of CS> is % + q21_1 > 1. In terms of cost, C'S; is the better solution;
however, in terms of utility C.S; is the better solution.

A must either return CSy or CS> as its solution to this problem instance. If A returns
coalition structure C Sy, then the performance ratio of A in terms of total utility is

u g
uy q
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A has thus returned a solution that is a factor of g off from the optimal in terms of utility.
Likewise, if A returns coalition structure C S, as its solution, then the performance ratio of
A in terms of total cost is

2q2
€2 g-—1
07_ I > (.
1 1
q

A has thus returned a solution that is more than a factor of ¢ off from the optimal in terms of
cost.

Since ¢ = max{pcost, Puritiry} + 1, no matter which solution A returns, one of A’s
performance guarantees will be violated.

Consider running Shehory and Kraus’ algorithm [16] on the parameterized problem in-
stance given in the proof of Theorem 2. If we set the maximum allowed coalition size to
2 then all possible coalitions will be considered as there are only 2 agents. Since Shehory
and Kraus’ algorithm is guaranteed to generate a solution with total cost within a constant
factor of the lowest cost coalition (i.e., a constant p.,s;), then by the proof of Theorem 5.2
their algorithm cannot guarantee a solution that is within any constant factor of the optimal
in terms of utility.

As stated previously, there are many other methods for defining the cost of a coalition in
terms of its value or utility. Another natural method for defining coalition cost is the negation
of the utility. Under this definition, it is clear that a solution with total cost within a factor
r of the lowest cost coalition structure will also have a total utility within a factor of r from
the highest utility coalition structure (which in this case would simply be the lowest cost
solution). However, under this situation Theorem 5.1 precludes a performance ratio, which
grows logarithmically with the size of the largest allowed coalition, as all performance factors
must grow almost linearly with the size of the largest allowed coalition, unless P = N P.

5.2.3 Greedy approximate coalition formation

Both of our algorithms proceed by greedily selecting the satisfiable task (i.e., there are at most
k agents among the unassigned agents that can perform the task) with the greatest utility. We
present two different implementations of this approach, one for the service model and one
for the resource model. Our algorithm for the resource model is nearly identical to Shehory
and Kraus® algorithm [16] and runs in time O (n¥m), for fixed k, while our algorithm for
the service model is based upon bipartite matching and runs in time O(n%m), for all fixed
k. Our algorithm for the service model is, thus, a vast improvement over the extensions to
Shehory and Kraus’ algorithm made by Vig and Adams [19] for use in multi-robot domains.
Vig and Adams’ algorithm also ran in time O (n¥m)), and their algorithm’s complexity was
exponential in k. Our algorithm’s asymptotic complexity is independent of k.

The first, preliminary, stage of our algorithm is identical to the preliminary stage of Sheh-
ory and Kraus’ algorithm (Algorithm 2.1) and as such is not repeated here. Pseudo code for
the second stage is provided in Algorithm 5.2. Again, note that this stage is identical to the
iterative process of Shehory and Kraus’ algorithm except that coalitions are selected based
upon their utility rather than their weight.

Algorithm 5.3 provides psuedo code for our service model algorithm. Our approach for
the service model is a centralized algorithm; however, it has a low enough computational
complexity to be computed by a single agent (or by all agents simultaneously). As in the
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Algorithm 5.2 Coalition Formation Algorithm for the Resource Model

1: while 7 #@and L; # ¢ do

2:  Find the coalition C; € L; with the greatest utility

3: Inform all agents of the coalition weight found

4:  Select the coalition and task pair, Cpgj, and tpjgp, Of the highest broadcasted utility
50 T < T —{thign}

6: L; < L; — Chign
7

8:

: Recalculate the coalition utilities of coalitions in L; that require recalculation
end while

Algorithm 5.3 Coalition Formation Algorithm for the Service Model

1: while 7 # ¢ do
2:  Lett be the task with the largest utility in 7

3: if 1 is satisfiable by some coalition C of at most k agents from .4 then
4 Add the coalition task park C, ¢ to the current coalition structure C.§
5 T <« T — {1t}

6: A+~ A-C

7:  else

8 T <« T —{t}

9: end if

10: end while

resource model algorithm, our service model algorithm greedily selects the satisfiable task
with the greatest utility.

The computationally expensive portion of Algorithm 5.3 is finding a coalition C that sat-
isfies the task 7. A brute force search of all coalitions of size k or less requires searching
through O (n*) coalitions. However, as noted in the proof of Theorem 4.1, we can find a
coalition of agents capable of completing ¢ using a bipartite matching algorithm. Using the
algorithm of Hopcroft and Karp [9], since the number of vertices and the number of edges
in the reduction described in Theorem 4.1 are both O(n) (as k is a constant), a maximum
matching can be found in O(n%) time. Since the bipartite matching algorithm must run a
total of m times, the total complexity of our algorithm is O (n2m).

Both Algorithms 5.2 and 5.3 provide a guarantee on the utility of the generated coalition
structure:

Theorem 5.3 When Algorithms 5.2 or 5.3 have terminated the generated coalition structure
is within a factor of k + 1 from the optimal.

Proof Let CS,); be an optimal coalition structure and let C'S be a coalition structure gener-
ated by Algorithm 5.2 (Algorithm 5.3). Consider the first coalition task pair, (C1, #1), added
to CS by Algorithm 5.2 (Algorithm 5.3). Since C consists of at most k agents and since
CSop: consists of pairwise disjoint sets of agents, C; has a nonempty intersection with at
most k coalitions in CS,,; (because if Cy and C € CS,),, have a nonempty intersection they
must share an agent in common and thus all other coalitions in CS,,, do not contain that
agent). Those k coalitions cannot be in the coalition structure, C S, returned by Algorithm 5.2
(Algorithm 5.3). Since #; was a task with the greatest utility, u1, the total utility of the sets
in CS,p, that have a nonempty intersection with Cj is at most k - u;. There is also at most
one coalition Cy, in CS,), assigned to complete task #;. Since ¢ is assigned a potentially
different coalition, the assignment of coalition C; to task #; prevents C;, from being assigned
to t1. Thus, the total utility of the coalition task pairs in CS,,,, which assigning coalition C;
to task #; invalidates, is no greater than (k + 1) - uj.
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Likewise each coalition task pair (C}, ;) invalidates at most an additional k + 1 coalition
task pairs in C S, on top of those invalidated by the previous j — 1 coalition task pairs added
to CS. The set of additional coalitions invalidated by assigning C; to ¢; has total utility at
most (k + 1) - u;, since at each point the highest utility coalition is greedily selected. The
total utility of CS,, is at most:

k+1D-ur+Gk+1)-up+---+&+1)-ucs.
Dividing by the total utility of C'S we get:

(k+1)-(ui+ur+---+ucs)

k+1,
Uy +up + -+ ucs)

which is the stated performance ratio.

Algorithms 5.2 and 5.3, thus, have performance ratios that grow linearly with the size
of the largest allowed coalition. From Theorem 5.1, we know that the performance ratio
must grow at least as fast as §2(k/logk). Thus, Algorithms 5.2 and 5.3 have performance
ratios that are nearly asymptotically optimal. We now show that the performance ratio bound
presented in Theorem 5.3 is almost tight.

Theorem 5.4 For every € > 0 there is an instance of the coalition formation problem, for
both the resource and service models, on which Algorithms 5.2 and 5.3 return a solution with
utility exactly a factor k — € from the optimal.

Proof Define an instance of the coalition formation problem as follows. Let task ¢ have
utility #; = 1 and require one agent to perform each of the services sy, . .., si. Define tasks
ti,i = 1,...,k to each have utility 1 — % and define each task #; to require only service
si. Define k agents, ay, ..., ak, such that each agent a; can perform only service s;. Since
our algorithms greedily satisfy the largest utility task first, task 7 will be assigned all agents
ai, ..., ay since it has the greatest utility and requires a single agent to perform each service
S, ..., 8k Satisfying ¢ leaves the remaining tasks unsatisfiable. The total utility of this coa-
lition structure is 1. It is easy to see that the optimal strategy is to assign each agent a; to task
t; resulting in a total utility of k(1 — %) = k — €. The performance ratio of our algorithms in
this case is k — €.

While we cannot hope to have a performance ratio that grows much less than linearly,
additional local improvements can be made to the solutions returned by Algorithms 5.2 and
5.3 in order to decrease the performance ratio by a constant factor. There are known algo-
rithms for the weighted k-set packing and the weighted (k 4 1)-claw free independent set
problems that achieve better performance ratios then the k + 1 bound presented by our algo-
rithms [3,7]. These algorithms can reduce the performance ratio to roughly k%]; however,
they have significant computational overhead (0 (n*m) or greater) and, as such, are not as
appropriate for many multi-agent and multi-robot domains.

When coalition size is not restricted, our algorithm for the service model runs in O (n 3 m)
time (as there are O (n) vertices and O (n2) edges in the reduction to bipartite matching as
k < n) and guarantees a performance ratio of n + 1. Our algorithm, thus, guarantees a bound
on the solution quality in polynomial time. This is in contrast to the results of Sandholm et
al. [14] who show for characteristic function games that in order to obtain such a bound, on—1
coalition structures must be examined. We are able to break this bound due to the additional
structure imposed on the problem under the service model. Further, our algorithm, in the
unrestricted (k = n) situation, allows a dynamic bound to be placed at runtime on the quality
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of the solution generated. From the proof of Theorem 5.3 it is easy to see that if all of the
coalitions in the solution generated by our algorithm have i or fewer agents, then the total
utility of the generated coalition structure is at most off by a factor of i 4+ 1 from the optimal.
Thus, if no task requires more than i services, then, in the unrestricted setting our algorithm
will return a solution within a factor of i 4 1 of the optimal.

6 Empirical results

We empirically validate centralized versions of our approximation algorithms for generat-
ing non-overlapping coalitions in situations with bounded coalition size by demonstrating
their effectiveness on random coalition formation problem instances. For both the resource
and service models, we compare the total utility of the coalition structures generated by our
algorithms against the utility of an optimal solution on random problem instances.

Each resource model problem instance consisted of three random resources and a random
set of tasks and agents. Each task required a random number of resources and for each
required resource, a required quantity was selected randomly from the interval [1, 6]. Each
task was assigned a random utility from the interval [0.1, 20.1]. A similar random process
generated the set of resources possessed by each agent. Specifically, each agent possessed a
random number of resources and for each resource possessed by the agent, the quantity of
that resource was selected randomly from the interval [0.1, 5.1].

For the service model, there were 3 generated random services and a random set of tasks
and agents in each problem instance. Each task required a random number, between 1 and
3, of services, including multiplicities. Each task was assigned a random utility from the
interval [0.1, 20.1]. Each agent was able to perform a random subset of the services in the
system. For both the resource and service models and in each run, the maximum allowed
coalition size was 3.

We are interested in the relative performance of our algorithms with that of an optimal
algorithm. For both algorithms we compute the performance ratio, the ratio of the utility of
the solution returned by our algorithms to the utility of an optimal solution, on each problem
instance. For both Algorithms 5.2 and 5.3 and for each number of agents and tasks, we com-
pute both the average and the minimum performance ratio obtained on 25 random problem
instances.

Figure 1 shows the average and minimum performance ratios obtained by Algorithm 5.2
on a set of random problem instances for the resource model. Similarly, Fig. 2 shows the
average and minimum performance ratios obtained by Algorithm 5.3 on a set of random
problem instances for the service model. In both cases, we find that the average performance
ratio is always greater than 0.9. Both our algorithms on average, generate coalition structures
with total utility greater than 90% of the optimal, which is much greater than the theoretical
worst case. Moreover, even in the worst case, the minimum performance ratio obtained by
both algorithms was greater than 0.5, or 50% of the optimal. Even the minimum performance
ratios observed were significantly better, by more than a factor of 2, than the theoretical worst
case performance ratio of 0.25 for this situation.

We also compare the percentage of runs on which each algorithm returns a high qual-
ity solution. Figure 3 shows the percentage of random resource model problem instances on
which Algorithm 5.2 generated both an optimal solution as well as the percentage of problem
instances on which it generated a solution with total utility of at least 80% of the optimal.
Figure 4 shows the same set of results for Algorithm 5.3 on random service model instances.
We find that while the percentage of runs on which each algorithm returns an optimal solution
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Fig. 1 Average and minimum performance ratio of Algorithm 5.2 on random resource model problem in-
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Fig.2 Average and minimum performance ratio of Algorithm 5.3 on random service model problem instances.

quickly decreases for larger problem sizes, our algorithms consistently, more than 75% of
the time, return solutions with total utility at least 80% of the optimal.

Figure 5 shows the average and minimum performance ratios of Algorithm 5.2 on random
problem instances consisting of 15 agents and tasks for different maximum allowed coalition
sizes. As the graph shows, for the problem instances employed, different maximum coalition
sizes did not significantly affect the resulting performance ratio of our algorithm.

To test the scalability of our algorithms, we ran both algorithms on larger problem sizes
consisting of up to 50 agents and tasks. In all cases the running time of our algorithms
was very fast, generating solutions in under a second, even for these larger problem sizes.
Figure 6 shows the average run time of both our algorithms on problem instances consisting

of between 20 and 50 agents and tasks. Each data point is averaged over 25 random problem
instances.
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structure that was 80% of the optimal on random service model problem instances.

7 Conclusions

This paper has considered the computational complexity of two different formalizations of
the coalition formation problem. We show that this problem is NP-hard to both solve exactly
and approximately within a reasonable factor for both formalizations. While the same result
was known for characteristic function games [14], no result other than NP-hardness had been
shown for the presented formalizations.

We considered two situations in which the coalition formation problem can be either
solved exactly or approximated within polynomial time. We present a dynamic program-
ming based algorithm for situations in which each agent is drawn from one of j fixed types.
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Fig. 6 Running time in seconds of Algorithms 5.2 and 5.3 on larger problem sizes.

This algorithm is particularly applicable in the multi-robot domain, as it is unlikely that each
robot will be unique.’

The second situation considered occurs when the size of the coalitions are bounded by
a constant k. This situation is again of interest for multi-robot domains [20]. We present a
modification Shehory and Kraus’ algorithm [16] that is guaranteed to generate a coalition
structure with total utility within a factor of k 4 1 of the optimal. The bound guaranteed by
Shehory and Kraus’s algorithm was in terms of the cost of the coalition structure; however,
as we demonstrated, minimizing total cost is not the same as maximizing total utility. Our
algorithm runs in time O (n*m), which is the same as Shehory and Kraus’s algorithm.

We also present an algorithm for the service model, applicable in multi-robot domains,

which runs in time O(n%m) for any fixed k. Previous attempts by Vig and Adams’ [19] to

5 Assuming each robot of a particular type to be identical does not consider differences in individual robot
sensors, such as wear and tear, noise, and tuning.
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use Shehory and Kraus’s algorithm in multi-robot domains have incurred an overhead of
solving a constraint satisfaction problem on top of the O (n¥m)) complexity of the original
algorithm. Such approaches both potentially increase the running time (although not the
asymptotic complexity) as well as loose the guarantees on total solution cost of the original
algorithm. Our algorithm is a vast improvement over Vig and Adams’ extensions to Shehory
and Kraus’ algorithm, as our service model algorithm has a much lower complexity for all
but the trivial case where coalitions are restricted to consist of a single agent. Further, our
algorithm scales extremely well to larger sized coalitions, as its asymptotic complexity is
independent of k, whereas Vig and Adams’ algorithm is exponential in k.

The effectiveness of our approximation algorithms is demonstrated on random problem
instances. We find that on all problem sizes tested, our algorithms generate coalition struc-
tures of average utility at least 90% of an optimal solution. This is significantly better than the
theoretical worst case bound. Moreover, our algorithms ran quickly, requiring only a matter
of seconds for even larger problem sizes consisting of up to 50 agents and tasks.

In contrast to the results of Sandholm et al. [14] in characteristic function games, who
show that an algorithm must examine at least 2" ~! coalitions in order to guarantee any bound
from the optimal. Our algorithm for the service model allows the same bound as that obtained

L H N . .
by Sandholm et al. to be obtained in O (n2m), which is a large improvement over the time
required to examine 2"~ coalitions.
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