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25.1 INTRODUCTION

Many physical phenomena in biology, chemistry, and materials science involve processes occur-
ring on atomistic length and time scales, which affect structural and dynamical properties on 
 mesoscopic scales exceeding far beyond atomistic ones. Because it is infeasible (and most often 
undesirable) to run computer simulations of very large systems with atomically detailed models, 
mesoscale (coarse-grained) models are being developed through which structural relaxations can 
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be studied at large length scales, allowing for full system equilibration on mesoscopic time scales 
[1–5]. Ideally, coarse-grained (CG) models stay reasonably close to the chemical structure of the 
material so that inverse-mapping (reintroduction of chemical details) procedures can be employed 
and atomically detailed processes can be studied in various windows of the CG trajectory where 
“something interesting happens.” Only with that possibility at hand, the corresponding CG models 
can be used to describe chemically realistic systems over a wide range of length and times scales in 
a hierarchical, sequential set of simulations at multiple resolution levels, or in a single, multiscale 
simulation where the level of resolution can be changed at will, locally or adaptively (in the course 
of a simulation).

Linking chemical structure to properties and behavior of materials on different time and length 
scales can be achieved only if the various (high- and low-) resolution models involved are structur-
ally consistent. Ideally, the structural agreement should hold down to the smallest possible length 
scale, which is the dimension of a CG unit. It is important to realize that, depending on the extent 
of coarse graining, many all-atom (AT) states correspond to one CG confi guration. Although a one-
to-one correspondence between AT and CG confi gurations therefore does not exist, it is crucial that 
the conformational ensemble obtained with a CG model corresponds to that of the all-atom system, 
with the latter being analyzed in terms of the CG degrees of freedom. If we limit ourselves to the 
classical (non-quantum mechanical) case it means that the CG model must be parameterized such 
that the statistical weights of CG confi gurations are obtained from a (Boltzmann) weighted average 
over all corresponding AT states. Although for many systems we are still far from achieving this 
goal, it makes clear that quantum mechanical (QM), classical atomistic (AT) and coarse-grained 
(CG) mesoscopic models should ideally be developed such that “scale-hopping” [1,6–8] is possible 
in both forward and backward directions. It is the purpose of this chapter to discuss some of these 
issues and provide examples of CG models and multiscale modeling methods recently developed 
in our lab. We will emphasize structure-based coarse graining for reasons following from the 
goal to allow for structure-based scale hopping as outlined above. In doing so, we follow a coarse-
 graining prescription without using ad hoc input in order to get the desired properties right. Alter-
native coarse-graining approaches (described elsewhere in this book) will not be discussed. Also, 
approaches that go much further and map the whole chain to one ellipsoidal [9] particle or just a soft 
sphere [10] are not considered here.

Figure 25.1 shows the systems that are discussed in this chapter. It includes bisphenol-A poly-
carbonate (BPA-PC) [11,12], polystyrene (PS) [13,14], and the liquid crystalline (LC) azobenzene 
derivative 8AB8 [15]. The CG representations are superimposed onto the chemical structures illus-
trating the typical level of coarse graining. In Section 25.2 we shall discuss the coarse graining and 
inverse-mapping procedures employed. In Section 25.3, several aspects of the CG models represent-
ing the above molecules are being discussed in terms of the structure (melt structure, chain con-
formations, LC order) and dynamics they predict. In this section, we focus on recent developments 
(what can be done nowadays with structure-based coarse-graining approaches and where possible 
pitfalls are that need to be avoided), inverse-mapped atomistic structures, and issues concerning the 
time-mapping procedure. In Section 25.4, an outlook to future developments and recent extensions 
to an adaptive scheme is being presented.

25.2 METHODS

25.2.1 GENERAL CONCEPT

The following section will be organized along the sequence of steps in deriving a CG model: fi rst, 
we have to formulate a mapping scheme that relates the coordinates in the atomistic description 
with the centers of the CG particles. Second, one has to decide on a strategy concerning bonded and 
nonbonded interactions. In the coarse-graining procedure used by us, nonbonded and bonded inter-
actions are strictly separated and derived sequentially. Such a clear separation makes the possibility 
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to transfer potentials more likely, and allows us to distinguish between effects due to inter- and intra-
molecular potentials. Consequently, we describe separately how bond stretching, bond angle bend-
ing, and dihedral torsion potentials in the CG scheme are derived based on an atomistically detailed 
simulation of the isolated molecule in vacuo. Next, nonbonded interaction potentials between CG 
beads are derived based on the liquid structure of polymer melts or low-molecular-weight fl uids (i.e., 
fragments of the target molecule or chain). These interaction potentials are subsequently used to 
generate well-equilibrated mesoscale structures and long-time trajectories of the system of interest. 
A last step, which also belongs to the coarse-graining procedure in the sense that it is a crucial link 
between the atomistic and the CG level of resolution, is the procedure of reintroducing atomistic 
details into a CG simulation trajectory (“back-mapping” or “inverse mapping”).

25.2.2 MAPPING SCHEME

The mapping scheme relates the atomistic coordinates of a structure to the bead positions in the CG 
model. (Our models usually rely on CG centers with spherically isotropic potentials.) It is clear that 
there is no unique way to map a given set of atoms onto a coarser description. However,  depending 
on the specifi c system and on the properties of the system that one wants to see refl ected on the 
coarse level, one can defi ne criteria to determine mapping points. Examples for such criteria are 
requirements to keep the ability to account for stereoregularity of chain molecules (e.g., PS [13,14]), 
or to capture certain geometry changes. For example, for azobenzene containing LCs (8AB8) [15] 
one needs a clear distinction between the cis and trans geometry of the AB unit if one wants to inves-
tigate photoinduced phase transitions. There are other criteria that make a certain CG model more 
or less appealing, for example, in the PS example, a mapping was chosen which avoids “branching 
off” dangling side groups; that is, all CG beads are linearly connected in the chain, which saves 
complicated torsion and angle potentials [13,14].

When discussing the computational effi ciency of a specifi c mapping scheme, one has to take 
several aspects into account. Trivially one would assume that fewer CG beads per molecule result 
in higher computational effi ciency. In addition to a reduction in number of degrees of freedom 

FIGURE 25.1 Atomistic and coarse-grained models of bisphenol-A-polycarbonate (BPA-PC), polystyrene 
(PS), and 4,4´-dioctyloxyazobenzene (8AB8). The CG mapping points are indicated with black dots. The cor-
responding CG superatoms, centered on the CG mapping points, are represented by the dashed spheres. For 
PS, two mapping schemes are shown. For BPA-PC, mapping points on the carbonate, phenyl, and isopropyli-
dene groups are connected through a single CG bond.
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(DOFs), there is a speedup of the dynamics of the system due to a reduced molecular friction 
(larger beads, smoother potentials) of the CG model. In the case of chain molecules, there is, 
however, another aspect that should be kept in mind. Chain dynamics is faster if the envelope 
of the beads of the chain is tube-like, preventing optimised sphere packing and subsequent cage 
formation with corresponding higher friction [16]. A measure for this commensurability is given 
by the ratio of mean bond length and bead diameter. This criterion was used to explain why, for 
BPA-PC, a mapping scheme of fi gure 25.1 with more beads is computationally more effi cient than 
another one where the phenyl rings were included in somewhat larger spheres at the carbonate and 
isopropylidene units [11].

Another criterion that needs to be accounted for when devising a mapping scheme relates to the 
statistical correlations of internal DOFs. The mapping should be chosen such that these correlations 
are as weak as possible so that the intramolecular (bonded) potentials can be separated into bond 
stretching, bond angle bending, and torsion terms, as outlined in the next subsection.

25.2.3 BONDED INTERACTION POTENTIALS

First of all, the determination of interaction potentials for the CG model is based on the assumption 
that the total potential energy UCG can be separated into bonded/covalent (UB

CG ) and nonbonded 
(UNB

CG ) contributions [1]:

 
U U UCG

B
CG

NB
CG

= +∑ ∑ . (25.1)

Intramolecular bonded/covalent interactions of the CG model are determined by sampling the dis-
tributions of (CG) conformational DOFs based on an atomically detailed simulation (Monte Carlo 
or molecular dynamics (MD) using a stochastic thermostat to ensure proper equilibration) of an 
isolated molecule in vacuo. These conformational distributions are in general characterized by CG 
bond lengths {r}, bond angles {θ}, and torsions {φ}; that is, P r TCG ( , , , )θ φ  and are clearly tem-
perature dependent (for simplicity we assume here that there is only one kind of bond, bond angle, 
or torsion). If one assumes that the different CG internal DOFs are uncorrelated, P r TCG ( , , , )θ φ  
 factorizes into independent probability distributions of bond length, angle, and torsional DOFs:

 P r T P r T P T P TCG CG CG CG( , , , ) ( , ) ( , ) ( , )θ φ θ φ= . (25.2)

This assumption has to be carefully checked (it is not uncommon that CG DOFs are correlated, for 
example that certain combinations of CG bonds, angles, and torsions are “forbidden” in the dis-
tributions obtained from the “real” atomistic chain), and is an important test of the suitability of a 
mapping scheme [14], because a mapping scheme that requires complex multiparameter potentials 
is computationally rather ineffi cient.

The individual probability distributions P r TCG ( , ) , P TCG ( , )θ , and P TCG ( , )φ  are then 
Boltzmann inverted to obtain the corresponding potentials and—through taking the derivatives—
the forces

 U r T k T P r T r Cr
CG

B
CG( , ) ln[ ( , ) / ]= − +

2 , (25.3)

 U T k T P T CCG
B

CG( , ) ln[ ( , ) / sin ]θ θ θ θ= − + , (25.4)

 
U T k T P T CCG

B
CG( , ) ln ( , )φ φ φ= − + . (25.5)



383

When deriving potentials from bond and angle distributions one has to account for the respective 
volume elements r2 and sin θ. Using the inverted distributions as potentials means that these poten-
tials are in fact potentials of mean force. Ergo they are free energies and consequently temperature 
dependent. As mentioned before, this temperature dependence originates not only from the prefac-
tor kBT, but from the distributions P themselves. Strictly speaking they can only be applied at the 
temperature (state point) they were derived at.

The approach outlined in this section is in contrast to other approaches, where the CG  internal 
DOFs are determined based on the distributions obtained from an atomistic simulation of the liquid 
phase [3]. In the latter case one obtains potentials for bonded and nonbonded interactions simulta-
neously from the same liquid simulation; consequently they are potentially interdependent; that is, 
there is no clear separation between covalent and nonbonded interaction potentials. We achieve this 
separation by deriving CG bond length, bond angle, and torsional distributions from the atomically 
detailed conformations sampled by a single (chain) molecule in vacuo. In the atomistic simulation 
performed to generate the distributions of CG intramolecular DOFs, the inclusion of nonbonded 
interactions has to be taken with care to avoid “double counting” of interactions. This means that 
long-range intrachain nonbonded interactions (beyond the distance between CG beads which are 
explicitly covered via bonded interaction potentials, for example, beyond the distance of three CG 
bonds if torsion potentials are used) should be excluded when the single chains are sampled. Instead 
these long-range interactions should be treated equivalently to CG intermolecular nonbonded 
interactions.

25.2.4 NONBONDED INTERACTION POTENTIALS

The general principle when deriving nonbonded interaction potentials is to reproduce structural 
properties; that is, radial distribution functions of (low-molecular-weight) liquids or polymer melts 
(experimentally known or obtained from atomistic simulations). Similarly to the above case of 
bonded interaction functions, one has two principal options: either (1) to use analytical potentials, 
in which case one would optimize the parameters of a chosen analytical function to reproduce the 
structure of the atomistic melt/liquid as accurately as possible (or to account for the excluded vol-
ume interaction only, in which case no further optimization is being done, see BPA-PC [1,11]); or 
(2) one would use numerically derived tabulated potentials, which are designed such that the CG 
liquid reproduces the atomistic liquid structure, when the latter is analyzed in terms of the overlaid 
CG structure the microstate corresponds to.

In the fi rst case, analytical potentials of various types can be used: the “normal” Lennard–Jones 
12-6 potential is frequently used; it has, however, been proven to be in many cases too steeply repul-
sive; that is, too “hard,” for CG particles, which are rather large and soft. In that case, softer  Lennard–
Jones-type (e.g., 9-6 or 7-6) [14], Buckingham or Morse potentials [15] are employed. These potentials 
are usually made purely repulsive in the spirit of the WCA potential [17] by shifting upwards and 
truncating in the minimum. In order to search in parameter space to optimize these analytical poten-
tials to reproduce a given liquid or melt structure, a simplex algorithm can be used [18,19].

Concerning the second option to generate numerically a tabulated potential that closely repro-
duces a given melt structure; that is, a given radial distribution function g(r), the iterative Boltzmann 
inversion method has been developed [20,21]. This method relies on an initial guess for a non-
bonded potential UNB,0

CG . Usually the Boltzmann inverse of the target gtarget(r); that is, the potential 
of mean force,

 
U k T g rNB,0

CG
B ln ( )= − target , (25.6)

is used, with which one then generates a CG simulation trajectory of the liquid. The resulting struc-
ture will not match the target structure since, due to multibody interactions, the potential of mean 
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force is a good estimate for the pair potential only at very high dilution. However, using the iteration 
scheme

 

U U k T
g r

g r
i i

i
NB,
CG

NB,
CG

B ln
( )

( )+ = +








1
target








, (25.7)

the original guess can be self-consistently refi ned until the desired structure is obtained. There can 
be limits to this approach because it is not always clear whether the chosen CG mapping scheme 
can converge to an optimal fi t.

For complex molecules with a large number of different CG beads or more importantly in the 
case of molecules that form complex or anisotropic liquid or melt structures, for example, liquid 
crystals, the procedure to determine nonbonded interaction functions is more complicated. In 
these cases it is advantageous to split the target molecule into fragments so that the nonbonded 
interactions between different bead types can be determined based on the structure of isotropic 
liquids of these fragment molecules. One principal problem that arises if one uses smaller frag-
ments to generate nonbonded interaction potentials for larger molecules is that different conforma-
tions may contribute to the structure of the liquid of the fragment molecules differently than in the 
(polymeric) melt [22]. One example where such an effect may play a role is in the parameterization 
of phenyl rings based on the structure of liquid benzene: in that case the relative population of par-
allel and perpendicular arrangements of two phenyl rings that are part of longer chain  molecules 
potentially differs from the arrangements in liquid benzene for steric reasons. Despite these poten-
tial problems, the procedure to parameterize CG nonbonded interactions based on small molecules 
is promising to generate CG parameters for complex molecules and it also allows reuse of certain 
CG potentials for reoccurring building blocks (such as alkyl or phenyl groups), which aims at 
some sort of building block or LEGO set of molecule fragments for CG simulations. Of course, 
this approach needs to be carefully tested and the transferability of the potentials generated from 
these fragments to (slightly) different conditions needs to be carefully evaluated (as will be further 
discussed in the Examples section).

25.2.5 COARSE-GRAINED SIMULATIONS: EQUILIBRATION OF MESOSCALE STRUCTURES

Even with the dynamic speedup gained by CG models, it is not trivial to obtain well-equilibrated 
structures of mesoscale (polymeric) systems. In particular for long-chain molecules (beyond a few 
entanglement lengths), branched polymers, or polymers at interfaces, brute force MD algorithms 
that follow the slow dynamics of the system will not easily lead to complete equilibration of the 
chains. Besides, criteria are needed to judge whether a melt structure is really equilibrated since 
local monomer packing and the statistics of end-to-end distances or radii of gyration are not suf-
fi cient. Auhl et al. [23] describe such criteria and investigate various methods to generate well-
equilibrated polymer melts using MD simulations. Based on such CG structures and simulation 
trajectories it is in the next step possible to reintroduce atomistic coordinates and to obtain equili-
brated atomistic structures on the mesoscale or long-time atomistic trajectories.

25.2.6 REINTRODUCTION OF ATOMISTIC DETAILS (“INVERSE MAPPING”)

Inverse mapping; that is, reintroduction of atomistic detail, requires fi nding a set of atomistic coordi-
nates that corresponds to a given CG structure. In general there is no unique solution to that problem 
since each CG structure corresponds to many all-atom confi gurations. Therefore, one needs to fi nd 
one representative all-atom structure, with the correct statistical weight of those DOFs that are not 
resolved in the CG description. Several slightly different strategies to reintroduce atomistic detail 
into a CG structure have been presented [2,3,12,13,15,24].
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If the (polymer) chain consists of reasonably rigid (all-atom) fragments, it is suffi cient to fi t 
these rigid all-atom units onto the corresponding CG chain segment coordinates. The atomistic 
fragments can be taken from a pool of structures that correctly refl ect the statistical weight of those 
DOFs (certain torsions, ring fl ips, etc.) that are not resolved in the CG description and that relax too 
slowly to be properly equilibrated in a short equilibration run of the resulting atomistic structure.

If the CG molecule/polymer chain consists of very fl exible units, for example, alkyl tails, and 
in particular if the CG structure consists of small molecules (8AB8, a low-molecular-weight LC), 
where even in a very short equilibration step, the atomistic structure signifi cantly diffuses away 
from the CG coordinates, a slightly different strategy was employed: atomistic coordinates were 
inserted into the CG structure using fragments for the rigid units and random atomistic positions for 
the fl exible units (with the constraint that the atomistic coordinates have to satisfy the “mapping” 
condition; that is, the atomistic coordinates have to correspond to the CG structure if one applies the 
mapping scheme). The resulting structure was then relaxed (energy minimized and equilibrated by 
MD simulations), while restraining the atomistic coordinates to CG mapping points. This results in 
a perfectly equilibrated structure that (almost, depending on the strength of the restraining poten-
tial) exactly reproduces the CG structure.

25.3 EXAMPLES

In this section, we discuss, on the basis of the three examples shown in fi gure 25.1 (and 25.6), various 
aspects of structure-based coarse graining focusing on recent developments, inverse-mapped atom-
istic structures and dynamics. In Section 25.3.1 (“Structure”) we discuss experimental validation of 
inverse-mapped BPA-PC and PS melt structures and the prospects that open up due to the resulting 
well equilibrated long-time/large-scale atomistic trajectories; we illustrate the consequences of the 
choice of a CG mapping scheme using the example of PS, and we show the application of the pres-
ent coarse-graining approach to LC molecules. In Section 25.3.2 (“Dynamics”) we discuss how, by 
application of CG models, the corresponding time scales are modifi ed. In that context we compare 
BPA-PC chain dynamics in all-atom and CG molecular liquids as well as diffusion of low-molecular-
weight additives in CG PS melts.

25.3.1 STRUCTURE

25.3.1.1 Inverse-Mapped BPA-PC Melts

Although many aspects of, for example, polymer dynamics, overall chain conformations, or LC 
order can be well described with CG resolution, for many other questions chemical details need to 
be reintroduced by inverse-mapping methods described in the previous section. This we illustrate 
here by discussing aspects of packing of BPA-PC polymeric liquids [2,12] and the evaluation of 
interactions (chemical potentials) of small molecules inside polymeric microstructures [25].

To check the quality of BPA-PC melt structures, we calculated neutron scattering functions of the 
(reintroduced) all-atom melts. Figure 25.2a shows the coherent neutron scattering function for a melt 
containing 100 chains of N = 20 chemical repeat units at two temperatures [12,26]. The simulated 
functions are compared with experiments obtained at T = 1.5 K [26] and  consequently most  probably 
a slightly higher density. The peak at 0.6 Å−1 corresponds to the intrachain  sequential  carbonate-
carbonate distance of about 11 Å and not to interchain correlations. This could be  concluded from 
the simulations, where the n-scattering functions were calculated. For the “computer samples” one 
can vary the atomic scattering lengths in the analysis and delete or create scattering contrast for any 
correlation at will. The main peak (amorphous halo) corresponds to the typical interchain (packing) 
distance. The agreement between the experimental data and the  simulations is close to perfect. The 
discrepancies are due to the higher temperature of the simulated melts, which causes the amorphous 
halo to broaden and to shift to slightly larger distances and the peak  corresponding to intrachain 
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carbonate–carbonate correlations to wash out. A comparison of simulated scattering curves with 
experimental data for partially deuterated BPA-PC samples was also made [2,12], which further 
supported the overall agreement with experiments [26].

A similar comparison was made for a PS melt. Figure 25.2b shows the total radial distribution 
function obtained after reintroducing chemical details together with experimental data obtained 
by wide-angle X-ray diffraction measurements [27]. In both the simulation and the experimental 
data, intramolecular correlations due to 1-2 and 1-3 bonded neighbors (along the backbone) as well 
as all intraring correlations have been removed in order to emphasize the features deriving from 
the packing of nonbonded segments. Despite differences in temperature and chain length of the 
simulated and experimental samples, the overall agreement is very good. Moreover, in our analysis 
of the simulation trajectories we employed a united-atom model. Because of that, we assumed Q-
independent atomic scattering functions taking the carbon nuclear positions as scattering centers. 
This assumption gives rise to a stronger developed peak in the simulated data slightly below 4 Å in 
comparison with the X-ray experiment.

As a second example we mention a signifi cant advantage of using inverse-mapped polymer 
microstructures in studying permeation of small molecules (so-called ‘penetrants’). The fi rst appli-
cation using this approach was a computational study of phenol in BPA-PC [28]. The phenol diffu-
sion process revealed a strong coupling between size and shape fl uctuations of the pore space and 
the hopping of the penetrant. The pore structure was also analyzed in terms of the positronium 
annihilation time [29]. The resulting lifetime distribution functions compared very well to those 
from experiments, again supporting the overall consistency of the approach. In addition to dif-
fusion, the penetrant solubility or excess chemical potential inside the polymer microstructure is 
also of interest. With currently available methods, penetrant excess chemical potentials can only 
be computed with suffi cient statistical accuracy for fairly small penetrants. These are usually pure 
substances, such as gases under ambient conditions. A polymeric simulation box with a typical 
linear dimension of 4–5 nm is usually large enough to contain a statistically meaningful number 
of pre-existing, empty cavities, which can host a small molecule without signifi cantly modifying 
the matrix. Thus standard methods, such as test-particle insertion techniques, can be used to obtain 
reliable data. However, calculations of excess chemical potentials of larger penetrants, with equally 

FIGURE 25.2 (a) Coherent neutron scattering function of two BPA-PC melts (290 and 570 K) [12] in com-
parison with experiments of a sample, which was cooled down and kept at a temperature of 1.5 K [26]. The 
solid and dashed curves were obtained by inverse mapping of chemical details for a system containing 100 
chains of 20 repeat units each. (b) Radial distribution function of a simulated atactic polystyrene melt obtained 
by inverse mapping of chemical details [13] in comparison with the experimental RDF obtained from X-ray 
diffraction [27]. All atom-atom correlations are included except those between atoms within phenyl rings and 
atoms along the backbone separated by less than three chemical bonds.
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high  statistical reliability, are extremely cumbersome for several reasons. Most importantly, larger 
penetrants (e.g., phenol, propane, chloroform) occupy larger cavities, which in microstructures with 
the above-mentioned linear dimensions occur very infrequently, albeit contributing signifi cantly to 
the excess chemical potential. This problem can be resolved only if a large number of statistically 
uncorrelated microstructures can be generated at small computational expense. Obviously, rein-
serted all-atom microstructures generated from CG mesoscale simulations can be used to resolve 
this problem. Based on large systems generated in this way, we currently explore an alternative, 
nonequilibrium free-energy sampling technique, in order to resolve insertion problems usually 
encountered with large molecules in dense systems [25].

25.3.1.2 Two Mapping Schemes for Polystyrene

As discussed in Section 25.2, CG intramolecular potentials are developed assuming that the 
CG bond length, bond angle, and dihedral angle have no interdependencies. The validity of this 
assumption depends however on how we choose the CG mapping points. Figure 25.1 shows two 
CG representations for PS [14]. In the fi rst scheme (I), the PS repeat unit is represented by a CG 
bead (type “A”) localized on the methylene position, and another CG bead (type “B”) is localized 
on the mass center position of the remaining atoms. A and B beads are connected by CG bonds 
giving rise to bond angles θABA and θBAB, and dihedral torsions ϕABAB and ϕBABA. In the second 
scheme (II), bead A is positioned at the center of mass defi ned by the methylene group and the two 
adjacent CH-groups (taking however the half-masses rather than the full CH masses in defi ning 
the CG bead mass center). Bead B corresponds to the phenyl group. The A and B beads in scheme 
(II) are also connected by CG bonds, giving rise to the same number of DOF (see fi g. 25.3a). We 
note that the corresponding intramolecular potentials depend on the chain stereoregularity (i.e., 
the type of dyad [13]), hence the model can in principle be used in simulations of atactic, isotactic, 
and syndiotactic PS.

The PS conformation on the left-hand side in fi gure 25.3a is based on CG mapping scheme (I) 
and is shown to illustrate how the (θ,ϕ) CG angles are correlated. If the A bead on the left end of 
the picture is being rotated along the indicated CG bond, the adjacent B bead will also be rotated 
because these two beads are directly connected through two underlying chemical bonds. This causes 
variations of ϕABAB and θBAB to be correlated. Whether at all and to which degree such correlations 
lead to erroneous conformational sampling in the CG simulations depends on the mapping scheme 
and needs to be tested to assess the quality of a mapping scheme.

Figure 25.3b shows energy diagrams (defi ned as − ln[ ( , ) / sin ]CGP θ ϕ θ ) in a contour map rep-
resentation for the racemic PS dyad [14]. The bond bending angle θ corresponds to BAB and the 
dihedral angle ϕ to ABAB. The diagrams presented in the left part of this fi gure are obtained from 
simulations of a single united atom chain and diagrams on the right were obtained with the cor-
responding CG models. The upper panel corresponds to mapping scheme (I) and the lower panel 
to mapping scheme (II) (see fi g. 25.3a). From the contour maps obtained with the CG models, the 
(θ,ϕ) correlation discussed above is lost to some extent. For example, CG scheme (I) has an energy 
minimum at θ ≈ 150° (upper panel, left), which is about 3 kBT deeper than the minimum at θ ≈ 100°. 
Therefore, CG model (I) predominantly samples θ ≈ 150°, independent from the torsion angle ϕ, 
which causes the energy basin at (θ,ϕ) ≈ (100°, 240°) observed with the united-atom model (upper 
panel, left) to shift to a region (θ,ϕ) ≈ (150°, 240°) (upper panel, right) hardly ever sampled by the 
united-atom model.

With mapping scheme (I), the CG model also samples parts in (θ,ϕ)-space not at all accessible 
by the united-atom model (e.g., (80°, 300°) or (80°, 30°)). These ‘forbidden’ regions include confor-
mations with excluded volume violations of CG 1-4 interaction sites (methylene units partly over-
lapping with phenyl groups). These overlaps can be avoided by introducing a special 1-4 nonbonded 
interaction in the CG model [13]. Noteworthy, CG model (II) clearly performs much better in this 
respect. Because special 1-4 nonbonded terms are not needed [14], it is also more consistent with 
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the general CG strategy outlined in the previous sections. In addition, there are certain advantages 
when studying dynamical properties compared to CG model (I).

It is very important to be aware of correlations of internal DOFs in CG simulations, even though 
artifacts introduced by decoupling the bond-angle bending and dihedral torsion potentials in CG 
models have so far been shown to affect neither the overall chain conformations nor the ability to 
successfully perform the inverse mapping in polymer modeling [13,14]. This is potentially more 
problematic in CG models for biomolecules. Here a similar decoupling of the bonded potentials is 
likely to be more tedious because specifi c (θ,ϕ)-combinations may turn out to be needed for dis-
criminating turns, helices, sheets, etc. which will be a signifi cant criterion to distinguish “good” and 
“bad” mapping schemes [30].

FIGURE 25.3 (a) PS conformation with CG mapping points based on schemes (I) and (II) (cf. fi g. 25.1). The 
CG mapping points are indicated with black dots, CG bonds are indicated by thick gray lines. (b) (θ,ϕ)-energy 
surfaces: I (AT), obtained by sampling the atomistic model, analyzed in terms of CG scheme (I); I (CG), 
obtained by sampling with the CG model, scheme (I); II (AT), obtained by sampling the atomistic model, 
analyzed in terms of CG scheme (II); II (CG), obtained by sampling with the CG model, scheme (II).
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25.3.1.3 Azobenzene-Based Mesogens

In the previous two examples the coarse-graining procedure (Section 25.2) was applied to poly-
meric systems, where the behavior of the melt is very much determined through chain connectivity 
and excluded volume interactions of the polymeric beads. Consequently, it often is not essential 
to introduce attractive (nonbonded/intermolecular) interactions in order to correctly predict melt 
structure and dynamics on the mesoscale. It is however very interesting to explore how far the 
above coarse-graining scheme carries if one tries to apply it to systems where attractive nonbonded 
interactions are likely to be more important than in amorphous polymers; that is, where the balance 
of attractions between different chemical units plays a possible role in structure formation. Bio-
polymers, liquid crystals, and in general self-assembling systems are examples where this can be of 
importance. The compound 8AB8 (see fi g. 25.1) is a LC compound that contains azobenzene as a 
mesogen and forms a thermotropic nematic phase (and a monotropic smectic). This system is used 
to study how the coarse-graining approach can be adapted to LC systems. It is of particular interest 
to build a CG model that is close to an atomistic description not only in order to obtain as much 
chemical accuracy as possible but also because a close link between the coarse (mesoscale) and the 
 atomistic level is important for multiscale simulation purposes. The reason for this is that azoben-
zene is a  photoswitchable mesogen; that is, it undergoes a trans/cis photoisomerization, which goes 
along with a drastic shape change: in its trans form it is rod-shaped and functions as a mesogen; 
in its cis form, it is bent and does not induce a mesophase. Therefore, with 8AB8 a photoinduced 
 nematic-to- isotropic phase transition is observed. This LC phase change and the photoisomerization 
 mechanism are interdependent since on the one hand the LC phase change obviously depends on the 
degree of trans/cis isomerization, and on the other hand it is believed that the photoisomerization 
mechanism depends on the (anisotropic) environment or the mechanical pulling of the tails that are 
attached to the azobenzene group. Therefore, the LC-photoswitching of azobenzene compounds is 
a true multiscale problem, since the photoisomerization mechanism can be studied using quantum-
mechanical (QM) simulation techniques, whereas investigations of the LC phase change requires 
much longer length and time scales that can only be achieved by mesoscale (CG) techniques. In this 
constellation it is important to be able to switch between the levels of resolution, where the atom-
istic description can function as a link; that is, the coarse model needs to be built on the atomistic 
description, and the inverse mapping from the CG to the all-atom level is essential to link to QM 
calculations of the transition.

Ref. 15 describes how a CG model for 8AB8 was developed using the CG techniques devel-
oped for polymers. It was shown how intramolecular (bonded) potentials were obtained from sim-
ulations of an all-atom single 8AB8 molecule, and how intermolecular potentials were developed 
based on all-atom simulations of isotropic liquids of fragments of the 8AB8 molecule. The isotropic 
 liquids that were used in the parameterization process were liquid benzene, liquid azobenzene (in 
its trans and in its cis form), liquid octadecane, and various mixtures of these compounds. Based 
on the structure of these liquids (radial distribution functions), nonbonded interaction potentials 
were determined, both using analytical potential functions and the iterative Boltzmann inversion 
method as detailed in the Methods section (for the case of octadecane see fi g. 25.4a). The result-
ing interaction functions were then used for liquid (trans) 8AB8, where we tried to reproduce the 
experimentally observed LC phase behavior. In particular we aimed at obtaining a stable nematic 
phase. One could observe that the use of (soft) analytical potentials that are purely repulsive (in 
the spirit of the previous coarse-graining examples of polymeric systems) did not yield the correct 
mesophase behavior of 8AB8; in fact no long-range ordering was observed for the model chosen 
(see fi g. 25.4b), even with a rather wide scan of temperatures and pressures. With potentials gen-
erated with the iterative Boltzmann inversion method; that is, numerical (tabulated) potentials 
which are also partly attractive, it is however possible to generate nematic-like (and smectic) phase 
of 8AB8. Thus, for the given molecule; that is, the given size and shape of the mesogen and the 
given molecular fl exibility of the alkoxy tails, it seems to be important to account for attractions 
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between the different beads in the CG model in order to reproduce the ordered phase of 8AB8. A 
snapshot of a structure that shows the alignment of the 8AB8 molecules in a nematic-like phase 
can be seen in the Color Figure 25.6 in the center of the book. This structure was generated by 
MD simulations using the CG model, the atomistic coordinates that are also shown in the fi gure 
were obtained using the inverse-mapping procedure as outlined above (restraining the atom coor-
dinates during equilibration such that the “mapping criterion” is satisfi ed and the CG structure is 
therefore preserved). It shows that the structure-based coarse-graining approach originally devel-
oped in the polymer framework can be extended to LC systems, where mesoscale (with both large 
length and long time scales) simulations are essential to probe phase behavior and to generate well 
equilibrated mesostructures. With the given approach the mesoscale simulations also maintain an 

FIGURE 25.4 (a) Structure-based derivation of nonbonded interaction potentials: carbon–carbon radial dis-
tribution functions (RDF) of CG centers in an octadecane liquid at 400 K. Thin straight line: RDF obtained 
from atomistic simulation, mapped onto CG centers. Thin dashed line: RDF obtained in CG simulation after 
optimizing a purely repulsive Morse potential to reproduce the atomistic structure as well as possible. Fat dot-
ted line: RDF obtained in CG simulation after determining a numerical potential through iterative Boltzmann 
inversion so that the atomistic structure is reproduced. (b) Order parameter of 8AB8 system in coarse-grained 
simulations (initial setup fully ordered: four smectic layers). Black and light gray lines: simulations with 
potentials obtained through iterative Boltzmann inversion (partly attractive). Black line: the system remains 
ordered at T = 0.8 (corresponds to 320 K) (nematic-like structures are observed). Light gray line: the system 
becomes isotropic at T = 0.95 (corresponds to 380 K). Dark gray line: Simulation with purely repulsive Morse 
potentials—the system becomes disordered (at a wide range of temperatures and densities).
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important link to the chemical structure, and through the inverse-mapping procedure it is possible 
to obtain atomistic coordinates of the system.

In the course of the parameterization process of the nonbonded interactions, we also performed 
preliminary tests on the transferability of these fragment-based potentials. We tested, for example, 
the applicability of potentials derived for pure liquids on mixtures of various compositions and of 
potentials derived for liquid benzene on liquid trans or cis azobenzene. Overall, the transfer of the 
nonbonded potentials worked surprisingly well; the limitations are more thoroughly discussed in 
Ref. 15, and these investigations will also be extended in the future.

25.3.2 DYNAMICS

Within CG models length scales are usually well defi ned through the construction of the coarse 
graining itself. In most dynamic CG simulations reported in the literature little attention is paid 
however to the corresponding “coarse graining” of the time unit. From polymer simulations of both 
simple continuum as well as lattice models it is known that such simulations reproduce the essential 
generic features of polymer dynamics; that is, the crossover from the Rouse to the entangled repta-
tion regime, qualitatively and to a certain extent quantitatively [31,32]. While such previous studies 
concern motion distances on scales well above a typical monomer extension and provide quantita-
tive information on characteristic time ratios, this still leaves a number of open questions. These 
refer to the predictive quantitative modeling of diffusion, viscosity, rates, and correlation times, 
etc. of dynamic events as well as to the question of minimal time and length scales CG simulations 
apply to. Particle mass, size, and energy scale, which are all well defi ned within a CG model, of 
course trivially fi x a time scale, too, and it is indeed this time scale that is most often reported in 
MD simulations of CG systems. However, it does not usually correspond to the true physical time 
scale, because part of the friction experienced by a (sub)molecule (in the AT representation) is lost 
in the CG representation, causing the CG system to evolve faster. (Note that this is in principle also 
the case for atomistic simulations that make use of so-called united atoms where aliphatic hydro-
gen atoms are incorporated into the carbon atoms.) In other words, the fl uctuating random forces 
of atomic DOFs, which are integrated out in the CG model, contribute to a “background friction” 
that must be considered in order to obtain a realistic time scale in the CG dynamics simulation. In 
their study of CG blob dynamics in polyethylene melts, Padding and Briels [33] employed effec-
tive potentials, frictions, and random forces all derived from detailed MD simulations. Izvekov 
and Voth [34] proposed a closely related recipe within the coarse-graining framework of force 
matching. Alternatively, CG dynamic quantities can in some cases be mapped directly onto the 
corresponding quantity obtained from detailed MD simulations or from experiments. For example, 
a diffusion coeffi cient DCG in units [m2/τ] can be mapped onto the diffusion coeffi cient DAT in units 
[m2/s] providing the time units of the CG simulation τ = x [sec]. Alternatively, the CG mean squared 
displacement curve can be superimposed with the atomistic curve at (for atomistic simulations) long 
times [35]. This approach was used to study entangled polycarbonate (BPA-PC) melts of up to 20 
entanglement lengths. The CG simulations provided truly quantitative information on the different 
measures of the entanglement molecular weight (from displacements, scattering functions, modulus 
and topological analysis) and the ratios of the different crossover times.

25.3.2.1 Long-Time Atomistic BPA-PC Trajectories Obtained by Inverse Mapping

All CG mapping schemes shown in fi gure 25.1 stay close to the atomistic structure of the molecules. 
Therefore, the dynamics of the CG system is expected to follow quite closely that of the atomistic 
system down to small length and time scales. Moreover, due to signifi cant dynamic speedup, the CG 
systems can be simulated up to times that exceed far beyond what is possible in brute force detailed 
atomistic simulations, allowing for in silico experiments looking at exactly the same quantities as 
in experiments. The idea is to reintroduce atomic details in long-time CG trajectories of the system 
(BPA-PC for the present case) and measure dynamic relaxations on time scales that altogether cover 
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at least nine decades and overlap the experimental regime probed, for example, with spectroscopic 
techniques. Here we only discuss the dynamic chain scattering function S(Q, t) as obtained in neu-
tron spin echo experiments:
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The double sum runs otver all n atoms in the chain. The term ri is the position of atom i and li is the 
neutron scattering length of atom i. The index Q  indicates spherical averaging. For nonentangled 
melts on time scales above the local fast oscillations and above the persistence length of the polymer 
the Rouse model predicts S Q t S Q WQ t( , ) / ( , ) exp( )/0 2 1 2∝ − , where W is related to the effective bead 
friction. The onset of this universal behavior is typically small compared to the diffusion time and chain 
extension. For larger times the overall diffusion takes over; that is, S Q t S Q DQ t( , ) / ( , ) exp( )0 2∝ − . 
In the case of entangled polymers, S(Q,t) displays a qualitatively different behavior due to the 
tube-like confi nement of the monomer motion. On intermediate time scales the scatterer “sees” a 
smeared-out monomer density in the tube of diameter dT leading to an analog of a Debye Waller 
factor with, in the simplest approximation S Q t S Q Q dT( , ) / ( , ) /0 1 362 2

= − . CG and atomistic MD 
simulations of BPA-PC melts were performed with N = 5 up to N = 120 repeat units [35] and used 
to analyze this property. The entanglement molecular weight of BPA-PC (1200–1400 g/mol) cor-
responds to Ne ≈ 5–6 repeat units. Based on performing a time mapping by superimposing repeat 
unit mean squared displacements of the CG and atomistic systems for N = 5 and N = 20 for long 
times, a time unit is obtained. While the intrinsic time unit of the CG model (determined through 
conversion of Lennard–Jones reduced units, assuming the same mass for all beads) is τ ≈ 1.7 ps, the 
physical time unit of the underlying BPA-PC is much larger, namely τ = 30 ps at the temperature 
studied here (T = 570 K) [35]. Note that the typical time-step in a CG dynamic simulation is 0.01 τ, 
thus roughly 0.3 ps. For N = 20 the atomistic simulations only covered a bead motion up to about 
the monomer size. This time mapping unit was used in fi gure 25.5a, which shows S Q t S Q( , ) / ( , )0  
for a N = 5 and N = 20 BPA-PC melt [12]. For each chain length two independent sets of data are 
shown; the fi rst has been obtained after reinsertion of chemical details in long-time CG trajectories 
(symbols); the second has been obtained from separate detailed, all-atom simulations (lines). Data 

FIGURE 25.5 (a) Dynamic scattering function S(Q,t) / S(Q,0) of BPA-PC chains in the melt (570 K) as 
measured by n-spin echo experiments versus the scaled time Q2t1/2 for Q = 0.2 Å−1 [12]. Data obtained by 
original atomistic simulations are shown by the solid and dashed line; data obtained from inverse mapped 
conformations are shown by the symbols. (b) Arrhenius representation of the time mapping constant for the 
ethylbenzene motions in PS melt [36].
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are presented for Q = 0.2 Å−1, which covers the typical chain extension. A remarkable agreement is 
observed by the data obtained based on the CG trajectory and the all-atom simulations. This perfect 
agreement of trajectories illustrates that the CG dynamic trajectories are physically  meaningful 
down to very small length and time scales. It also shows that with such a time mapping of CG 
and atomistic simulations absolute data for long time and large scale dynamic quantities can be 
obtained without calibrating simulation timescales using experimental data. Based on the above 
time- mapping and inverse-mapping methods, the largest all-atom system simulated consisted of 
200 BPA-PC chains of N = 120 (corresponding to roughly 800,000 atoms in a box with a linear 
dimension of 100 nm) up to 4 × 10−5 sec.

25.3.2.2 Dynamic Speedup: Additive Molecules in a Long-Chain Polystyrene Melt

The above route to determining the physical time scale in a CG simulation has been applied to 
several systems. To better understand the physical origin of the dynamic speedup in comparison 
with all-atom models and real-life experimental systems, we discuss in this section an example of a 
simulation study of the dynamics of CG ethylbenzene (EB) molecules dissolved in a CG PS micro-
structure. A physical time scale was obtained by mapping the simulated EB diffusion  coeffi cients 
onto the corresponding experimental data obtained by pulse fi eld gradient NMR [36]. The time 

FIGURE 25.6 (See color insert following page XXX.) Snapshots of selected molecules from CG  simulations 
of BPA-PC, PS, and 8AB8 indicating both CG centers and atomistic coordinates obtained through inverse 
mapping.
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 conversion unit τ = D DCG e/ xp (expressed in picoseconds) is presented in fi gure 25.5b on a loga-
rithmic scale versus the inverse temperature. The key observation is that τ depends exponentially 
on the temperature; that is, τ τ= −0 exp( / )A T , where the constant A is positive. This observation 
originates from the fact that energy barriers for EB diffusional motions are lower in the CG system 
where interparticle potentials are softer and more smoothly varying with distance. The time map-
ping τ(T) between the real and the CG system therefore follows an Arrhenius dependency with 
an “activation energy” kBA describing an average reduction of energy barriers in the CG system. 
It should be noted that DCG and Dexp do not follow an Arrhenius dependency. Because the time 
scale for migration of the relatively large EB molecules is coupled to chain rearrangements of the 
PS matrix, it is important that the CG model is capable of reproducing the non-Arrhenius (Vogel-
Fulcher) type temperature dependence of structural relaxation of the melt.

25.4 SOME RECENT DEVELOPMENTS AND FUTURE PERSPECTIVES

25.4.1 ADAPTIVE RESOLUTION MD

In many systems formation (e.g., self-assembly) and dynamics of large-scale structures and 
conformations cannot be decoupled from local, chemical processes and specifi c intermolecular 
interactions. To perform computer simulations for those cases, dual-scale resolution schemes can 
be used [37–42]. One can however even go beyond using molecular models with fi xed (single or 
dual) resolution and allow for a dynamic change of molecular resolution by changing the number 
of molecular DOF on-the-fl y during the course of an MD simulation. Recently, such an adap-
tive resolution scheme (AdResS) has been introduced in which molecules can freely exchange 
between a high-resolution and low-resolution region [43–45]. A key ingredient in this new method 
is a transition region in which a weighting function is applied that mixes the high-resolution and 
low-resolution pair forces thereby slowly modifying the resolution of the  molecules that move 
through [46]. The ‘latent heat’ associated with increasing or decreasing the number of molecular 
DOF is supplied or removed by a properly chosen thermostat. By these means thermodynamic 
equilibrium is maintained throughout the system. This method, which so far has been used for 
liquid water [44] and a polymer-solvent system [45], is of great  interest in a much wider variety of 
systems. An example could be an active site on a protein where the biological function requires 
an explicit description of solvent molecules. It would clearly be  benefi cial if far away from the 
active site the system could be described at lower resolution to avoid spending 99% of computer 
time on moving water molecules around in regions not of  primary interest.

25.4.2 SURFACE INTERACTIONS OF BIOMOLECULES

Interactions of biomolecules with metal and inorganic surfaces are becoming increasingly impor-
tant in nanobiotechnology. Typical questions involve how the functionality of a bio/inorganic 
hybrid device depends on the conformation of adsorbed biomolecules and how conformations are 
affected by the nature of the surface interactions involved. Multiscale modeling techniques that 
bridge between quantum, classical atomistic, and CG model descriptions are needed to approach 
such issues. Recently, initial steps have been made to bridge between the quantum and classical 
atomistic levels by performing a quantum-classical modeling of statistical conformations and 
interactions of amino acids and water molecules with metal surfaces [47]. This work has provided 
a recipe for treating surface interactions of amino acid residues in a classical-level description 
through an interactive quantum-classical modeling approach that can in principle be applied to 
larger organic molecules. Further progress will rely on the development of dual-resolution or 
adaptive resolution models that can be used to describe the system (solute and solvent) at high 
resolution close to the surface, combined with a description at lower resolution far away from the 
surface.



395

25.4.3 NONBONDED INTERACTIONS

Although the iterative Boltzmann inversion method (equation (25.7)) provides nonbonded interac-
tion potentials for CG models, it is based on radial distributions functions, which usually do not 
precisely defi ne the system. In addition this can lead to very complicated and long-range potentials, 
which reduce the effi ciency of the CG simulation signifi cantly. Ideally one should aim to put as 
little as possible prior information into the model because that unavoidably leads to CG potentials 
that lack transferability and thus predictive potential. With respect to CG models for biopolymers in 
solution (e.g., oligopeptides) one ideally develops the CG force fi eld in a way that distinguishes the 
bonded and nonbonded parts of the interaction potentials (in analogy to the method described above). 
Whereas for the bonded part, lessons learned from polymer coarse graining could be applied, for 
the nonbonded part important challenges remain. Current developments include empirical param-
eterization against thermodynamic data [48] and force-matching approaches [49,50]. Alternative to 
these approaches, intermolecular pair potentials of mean force obtained from atomistic MD simu-
lations can be used. Based on this approach, CG potentials for aqueous electrolytes were recently 
reported [51,52]. This method has been extended to a wide range of electrolytes including, for 
example, alkylammonium salts for which a realistic description of the ion pairing and dissociation 
equilibrium requires accounting for aspects of hydrophobicity that—in addition to standard electro-
statics—gives rise to an additional attraction between the ions [53].

25.4.4 PERSPECTIVES

Questions related to the specifi c systems discussed in this chapter lead automatically to another, 
almost philosophical aspect, namely—how specifi c is specifi c? In polymer physics one knows 
which properties are universal and which are chemistry specifi c. The systems considered there, 
however, are, in the end, very simple systems, where the above question is rather simple to answer. 
In problems related to structure formation, self-assembly, and surface interactions in synthetic and 
biological systems, specifi c interactions are operating. In these cases, it is far less understood which 
(chemistry) specifi c details should be kept in CG models (and which can safely be ignored). More-
over, it is not clear at what length scales the various CG modeling approaches described throughout 
this book merge and equally well describe these types of systems. Especially for biological mol-
ecules or complex structures employed in organic electronics, we, however, are still far away from 
such an understanding.
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