
Coarse Ricci curvature of weighted Riemannian
manifolds

Marc Arnaudon *, Xue-Mei Li †, Benedikt Petko‡

March 9, 2023

Abstract

We show that the generalized Ricci tensor of a weighted complete Riemannian
manifold can be retrieved asymptotically from a scaled metric derivative of Wasser-
stein 1-distances between normalized weighted local volume measures. As an ap-
plication, we demonstrate that the limiting coarse curvature of random geometric
graphs sampled from Poisson point process with non-uniform intensity converges to
the generalized Ricci tensor.
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1 Introduction and result
We revisit the notion of coarse Ricci curvature studied by Ollivier [Oll09]. With the ap-
plication to curvature of random geometric graphs in mind, we consider the case of a
Riemannian manifold with a potential. As a novel element, we consider the Wasserstein
distances of weighted volume measures on small geodesic balls to account for a smooth
potential on the manifold and recover the smooth generalized Ricci curvature of Rieman-
nian manifolds from a scaled metric derivative of Wasserstein distances of such measures.
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The approach to curvature using optimal transport distances of probability measures has
been referred to in the literature as "coarse curvature" or "Wasserstein curvature" of the
underlying space.

Let M be a complete, n-dimensional Riemannian manifold. For any x ∈ M and
ε, δ > 0 we denote the uniform probability measure supported on the geodesic ball Bε(x)
as

dµεx(z) :=
1Bε(x)(z)

vol(Bε(x))
dvol(z)

where vol is the standard Riemannian volume measure.
Let V : M → R be a smooth potential and e−V (z)dvol(z) the corresponding weight

measure on M . For any x ∈ M , define the (non-uniform) probability measure supported
on the geodesic ball Bε(x),

dνεx(z) := 1Bε(x)(z)
e−V (z)∫

Bε(x)
e−V (z′)dz′

dvol(z).

Our main results are Theorem 1.1 and Theorem 4.7. The first allows to extract the gener-
alized Ricci tensor from 1-Wasserstein distances of such measures:

Theorem 1.1. For any point x0 ∈ M , vector v ∈ Tx0M with ‖v‖ = 1 and δ, ε > 0
sufficiently small,

W1(νεx0 , ν
ε
y) = δ

(
1− ε2

2(n+ 2)
(Ricx0(v, v) + 2Hessx0V (v, v))

)
+O(δ2ε2) +O(δε3)

(1.1)
where y := expx0(δv).

Denoting the coarse curvature at scale ε as

κε(x0, y) := 1−
W1(νεx0 , ν

ε
y)

d(x0, y)
(1.2)

we deduce upon rearrangement of the expansion (1.1) and taking the limit that

lim
ε,δ→0

2(n+ 2)

ε2
κε(x0, y) = Ricx0(v, v) + 2Hessx0(v, v). (1.3)

Theorem 1.1 extends a result of Ollivier [Oll09] and we present a detailed proof.
As an application, in Theorem 4.7 we extend a result of Hoorn et al. [vdHCL+21]

showing that the coarse curvature of random geometric graphs sampled from a Pois-
son point process with increasing intensity, proportional to the non-uniform measure
e−V (z)vol(dz), converges to the smooth Ricci curvature modified by the Hessian of V .
Our method allows to deal with the non-uniformity of the intensity of the Poisson process
as well as the non-uniformity incurred by the exponential mapping.

Remark 1.2. We qualify the term "sufficiently small" for δ, ε in Theorem 1.1. In all
arguments, we will assume that δ, ε are as small as needed in a way only dependent on a
compact neighbourhood of x0 ∈M . The need for such restriction is for two reasons:

• in manifold distance estimates of Section 2 to ensure that all geodesics in the vari-
ations used are length-minimizing and unique. This can be done by restricting δ, ε
to some small enough fraction of the uniform injectivity radius at x0.

• in Wasserstein distance estimates of Section 3, to apply the Inverse Function Theo-
rem for the transport map T which has non-zero determinant at x0
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We will assume throughout this work that such restrictions are in place and are covered
implicitly by the "sufficiently small" assumption for δ, ε.

Remark 1.3. Ollivier [Oll09, Example 5] presented a similar result by using uniform
measures shifted in the direction of −∇V (x) for a uniform measure centered at x ∈ M .
Nonetheless, to obtain this, the correct magnitude for this shift is chosen a posteriori.
This is in contrast to our method of non-uniform measures, which does not allow this
degree of freedom and can therefore be seen as more intrinsic to the weighted manifold.
We emphasize the distinction in that our method employs non-uniform measures rather
than uniform. Moreover, our approach is more suitable for our application to random
geometric graphs sampled from a Poisson point process with non-uniform intensity.

We now follow through with two ingredients needed for proving Theorem 1.1, man-
ifold distance and Wasserstein distance estimates, presented in Sections 2 and 3, respec-
tively. The application to random geometric graphs constitutes Section 4. The clearly
presented intermediate geometric estimates could be of independent interest.

Acknowledgement. This research has been supported by the EPSRC Centre for Doc-
toral Training in Mathematics of Random Systems: Analysis, Modelling and Simulation
(EP/S023925/1). XML acknowledges partial support from the EPSRC (EP/S023925/1
and EP/V026100/1).

2 Manifold distance estimates
The 1-Wasserstein distance of measures is by definition the minimum of an average of
distances of pairs of points on the manifold. Variations of geodesics are a standard tool
for local estimation of distances on Riemannian manifolds. We introduce preliminary
notation for this section.

Notation 2.1. Let v ∈ Tx0M be a unit vector. The maps c : [0, ε] × [0, 1] → M will
denote various smooth variations, to be specified, of the geodesic γ : [0, 1]→M ,

γ(t) := expx0(tδv)

so that c(0, t) = γ(t). Denote the Jacobi field corresponding to the variation c as

J(t) :=
∂

∂s

∣∣∣∣
s=0

c(s, t)

and the covariant derivatives of J with respect to γ̇ along γ by D
dt
J(t), D

2

dt2
J(t). Recall J

satisfies the Jacobi equation

D2

dt2
J(t) = −R(J(t), γ̇(t))γ̇(t)

where R is the Riemann curvature tensor. For any vector field X defined along γ, we
denote the part perpendicular to γ̇ as

X⊥ := X − 1

δ2
〈X, γ̇〉 γ̇.

Denote by //t: Tx0M → Tγ(t)M the parallel transport along the geodesic γ with respect to
the Levi-Civita connection and denote by Hessx0V

# : Tx0M → Tx0M the unique linear
map such that 〈

Hessx0V
#(v), w

〉
= Hessx0V (v, w) ∀v, w ∈ Tx0M.
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For the distance estimates we will make use of the standard formulas for first and
second derivatives of the length

L(ε, δ) :=

∫ 1

0

∥∥∥∥∂c(ε, t)∂t

∥∥∥∥ dt
in terms of J (see [Jos17, Chap. 6]):

Lemma 2.2. The first two derivatives of the length L in the first variable at 0 are

∂

∂s

∣∣∣∣
s=0

L(s, δ) =
1

δ
〈J(t), γ̇(t)〉|t=1

t=0 , (2.1)

∂2

∂s2

∣∣∣∣
s=0

L(s, δ) =
1

δ

[∫ 1

0

〈
D

dt
J(t)⊥,

D

dt
J(t)⊥

〉
−
〈
R(J(t)⊥, γ̇(t))γ̇(t), J(t)⊥

〉
dt

]
+

1

δ

〈
D

∂s

∂

∂s

∣∣∣∣
s=0

c(s, t), γ̇(t)

〉∣∣∣∣t=1

t=0

=
1

δ

〈
D

dt
J(t)⊥, J(t)⊥

〉∣∣∣∣t=1

t=0

+
1

δ

〈
D

∂s

∂

∂s

∣∣∣∣
s=0

c(s, t), γ̇(t)

〉∣∣∣∣t=1

t=0

. (2.2)

We will consider two different variations c1 and c2 of the geodesic γ(t) = expx0(tδv)
which will afford key distance estimates for the optimal transport problem in Theorem
1.1.

2.1 Pointwise transport distance estimate
We proceed with defining c1, the purpose of which is to approximate pointwise trans-
port distance by a certain transport map defined later. Using these pointwise distance
estimates, we will be able to conclude an upper bound for the Wasserstein distance in
Theorem 1.1.

Notation 2.3. For any v, w ∈ Tx0M with ‖v‖ = 1 and ‖w‖ 6 1 we introduce the
transport vector

w′ := w − ε

2
(1− ‖w‖2)(//−1

1 ∇V (y)−∇V (x0)) = w +O(δε), (2.3)

where we abuse the notation O(δε) to denote a vector of magnitude of order δε.
Consider the geodesics

θ(s) := expy(s //1 w
′), η(s) := expx0(sw) (2.4)

where y = expx0(δv) and the family indexed by s of geodesics parametrized by t starting
from η(s) and reaching θ(s) at t = 1, i. e. the map c1 : [0, ε]× [0, 1]→M defined by

c1(s, t) = expη(s)(t exp−1
η(s)(θ(s)))

which is a variation of the geodesic t 7→ expx0(tδv). See Fig. 1 for an illustration of this
variation. Note that

θ(s) = c1(s, 1), η(s) = c1(s, 0)

are the bottom and the top curves in Fig. 1 and for every s ∈ [0, ε], t 7→ c1(s, t) is a
geodesic. Moreover, γ(t) = expx0(tδv) = c1(0, t) is the leftmost geodesic in the figure.
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The aim of this variation is to estimate the distance of the two corners θ(ε) and η(ε)
given by the variation c1 of the geodesic γ from η to θ. To emphasize the dependency on
both δ and ε, we will denote the length

L1(ε, δ) :=

∫ 1

0

∥∥∥∥∂c1(ε, t)

∂t

∥∥∥∥ dt = d(c1(ε, 1), c1(ε, 0)) = d(θ(ε), η(ε)). (2.5)

We begin with preliminary estimates on the Jacobi field of the variation c1.

Lemma 2.4. The Jacobi field J(t) = ∂
∂s

∣∣
s=0

c1(s, t) satisfies∥∥∥∥DdtJ(t)

∥∥∥∥ = O(δε) +O(δ2) (2.6)

and
//−1
t J(t) = J(0) +O(δε) +O(δ2) ∀t ∈ [0, 1]. (2.7)

Proof. Recall γ̇(t) = δ //t v and hence the Jacobi equation implies∥∥∥∥D2

dt2
J(t)

∥∥∥∥ = ‖R(J(t), γ̇, (t))γ̇(t)‖ 6 Cδ2‖J(t)‖ (2.8)

where C = supt∈[0,1] ‖Rγ(t)(·, //t v) //t v‖ < ∞ in the sense of operator norm. The
expansion for J up to t = 1 with integral remainder is

//−1
1 J(1) = J(0) +

D

dt

∣∣∣∣
t=0

J(t) +

∫ 1

0

(1− u) //−1
u

D2

dt2
J(u)du.

Since //−1
1 J(1)− J(0) = w′ − w has magnitude of order δε, this implies∥∥∥∥Ddt

∣∣∣∣
t=0

J(t)

∥∥∥∥ 6 O(δε) + Cδ2‖J(t)‖

and hence

‖J(t)‖ 6 ‖J(0)‖+

∫ t

0

∥∥∥∥DdtJ(u)

∥∥∥∥ du 6 1 +O(δε) + Cδ2

∫ t

0

‖J(u)‖du

which yields by Grönwall’s lemma that

‖J(t)‖ 6 (1 +O(εδ))eCδ
2t = 1 +O(δ2) +O(δε).

As a consequence, we deduce from (2.8) that

D2

dt2
J(t) = O(δ2)

and thus

//−1
t

D

dt
J(t) =

D

dt

∣∣∣∣
t=0

J(t) +

∫ t

0

//−1
u

D2

dt2
J(u)du = O(δε) +O(δ2)

and finally

//−1
t J(t) = J(0) +

∫ t

0

//−1
u

D

dt
J(u)du

where the second term has norm of the required order.
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γ

ηx0

c1(ε, ·)

θ

θ(ε)

η(ε)

y

c1(s, ·)

w

v

//1 w
′

Figure 1: Geodesic variation c1 (with positive sectional curvature in the v, w-plane)

Proposition 2.5. For any v, w ∈ Tx0M with ‖v‖ = 1, ‖w‖ 6 1 and δ, ε sufficiently small,
we have the estimate for the distance between expx0(εw) and expexpx0 (δv)(ε //1 w

′) where
w′ is given by (2.3), expressed by the geodesic length

L1(ε, δ) = δ

(
1− ε2

2

[
Kx0(v, w)(‖w‖2 − 〈v, w〉2) + Hessx0V (v, v)(1− ‖w‖2)

])
+O(δ2ε2) +O(δε3)

(2.9)
where the O(ε2δ2) +O(δε3) terms are uniformly bounded in v and w.

Proof. We expand the length L1(ε, δ) in the first variable,

L1(ε, δ) = L1(0, δ) + ε
∂

∂s

∣∣∣∣
s=0

L1(s, δ) +
ε2

2

∂2

∂s2

∣∣∣∣
s=0

L1(s, δ) +O(ε3) (2.10)

and compute the first and second order coefficients using the variation c1(s, ·).
The Jacobi field J(t) := ∂

∂s

∣∣
s=0

c1(s, t) satisfies the boundary conditions

J(0) =
d

ds

∣∣∣
s=0

η(s) = w, J(1) =
d

ds

∣∣∣
s=0

θ(s) = //1 w
′

where w′ is given by Eq. (2.3). Then the first order coefficient in the expansion (2.10) is

∂

∂s

∣∣∣∣
s=0

L1(s, δ) =
1

δ
(〈J(1), γ̇(1)〉 − 〈J(0), γ̇(0)〉)

= 〈//1 w′, //1 v〉 − 〈w, v〉

= −δε
2

(1− ‖w‖2)Hessx0V (v, v)

by the formula (2.1) and plugging in for w′.
The second order variation of length formula (2.2) reduces to

∂2

∂s2

∣∣∣∣
s=0

L1(s, δ) =
1

δ

∫ 1

0

〈
D

dt
J(t)⊥,

D

dt
J(t)⊥

〉
−
〈
R(J(t)⊥, γ̇(t))γ̇(t), J(t)⊥

〉
dt

since D
∂s

∂
∂s
c(s, 0) = D

∂s
∂
∂s
c(s, 1) = 0 as s 7→ c(s, 0), s 7→ c(s, 1) are geodesics. By the

estimate (2.6), the first term is∫ 1

0

〈
D

dt
J(t)⊥,

D

dt
J(t)⊥

〉
dt = O(δ2ε2) +O(δ3ε) +O(δ4).
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Moreover, by smoothness of R in the base point, we have ‖ //−1
t ◦R◦ //t −R‖ = O(δ) as

the parallel transport is along a geodesic of length δ. Then by multi-linearity of R and the
estimate (2.7),∫ 1

0

〈
R(J(t)⊥, γ̇(t))γ̇(t), J(t)⊥

〉
dt = δ2

∫ 1

0

〈
R(//−1

t J(t)⊥, v)v, //−1
t J⊥(t)

〉
dt+O(δ3)

= δ2 〈R(w, v)v, w〉+O(δ3)

noting that
〈
R(w⊥, v)v, w⊥

〉
= 〈R(w, v)v, w〉 by anti-symmetry of the curvature tensor

and since w⊥ − w is parallel to v by definition.
Therefore, coming back to the second order coefficient and plugging in,

∂2

∂s2

∣∣∣∣
s=0

L1(s, δ) = δ 〈R(w, v)v, w〉+O(δ2) = δK(v, w)(1− 〈v, w〉2) +O(δ2).

Finally, theO(ε3) term in (2.10) is in factO(δε3) since L1(ε, δ) = O(δ) and L1 is smooth.

Remark 2.6. We will use repeatedly the following fact. Let φ : R2 → R be a function
smooth at the origin. If φ(x, y) = O(xa ∧ yb) then φ(x, y) = O(xayb). For a = b = 1,
this can be seen by expanding up to first order,

φ(x, y) = φ(0, 0) + ∂xφ(0, 0)x+ ∂yφ(0, 0)y +R11(x, y)x2 +R12(x, y)xy +R22(x, y)y2

for some smooth remainder functions R11, R12, R21 ∈ C∞(R2). Then φ(x, y) = O(y)
implies φ(0, 0) = ∂xφ(0, 0) = 0 and R11(x, y) = O(y), and φ(x, y) = O(x) implies
∂yφ(0, 0) = 0 andR22(x, y) = O(x). Then φ(x, y) = R′(x, y)xy for someR′ ∈ C∞(R2).
The argument is similar for arbitrary a, b ∈ N.

Proposition 2.5 is similar to the following distance estimate on geodesic triangles, see
e. g. [Mey04] [LV10].

Lemma 2.7. For any w1, w2 ∈ Tx0M linearly independent and ε > 0 sufficiently small,

d(expx0(εw1), expx0(εw2)) = ε‖w1 − w2‖ −
1

6

〈R(w1, w2)w2, w1〉
‖w1 − w2‖

ε3 +O(ε4).

2.2 Projection distance estimate
We construct the variation c2 for the purpose of estimating the projection distance to a
specific submanifold. This projection distance will serve as a suitable 1-Lipschitz func-
tion for establishing a lower bound on the Wasserstein distance in Theorem 1.1 by the
Kantorovich-Rubinstein duality.

Let E be a smooth embedded submanifold of the Riemannian manifold M .

Definition 2.8. An open neighbourhood U of E in M is said to be a tubular neighbour-
hood if there exists an open subset of the normal bundle W ⊂ TE⊥ such that E ⊂ W
and exp : W → U is a diffeomorphism.

The following is due to R. Foote [Foo84]:

Lemma 2.9. For every compact, embedded smooth submanifold E of M , there is a tubu-
lar neighbourhood U of E in M such that the shortest distance projection map

p(x) := argminz∈Ed(x, z). (2.11)

7



Figure 2: Geodesic variation c2

is well-defined on U and smooth on U \E, and the distance to projection z 7→ d(z, p(z))
is also smooth on U \ E.

Moreover, if E is a codimension 1 submanifold with ν ∈ Γ(TE⊥) a unit vector field
normal to the submanifold then the signed distance to projection defined by

f(z) := sign(〈exp−1
p(z)(z), ν(z)〉)d(z, p(z)) (2.12)

is smooth on all of U .

We now consider the concrete submanifold of codimension 1,

E := expx0{v
⊥} := {expx0(w) : w ∈ Tx0M, 〈w, v〉 = 0} ⊂M (2.13)

and recall that the second fundamental form for E is the 2-covariant tensor field, defined
at x0 for two vectors u, v ∈ Tx0E as

Π(u, v) := 〈∇uν, v〉 = −〈ν,∇uV 〉

where V on the right is an arbitrary local vector field extending v (see [Jos17, Chap. 5])
and ν ∈ Γ(TE⊥) a unit normal vector field with ν(x0) = v.

Remark 2.10. We shall make use of the fact that Π vanishes at x0 ∈ M for this sub-
manifold, which we prove for the readers’ convenience. Using the normal coordinates
(x1, . . . , xn) of M at x0 ∈M , we may assume (x1, . . . , xn−1) are the normal coordinates
of E at x0. Then Γkij(x0) = 0 (see [Jos17, Chap. 1.4]) and for arbitrary vector fields
X =

∑n−1
i=1 X

i ∂
∂xi
, Y =

∑n−1
i=1 Y

i ∂
∂xi
∈ Γ(TE), it holds that

∇XY (x0) =
n−1∑
i,j=1

X i(x0)Γkij(x0)Y j(x0)
∂

∂xk
(x0) +X i(x0)

∂Y j

∂xj
(x0)

∂

∂xj
(x0)

=
n−1∑
i,j=1

X i(x0)
∂Y j

∂xj
(x0)

∂

∂xj
(x0) ∈ Tx0E

and thus Π(X, Y )(x0) = −〈ν(x0),∇XY (x0)〉 = 0 since ν is normal to E.

We now define the geodesic variation c2, with its depiction in Fig. 2. As before, denote
for a vector w ∈ Tx0M with ‖w‖ 6 1 the geodesic

θ(s) := expy(s //1 w
′)

8



where w′ is defined by (2.3). Let c2 : [0, ε]× [0, 1]→ M be the variation of the geodesic
γ(t) = expx0(tδv) defined by

c2(s, t) = expp(θ(s))(t exp−1
p(θ(s))(θ(s)))

where p is the projection map given by (2.11), and denote the length

L2(ε, δ) :=

∫ 1

0

∥∥∥∥∂c2(ε, t)

∂t

∥∥∥∥ dt = d(c2(ε, 1), c2(ε, 0)) = d(θ(ε), p(θ(ε)))

and the signed length

L̃2(ε, δ) := sign(
〈
exp−1

x0
(c2(ε, δ)), v

〉
)L2(ε, δ), (2.14)

which is smooth by Lemma 2.9.

Proposition 2.11. For any vectors v, w ∈ Tx0M with ‖v‖ = 1, ‖w‖ 6 1 and δ, ε suffi-
ciently small, the signed distance between expexpx0 (δv)(ε //1 w

′) and its projection to E
has expansion

L̃2(ε, δ) = δ + ε 〈v, w〉 − ε2δ

2

[
Kx0(v, w)(‖w‖2 − 〈v, w〉2) + Hessx0V (v, v)(1− ‖w‖2)

]
+O(ε2δ2) +O(ε3)

(2.15)
where the O(ε2δ2) +O(ε3) terms are uniformly bounded in v and w.

Proof. Since L̃2(s, δ) = L2(s, δ) for small s, their derivatives at s = 0 also agree, and
we may apply again the method of geodesic variations to compute ∂

∂s

∣∣
s=0

L2(s, δ) and
∂2

∂s2

∣∣∣
s=0

L2(s, δ) in order to obtain the coefficients of the expansion of L̃2(ε, δ).

The Jacobi field J(t) = ∂
∂s

∣∣
s=0

c2(s, t) satisfies boundary condition J(1) = //1 w
′.

Moreover, J(0) ∈ Tx0E because c2(s, 0) ∈ E for all s ∈ [0, ε], hence in particular
γ̇(0) ⊥ J(0) and J⊥(0) = J(0). By the formula (2.1), the order ε coefficient is thus

∂

∂s

∣∣∣∣
s=0

L2(s, δ) =
1

δ
(〈J(1), γ̇(1)〉 − 〈J(0), γ̇(0)〉)

=
1

δ

〈
//−1

1 J(1), //−1
1 γ̇(1)

〉
= 〈v, w〉 − δε

2
Hessx0(v, v)(1− ‖w‖2). (2.16)

By the formula (2.2), the order ε2 coefficient is

∂2

∂s2

∣∣∣∣
s=0

L2(s, δ) =
1

δ

(〈
D

dt

∣∣∣∣
t=1

J⊥(t), J⊥(1)

〉
−
〈
D

dt

∣∣∣∣
t=0

J⊥(t), J⊥(0)

〉)
+

1

δ

(〈
D

∂s

∂

∂s

∣∣∣∣
s=0

c2(s, 1), γ̇(1)

〉
−
〈
D

∂s

∂

∂s

∣∣∣∣
s=0

c2(s, 0), γ̇(0)

〉)
.

(2.17)
We show that all terms on the right vanish except for the first one which we then further
estimate. For any u ∈ Tx0E,〈

D

dt

∣∣∣∣
t=0

J⊥(t), u

〉
=

〈(
D

∂s

∂

∂t

∣∣∣∣
t=s=0

c2(s, t)

)⊥
, u

〉
= δΠ

(
∂

∂s

∣∣∣∣
s=0

c2(s, 0), u

)
= 0

9



as the second fundamental form vanishes at x0. Since ∂
∂s

∣∣
s=0

c(s, 0) ∈ Tx0E, this implies
D
dt

∣∣
t=0

J⊥(t) = 0. Similarly,〈
D

∂s

∂

∂s

∣∣∣∣
s=0

c(s, 0), γ̇(0)

〉
= −δΠ

(
∂

∂s

∣∣∣∣
s=0

c(s, 0),
∂

∂s

∣∣∣∣
s=0

c(s, 0)

)
= 0.

Since s 7→ θ(s) is a geodesic, D
∂s

∂
∂s
c(s, 1) = D

ds
θ(s) = 0, the third term is also 0.

We now estimate the first term in (2.17). For any t ∈ [0, 1] we have the expansion
with integral remainder,

//−1
t J⊥(t) = J⊥(0) +

∫ t

0

(t− u) //−1
t

D2

dt2
J⊥(t)dt

= J⊥(0)− δ2

∫ t

0

(t− u) //−1
t R(J⊥(t), //t v) //t v dt

= J⊥(0) +O(δ2).

This in particular also holds for t = 1 so we deduce that

//−1
1 J⊥(1)− //−1

t J⊥(t) = O(δ2).

Moreover, the Jacobi equation gives

//−1
1

D

dt

∣∣∣∣
t=1

J⊥(t) = −δ2

∫ 1

0

//−1
t R(J⊥(t), //t v) //t v dt

so the second derivative is

∂2

∂s2

∣∣∣∣
s=0

L2(s, δ) =
1

δ

〈
D

dt

∣∣∣∣
t=1

J⊥(t), J⊥(1)

〉
= −δ

∫ 1

0

〈
//−1
t R(J⊥(t), //t v) //t v, //

−1
1 J⊥(1)

〉
dt

= −δ
∫ 1

0

〈
R(//−1

t J⊥(t), v)v, //−1
1 J⊥(1)

〉
dt+O(δ2)

= −δ
∫ 1

0

〈
R(//−1

1 J⊥(1) +O(δ2), v)v, //−1
1 J⊥(1)

〉
dt+O(δ2)

= −δ 〈R(w′, v)v, w′〉+O(δ2)

= −δ 〈R(w, v)v, w〉+O(δ2)

using that ‖ //−1
t ◦R◦ //t −R‖ = O(δ) and ‖w′ − w‖ = O(δε).

Hence the coefficients of the expansion of L̃2(ε, δ) in ε are as required.

We may deduce the expansion in ε of the difference of signed lengths:

Corollary 2.12. For any vectors v, w ∈ Tx0M with ‖v‖ = 1, ‖w‖ 6 1 and δ, ε sufficiently
small,

L̃2(ε, δ)− L̃2(ε, 0)

= δ

(
1− ε2

2

[
Kx0(v, w)(‖w‖2 − 〈v, w〉2) + Hessx0V (v, v)(1− ‖w‖2)

])
+O(δ2ε2) +O(δε3)

= L1(ε, δ) +O(δ2ε2) +O(δε3)

where the O(ε2δ2) +O(δε3) terms are uniformly bounded in v and w.
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Proof. From the preceding proposition, subtracting the two lengths we first obtain almost
the expansion above, except the last term is at first only O(ε3), but since the difference
vanishes is also O(δ), it must in fact be O(δε3), see Remark 2.6. The second equality
in the statement of the corollary follows by comparison with Proposition 2.5 since the
expansions agree up to the term O(δ2ε2) +O(δε3).

3 Wasserstein distance approximations
The following two preliminary lemmas relate the Ricci curvature to the sectional curva-
ture by integral averages, thereby providing a bridge between the distance estimates of
the previous section and the Wasserstein distance estimates that will follow.

The standard Ricci curvature is usually defined as the contraction of the Riemann
curvature tensor and expressed equivalently by the sectional curvature,

Ric(v, v) :=
n∑
i=1

〈R(v, ei)ei, v〉 = K(v, ei)(1− 〈v, ei〉2).

The Ricci curvature can equivalently be expressed as an average over a sphere or ball
of arbitrary non-zero radius. We shall denote by Br the ball of radius r > 0 in Tx0M
centered at the origin and σ the uniform surface measure on the sphere ∂Bε.

Lemma 3.1 (Ricci curvature as average over a sphere). For any x0 ∈ M, v ∈ Tx0M with
‖v‖ = 1 and ε > 0, it holds that

ε2

n
Ric(v, v) = −

∫
∂Bε

K(v, w)(ε2 − 〈v, w〉2)dσ(w). (3.1)

Proof. The standard definition of Ricci curvature

Ric(v, v) :=
n∑
i=1

〈R(v, ei)ei, v〉 =
n∑
i=1

K(v, ei)(1− 〈v, ei〉2) (3.2)

is independent of the choice of orthonormal basis (ei) of TpM [Jos17, Chap. 4.3]. We
exploit this by integrating the expression on the right over all orthogonal transformations
in SO(n) with respect to the Haar measure on SO(n). Denote Sn−1 the unit sphere and
note that it is a homogeneous space with the transitive group action

SO(n)× Sn−1 → Sn−1, (A, v) 7→ Av

and moreover Sn−1 ∼= SO(n)/SO(n− 1).
Let (e1, . . . en) be any orthonormal basis of Tx0M . The average integral of the right-

hand side of (3.2) over SO(n) is

−
∫
SO(n)

n∑
i=1

K(v,Aei)(1− 〈v,Aei〉2)dA = n−
∫
Sn−1

K(v, w)(1− 〈v, w〉2)dσ(w).

The equality follows from the fact that the mapping

SO(n)→ Sn−1, A 7→ Ae

is surjective for any e ∈ Sn−1 and the pushforward of the Haar measure on SO(n) is
a multiple of the Riemannian volume measure on Sn−1, where we assume that Sn−1

is equipped with the homogeneous Riemannian structure. This multiplicative constant
vanishes when taking the average integral and we obtain (3.1) for ε = 1. The change of
variable w̃ = εw gives the formula for arbitrary ε > 0.
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Lemma 3.2 (Ricci curvature as average over a ball). For any x0 ∈M , v ∈ Tx0M, ‖v‖ = 1
and ε > 0 it holds that

ε2

n+ 2
Ric(v, v) = −

∫
Bε

K(v, w)
(
‖w‖2 − 〈v, w〉2

)
dw (3.3)

where dw denotes the Euclidean volume measure on Tx0M .

Proof. Let σ denote the standard surface measure on ∂Br and write the integral on the
right as

1

|Bε|

∫ ε

0

∫
∂Br

K(v, w)(‖w‖2 − 〈v, w〉2)dσ(w)dr

=

∫ ε

0

σ(∂Br)

|Bε|
r2−
∫
∂Br

K(v, w)

(
1− 〈v, w〉

2

‖w‖2

)
dσ(w)dr

= n

∫ ε

0

ε−nrn+1dr−
∫
∂B1

K(v, w)(1− 〈v, w〉2)dσ(w)

=
ε2

n+ 2
Ric(v, v)

(3.4)

where the second equation follows from the fact that the integrand of the dσ(w) integral
is independent of r, so the average can be taken over ball of any radius, and the integral
over r follows from the fact that

|Br| =
(r
ε

)n
|Bε|, σ(∂Br) =

∂|Br|
∂r

which gives σ(∂Br)
|Bε| = nε−nrn−1. The last line follows from the identity (3.1).

3.1 Density estimates
Lemma 3.2 represented the Ricci curvature as an average over a ball in the tangent space.
Since it’s more natural to consider measures on the manifold, we will apply Lemma 3.8
to follow to compare uniform measures on geodesic balls in the manifold and the push-
forwards of the uniform measure on the ball in the tangent space by the exponential map.
The density estimates of this section are auxilliary in proving the Wasserstein distance
approximations of the next section.

We shall make repeated use of the following simple observation about determinants,
which will appear when using the change of variable formula.

Lemma 3.3. Let A(ε) = (aij(ε)) = δij +bij(ε) be a smooth n×n matrix-valued function
where bij(ε) = O(ε2). Then

detA(ε) = 1 +
∑
i

bii(ε) +O(ε4).

Proof. Recall
detA =

∑
σ∈Pn

sgn(σ)a1σ(1) . . . anσ(n)

and consider the permutations σ by two cases:

• if σ 6= id then ∃i, j such that σ(i) 6= i, σ(j) 6= j. Then aiσ(i)ajσ(j) = biσ(i)bjσ(j) =
O(ε4) and thus also a1σ(1) . . . anσ(n) = O(ε4).
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∂
∂xj
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Figure 3: Geodesic variation c3

• if σ = id then a1σ(1) . . . anσ(n) = a11 . . . ann =
∏

i(1 + bii(ε))
n = 1 +

∑
i bii(ε) +

O(ε4).

Summing over all permutations σ, we see that the constant term is 1, the O(ε) term
vanishes, the ε2 term is

∑
i bii(ε) and the rest is of order ε4.

Remark 3.4. Similarly, if A(ε, δ) = (aij(ε, δ)) = δij + bij(ε, δ) is such that bij = O(δε)
then

detA(ε, δ) = 1 +
∑
i

bii(ε, δ) +O(δ2ε2).

Lemma 3.5. In normal coordinates (x1, . . . , xn) at x0 ∈M , it holds that

gij(z) = δij +O(ε2) ∀z ∈ Bε(x0)

and hence det(gij(z)) = 1 +O(ε2).

Proof. Writing z = expx0(sw) for some w ∈ Tx0M, |w| = 1 and s > 0, we expand

gij(z) = gij(expx0(sw))

= gij(x0) + s
∂

∂xk
gij(x0)wk + rij(z, x0)

= δij + rij(z, x0)

where rij(·, x0) = O(ε2) is the remainder and we applied the property of normal coordi-
nates that gij(x0) = δij and ∂

∂xk
gij(x0) = 0 (see [Jos17, Chapter 1.4]).

Lemma 3.6. In local coordinates (x1, . . . , xn) at x0 ∈M , it holds that

∂(exp−1
x0

)i

∂xj
(z) = δij +O(ε2) ∀z ∈ Bε(x0)

and hence

det

(
∂(exp−1

x0
)i

∂xj
(z)

)
ij

= 1 +O(ε2) ∀z ∈ Bε(x0)

Proof. Let z ∈ BM
ε (x0) be fixed and define the two geodesics

ξ(t) := expx0
(
t exp−1

x0
(z)
)
, ζ(s) := expz

(
s
∂

∂xj
(z)

)
.

13



To compute
∂(exp−1

x0
)i

∂xj
we consider the variation of the geodesic ξ given by

c3(s, t) := expx0
(
t exp−1

x0
(ζ(s))

)
(see Fig. 3) with the associated Jacobi field along ξ,

J(t) :=
∂

∂s

∣∣∣∣
s=0

c3(s, t)

which satisfies the Jacobi equation with boundary conditions,

D2

dt2
J(t) = −R(J(t), ξ̇)ξ̇, J(0) = 0, J(1) =

∂

∂xj
(z).

Denote E1(ξ(t)) := ξ̇(t) and consider E2, . . . , En a completion of E1 to an orthonormal
frame field along ξ. Then J(t) = J i(t)Ei(t) for some smooth J i : [0, 1] → R. Denoting
J̇ i, J̈ i the derivatives in t, the Jacobi equation reads

J̈(t)i = −J j(t)‖ξ̇‖2 〈R(Ej, E1)E1, Ei〉 = −J j(t)‖ξ̇‖2Ri
1j1. (3.5)

It is clear that the initial and final conditions with respect to the frame (Ei) are J i(0) = 0
and J i(1) = δij .

Moreover, for any fixed z ∈ Bε(x0),

D

dt

∣∣∣∣
t=0

J(t) =
D

∂t

∂

∂s

∣∣∣∣
s=0,t=0

c3(s, t) =
D

∂s

∣∣∣∣
s=0

∂

∂t

∣∣∣∣
t=0

c3(s, t)

=
D

ds

∣∣∣∣
s=0

exp−1
x0

(c3(s, 1)) =
d

ds

∣∣∣∣
s=0

exp−1
x0

(c3(s, 1))

= D exp−1
x0

(
d

ds

∣∣∣∣
s=0

c3(s, 1)

)
= D exp−1

x0

(
∂

∂xj
(z)

)
=
∂ exp−1

x0

∂xj
(z).

Integrating the Jacobi equation (3.5) twice yields

J i(1)− J i(0)− J̇ i(0) = −
∫ 1

0

∫ t

0

J j(s)‖ξ̇(s)‖2Ri
1j1(ξ(s))dsdt

and hence
∂(exp−1

x0
)i

∂xj
(z) = J̇ i(0) = δij +

∫ 1

0

∫ t

0

J j(s)‖ξ̇(s)‖2Ri
1j1(ξ(s))dsdt = δij +O(ε2)

because ‖ξ̇‖ = O(ε).

Notation 3.7. For x ∈M , denote

B̃ε(x) ⊂ TxM, Bε(x) := expx

(
B̃ε(x)

)
⊂M

the ε-balls in TxM and M , respectively, and the probability measures

dµ̃εx(w) =
1B̃ε(x)(w)

|B̃ε(x)|
dw on TxM,

µ̄εx(z) = (expx)∗µ̃
ε
x(z) on M,

dν̃εx(w) =
e−V (expx w)∫

B̃ε(x)
e−V (expx w

′)dµ̃εx(w
′)
dµ̃εx(w) on TxM,

ν̄εx(z) = (expx)∗ν̃
ε
x(z) on M,

dνεx(z) =
e−V (z)∫

Bε(x)
e−V (z′)dµεx(z

′)
dµεx(z) on TxM.
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The auxilliary measures µ̄εx, ν̄
ε
x will be instrumental in approximating W1(νεx0 , ν

ε
y).

Lemma 3.8. For δ, ε sufficiently small, µ̄εx and µεx are equivalent measures on M , sup-
ported on Bε(x) with mutual density

dµ̄εx
dµεx

(z) = 1 + h(z, x) (3.6)

where h : M ×M → R is an a. e. smooth function such that h(·, x) = O(ε2) for every
x ∈M and

∫
h(z, x)dµx(z) = 0.

Proof. The uniform measures on B̃ε(x) and Bε(x) can be represented as differential
forms,

dµ̃εx := C̃1Bε(0)de
1 ∧ . . . ∧ den, dµεx := C1BMε (x)

√
det(gij)dx

1 ∧ . . . ∧ dxn, (3.7)

where (e1, . . . , en) are Euclidean coordinates at 0 ∈ TxM , (x1, . . . , xn) are normal coordi-

nates at x0 ∈ M and C̃ :=
∣∣∣B̃ε(x)

∣∣∣−1

, C := vol(Bε(x))−1 are the normalizing constants.

Denoting (exp−1
x )i = ei ◦ exp−1

x , the push-forward µ̄εx is then

dµ̄εx(z) = (expx)∗dµ̃
ε
x(z) = C̃1Bε(x)(z)d(e1 ◦ exp−1

x ) ∧ . . . ∧ d(en ◦ exp−1
x )

= C̃1Bε(x)(z) det

(
∂(exp−1

x )i

∂xj
(z)

)
dx1 ∧ . . . ∧ dxn.

(3.8)

See [Lee13, Chap. 9] for details on this local coordinate expression. Comparing (3.7)
and (3.8), since the determinants are non-vanishing we see that the two measures are
equivalent and their mutual density is given by

dµ̄εx
dµεx

(z) =
C̃

C
det

(
∂(exp−1

x )i

∂xj
(z)

)
× det(gij(z))−

1
2 . (3.9)

Smoothness in x0 is clear and we know from Lemmas 3.5 and 3.6 that the determinants
on the right are 1 +O(ε2) for every x ∈M . The expansion (1 + a)−

1
2 = 1− 1

2
a+O(a2)

implies also det(gij)
− 1

2 = 1 +O(ε2).
It remains to see the ratio of the normalizing constants satisfies C̃

C
= 1 + O(ε2) as

a smooth function of the point x ∈ M . Integrating both sides of (3.9) over Bε(x) with
respect to µεx we obtain

µ̄εx(Bε(x)) =
C̃

C
µεx(Bε(x))(1 +O(ε2)). (3.10)

The probability measures µ̄εx, µ
ε
x are both supported on Bε(x) so µ̄εx(BMε (x))

µεx(BMε (x))
= 1 and rear-

rangement of (3.10) gives C
C̃

= 1 +O(ε2) as a smooth function of x. We obtain the same

for the inverse ratio C̃
C

by the expansion 1
1+z

= 1− z +O(z2).
Since all factors in (3.9) are 1 +O(ε2), the same holds for their product, i.e.

dµ̄εx
dµεx

(u) = 1 +O(ε2). (3.11)

Labelling the O(ε2) term as h(·, x), we have

1 =

∫
dµ̄εx
dµεx

(z)dµεx(z) = 1 +

∫
h(z, x)dµεx(z) (3.12)

implying that
∫
h(z, x)dµεx(z) = 0.
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Similarly to Lemma 3.8, we have:

Lemma 3.9. For every x ∈M ,
dν̄εx
dνεx

(z) = 1 + h(z, x)

where h : M ×M → R is an a. e. smooth function such that h(·, x) = O(ε2) for every
x ∈M and

∫
h(z, x)dµ̄x(z) =

∫
h(z, x)dν̄x(z) = 0.

Proof. By Lemma 3.8,
dν̄εx
dνεx

(z) =
dµ̄εx
dµεx

(z) = 1 + h(z, x).

Lemma 3.10. For any x ∈M , the mutual densities expand as
dν̄εx
dµ̄εx

(z) = 1Bε(x)(z)(1−
〈
∇V (x), exp−1

x (z)
〉

+ h1(z, x)),

dνεx
dµεx

(z) = 1Bε(x)(z)(1−
〈
∇V (x), exp−1

x (z)
〉

+ h2(z, x))

where hi : M ×M → R are a.e. smooth functions such that hi(·, x) = O(ε2) for every
x ∈M and

∫
hi(z, x)dµ̄εx(z) = 0 for i = 1, 2.

Proof. From Notation 3.7,

dν̄εx
dµ̄εx

(z) =
d(expx)∗ν̃

ε
x

d(expx)∗µ̃
ε
x

(z) =
dν̃εx
dµ̃εx

(exp−1
x z) =

e−V (z)∫
Bε(x)

e−V (z)dµ̄εx(z)
. (3.13)

Expand the numerator in 3.13 as

e−V (z) = e−V (x)eV (x)−V (z)

= e−V (x)(1−
〈
∇V (x), exp−1

x (z)
〉

+O(ε2))

Similarly for the denominator,

e−V (x)

∫
Bε(x)

(1−
〈
∇V (x), exp−1

x (z′)
〉

+O(ε2))dµ̄εx(z
′) = e−V (x)

(
1 +O(ε2)

)
where the∇V term vanishes because∫

Bε(x)

〈
∇V (x), exp−1

x (z′)
〉
dµ̄εx(z

′) = 〈∇V (x),

∫
Bε(0)

wdµ̃εx(w)〉 = 0. (3.14)

Cancelling the factor e−V (x), the density (3.13) can thus be written as

dν̄εx
dµ̄εx

(z) =
1− 〈∇V (x), exp−1

x (z)〉+O(ε2)

1 +O(ε2)
= 1−

〈
∇V (x), exp−1

x (z)
〉

+O(ε2)

Writing the O(ε2) term explicitly as h(·, x), we have

1 =

∫
dν̄εx
dµ̄εx

(z)dµ̄x(z) =

∫
(1−

〈
∇V (x), exp−1

x (z)
〉

+ h(z, x))dµ̄x(z)

= 1 +

∫
h(z, x)dµ̄x(z)

since the∇V term vanishes again, and this implies
∫
h(z, x)dµ̄x(z) = 0.

The expansion of the density dνεx
dµεx

(z) is obtained the same way, starting from

dνεx
dµεx

(z) =
e−V (z)∫

Bε(x)
e−V (z)dµεx(z)

.
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T∗ν̄
ε
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∼ ν̄εy
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M

Figure 4: For small ε > 0, the density of the non-uniform measures ν̄εx0 , ν̄
ε
y resemble

cylinders with a slant top, the slanting being described by the gradient of V . This mo-
tivates the choice of T as a scaled difference of the gradients of the tops, together with
parallel translation from Bε(x0) to Bε(y).

3.2 An approximate transport plan
Recall we wish to obtain an expansion of W1(νεx0 , ν

ε
y) in ε and δ. For this we propose

an "approximate" transport map T : Bε(x0) → Bε(y) which realizes the distance from
Proposition 2.5 in the sense that d(z, Tz) = L1(ε, δ). We first define such a map using a
map between tangent spaces T̃ : B̃ε(x0)→ B̃ε(y).

Definition 3.11. Define the map T̃ : B̃ε(x0)→ B̃ε(y) as

T̃ (w) := //1 w −
1

2
(ε2 − ‖w‖2)(∇V (y)− //1 ∇V (x0))). (3.15)

Remark 3.12. The choice of this map is motivated by Lemma 3.10, which says that for
small ε > 0, the densities of ν̄εx0 and ν̄εy are well approximated by affine functions on
the respective supports. See Fig. 4 for illustration. Any near-optimal transport of mass
from ν̄εx0 to ν̄εy should thus consist of a translation from Bε(x0) to Bε(y) together with a
realignment of mass according to the difference of the gradients //−1

1 ∇V (y) − ∇V (x0),
scaled with the distance from the centre of the support. This is because points on the
boundary of Bε(x0) should only be translated, while points near x0 should be translated
as well as moved in the direction of −(//−1

1 ∇V (y) − V (x0)). The above scaling by the
factor 1

2
(ε2 − ‖w‖2) turns out to define a good enough approximate transport map.

Remark 3.13. In the following, the determinant of a linear map will always be understood
with respect to a pair of orthonormal bases of the domain and codomain.

Lemma 3.14. For 0 < ε < 1 and δ > 0 sufficiently small, the map T̃ is a well-defined
diffeomorphism.

Proof. Define T̂ : B̃ε(x0)→ B̃ε(x0) as

T̂ (w) := w − 1

2
(ε2 − ‖w‖2)(//−1

1 ∇V (y)−∇V (x0)))

so that T̃ = //1 ◦T̂ . Since //1: B̃ε(x0) → B̃ε(y) is a diffeomorphism, it is sufficient to
show that T̂ is a diffeomorphism. We show the latter by finding the smooth inverse T̂−1.
To further simplify notation we write

T̂ (w) = w − 1

2
(ε2 − ‖w‖2)αe

17



with

e :=
//−1

1 ∇V (y)−∇V (x0)

‖ //−1
1 ∇V (y)−∇V (x0))‖

, α := ‖ //−1
1 ∇V (y)−∇V (x0))‖ = O(δ) > 0.

Decompose any vector w ∈ B̃ε(x0) as w = u+ re with u ⊥ e and −
√
ε2 − ‖w‖2 6 r 6√

ε2 − ‖w‖2 so that

T̂ (u+ re) = u+ re− 1

2
(ε2 − ‖u‖2 − r2)αe = u+ hu(r)e

where hu(r) := r − 1
2
(ε2 − ‖u‖2 − r2)α. It is clear that

hu(±
√
ε2 − ‖u‖2) = ±

√
ε2 − ‖u‖2,

dhu
dr

(r) = 1 + αr

Hence as long as αε > −1, the map

hu : [−
√
ε2 − ‖u‖2,

√
ε2 − ‖u‖2]→ [−

√
ε2 − ‖u‖2,

√
ε2 − ‖u‖2]

is a diffeomorphism. Since the decomposition w = u + re is unique and (u, r) 7→ hu(r)
is smooth, we conclude that T̂ is a diffeomorphism. A fortiori, solving hu(r) = s for r
we may obtain the inverse explicitly as

T̂−1(u+ se) = u+
1

α

(
−1 +

√
1 + α2(ε2 − ‖u‖2) + 2αy

)
e,

completing the proof.

Lemma 3.15. The Jacobian of T̃ satisfies for any w ∈ B̃ε(x0)

detDwT̃ = 1 +
〈
//−1

1 ∇V (y)−∇V (x0), w
〉

+O(δ2ε2) (3.16)

where the O(δ2ε2) term is uniformly bounded in w.

Proof. Consider (ei)
n
i=1 an orthonormal basis of Tx0M and (//1 ei)

n
i=1 the corresponding

parallel-translated orthonormal basis of TyM . With respect to these bases, the compo-
nents of DwT̃ at any w ∈ B̃ε(x0) are expressed as〈

DwT̃ (ei), //1 ej

〉
= 〈//1 ei, //1 ej〉+ 〈//1 w, //1 ei〉 〈∇V (y)− //1 ∇V (x0), //1 ej〉

= δij + 〈w, ei〉
〈
//−1

1 ∇V (y)−∇V (x0), ej
〉
.

(3.17)

Then
detDwT̃ = det

(
δij + 〈w, ei〉

〈
//−1

1 ∇V (y)−∇V (x0), ej
〉)

ij
(3.18)

where δij stands for the Kronecker delta. Since 〈w, ei〉
〈
//−1

1 ∇V (y)−∇V (x0), ej
〉

=
O(δε), we can deduce (see Remark 3.4) that

detDwT̃ = 1 +
∑
i

〈w, ei〉
〈
//−1

1 ∇V (y)−∇V (x0), ei
〉

+O(ε2δ2)

= 1 +
〈
w, //−1

1 ∇V (y)−∇V (x0)
〉

+O(ε2δ2)

(3.19)

as required.
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Remark 3.16. It follows from the definition (3.15) that

T̃w = //1 w +O(δε2) ∀w ∈ B̃ε(x0) (3.20)

and
T̃−1w̃ = //−1

1 w̃ +O(δε2) ∀w̃ ∈ B̃ε(y). (3.21)

As a consequence of (3.16) and (3.21), we also have

detDw̃T̃
−1 = 1−

〈
T̃−1w̃, //−1

1 ∇V (y)−∇V (x0)
〉

+O(ε2δ2)

= 1− 〈w̃,∇V (y)− //1 ∇V (x0)〉+O(δ2ε2).
(3.22)

The exponential map is locally a diffeomorphism and Bε(x) = expx(B̃ε(x)). This
allows us to define the following diffeomorphism on the manifold, which we shall employ
as our approximate transport map between νx0 and νy.

Definition 3.17. Define the map T : Bε(x0)→ Bε(y) as

Tz := expy(T̃ exp−1
x0

(z)) (3.23)

Remark 3.18. We explain the relationship between the map T and the distance estimates
of Section 2. In the notation introduced in the context of geodesic variations c1, c2, if for
any unit vector w ∈ Tx0M we label z := expx0(εw) then

Tz = expy(εT̃w) = expy(ε //1 w
′)

where w′ is given by (2.3). In the notation for geodesics of the variation (2.4) we have
z = η(ε) and Tz = θ(ε), and thus in particular

d(z, Tz) = d(η(ε), θ(ε)) = L1(ε, δ),

d(z, p(z)) = d(p(η(ε)), η(ε)) = L2(ε, 0),

d(Tz, p(Tz)) = d(p(θ(ε)), θ(ε)) = L2(ε, δ).

where p : M → E is the projection map (2.11).

While T is not an exact transport map from νεx0 to νεy , it turns out that the rele-
vant Wasserstein distances may still be approximated using the pushforward measure
T∗ν

ε
x0

in place of νεy , and the distance W1(νεx0 , T∗ν
ε
x0

) can in turn be approximated by
W1(ν̄εx0 , T∗ν̄

ε
x0

). This is formalized below in Proposition 3.23 as the proof requires pre-
liminaries to follow. The merit of such approximation is that W1(ν̄εx0 , T∗ν̄

ε
x0

) can be com-
puted using the distance estimates obtained in the previous section. The upper bound for
W1(ν̄εx0 , T∗ν̄

ε
x0

) is established from the concrete transport plan T and the lower bound is
computed by using a concrete 1-Lipschitz function.

Notation 3.19. Denote z := expx0(εw) so that Tz = expy(ε //1 w
′) where w′ is pre-

scribed by (2.3), and let r0 be the uniform injectivity radius on a fixed, compact neigh-
bourhood of x0. Recall that in the context of Proposition 2.11 we defined the submanifold

E := {expx0(w) : w ∈ Tx0M, 〈w, v〉 = 0} ⊂M,

the projection p : M → E, p(x) := argminz∈Ed(x, z), ν ∈ Γ(TE⊥) a unit normal vector
field with ν(x0) = v and the signed distance to projection, f : Br0/3(x0)→ R,

f(z) := sign(〈exp−1
p(z)(z), ν(z)〉)d(z, p(z)) (3.24)

Note that f(Tz) = L̃2(ε, δ) and f(z) = L̃2(ε, 0) where L̃2 was defined by (2.14), the
signed length of the geodesic realizing the distance to projection.
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Lemma 3.20. The signed distance to projection is 1-Lipschitz and for any vectors v, w ∈
Tx0M with ‖v‖ = 1, ‖w‖ 6 1 and δ, ε > 0 sufficiently small,

f(Tz)− f(z) = δ

(
1− ε2

2
Kx0(v, w)(‖w‖2 − 〈v, w〉2)− ε2

2
Hessx0V (v, v)(1− ‖w‖2)

)
+O(δ2ε2) +O(δε3)

(3.25)
where O(δ2ε2) +O(δε3) is uniformly bounded in z.

Proof. We first show that f is 1-Lipschitz. Since z 7→ 〈exp−1
p(z)(z), ν(z)〉 is continuous,

E ∩Br0/3(x0) is the boundary between the two connected components

{z ∈ Br0/3(x0) : 〈exp−1
p(z)(z), ν(z)〉 > 0}, {z ∈ Br0/3(x0) : 〈exp−1

p(z)(z), ν(z)〉 < 0}.
(3.26)

First, consider z1, z2 ∈ Br0/3(x0) such that
〈
exp−1

x0
(z1), v

〉 〈
exp−1

x0
(z2), v

〉
> 0. This

means that z1, z2 lie in the same connected component of Br0/3(x0). Then by the triangle
inequality,

|f(z1)− f(z2)| = |d(z1, p(z1))− d(z2, p(z2))| 6 d(z1, z2)

Second, consider z1, z2 ∈ Br0/3(x0) such that〈
expx0(z1), v

〉 〈
expx0(z2), v

〉
< 0

meaning that z1, z2 lie in distinct components of Br0/3(x0). Suppose ξ : [0, 1] → M is a
length-minimizing geodesic connecting z1 and z2. Then

d(ξ(t), x0) 6 d(ξ(t), z1) + d(z1, x0) 6 d(z2, z1) + d(z1, x0)

6 d(z2, x0) + 2d(z1, x0) <
1

3
r0 +

2

3
r0 = r0.

This means that the geodesic realising the distance between z1 and z2 lies in Br0/3(x0),
and hence must pass through E ∩ Br0/3(x0) because it is the boundary between the two
connected components (3.26). Therefore, there exists z0 ∈ E ∩Br0/3(x0) such that

|f(z1)− f(z2)| = d(z1, p(z1)) + d(z2, p(z2)) 6 d(z1, z0) + d(z2, z0) = d(z1, z2).

Finally, by Corollary 2.12,

f(Tz)− f(z) = L̃2(ε, δ)− L̃2(ε, 0)

= δ

(
1− ε2

2

[
Kx0(v, w)(‖w‖2 − 〈v, w〉2) + Hessx0V (v, v)(1− ‖w‖2)

])
+O(δ2ε2) +O(δε3).

The signed distance to projection leads to the correct lower bound for W1(ν̄εx0 , T∗ν̄
ε
x0

):

Lemma 3.21. For f defined by (3.24) and all v ∈ Tx0M unit vectors and δ, ε > 0 small
enough,∫

M

(f(Tz)− f(z))dν̄εx0(z) = δ

(
1− ε2

2(n+ 2)
(Ricx0(v, v) + 2Hessx0V (v, v))

)
+O(δ2ε2) +O(δε3)

(3.27)
where O(δ2ε2) +O(δε3) is uniformly bounded in z.
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Proof. Change the variable of integration tow = exp−1
x0

(z) and recall µ̄εx0 := (expx0)∗µ̃
ε
x0

.
Then the integral on the left can be written by the preceding Lemma as∫

Tx0M

δ

(
1− 1

2
Kx0(v, w)(‖w‖2 − 〈v, w〉2)− 1

2
Hessx0V (v, v)(ε2 − ‖w‖2)

)
dµ̃εx0(w)

+O(δ2ε2) +O(δε3).

Integrating the Hessian term in spherical coordinates, we have

1

2

∫
Tx0M

(ε2 − ‖w‖2)dµ̃εx0(w) =
ε2

2
− 1

2|Bε(x0)|

∫ ε

0

r2|∂Br(x0)|dr

=
ε2

2
− nε2

2(n+ 2)
=

ε2

n+ 2

and the sectional curvature term integrates to give the Ricci term as per Lemma 3.2.

Theorem 3.22. For any point x0 ∈ M , vector v ∈ Tx0M with ‖v‖ = 1 and δ, ε > 0
sufficiently small,

W1(ν̄εx0 , T∗ν̄
ε
x0

) = δ

(
1− ε2

2(n+ 2)
(Ricx0(v, v) + 2Hessx0V (v, v))

)
+O(δ2ε2)+O(δε3)

(3.28)

Proof. Using the transport map (3.15), we have the upper bound

W1(ν̄εx0 , T∗ν̄
ε
x0

) 6
∫
M

d(Tz, z)dν̄εx0(z)

=

∫
Tx0M

δ

(
1− 1

2
Kx0(v, w)(‖w‖2 − 〈v, w〉2)− 1

2
Hessx0V (v, v)(ε2 − ‖w‖2)

)
× (1− 〈∇V (x0), w〉+ h(expx0(w), x0))dµ̃εx0(w) +O(δε3) +O(δ2ε2)

= δ

(
1− ε2

2(n+ 2)
(Ricx0(v, v) + 2Hessx0V (v, v))

)
+O(δε3) +O(δ2ε2) (3.29)

where we eliminated the h and ∇V terms since∫
〈∇V (x0), w〉 dµ̃εx0(w) = 0,

∫
h(expx0(w), x0)dµ̃εx0(w) = 0

The Ricci curvature on the right appears by Lemma 3.2 and the Hessian term is obtained
as in Lemma 3.21.

For the converse direction, we use the Kantorovich-Rubinstein duality, choosing the
1-Lipschitz test function f defined by (3.24), so that by Lemma 3.21 we have the lower
bound

W1(ν̄εx0 , T∗ν̄
ε
x0

) >
∫
M

f(z)(dT∗ν̄
ε
x0

(z)− dν̄εx0(z))

=

∫
Bε(x0)

(f(Tz)− f(z))dν̄εx0(z)

= δ

(
1− ε2

2(n+ 2)
(Ricx0(v, v) + 2Hessx0V (v, v))

)
+O(δ2ε2) +O(δε3).

This shows the upper and lower bound agree up to terms O(δε3) + O(δ2ε2) and their
values are as required.
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We now prove the aforementioned approximation property and refer to Notation 3.7
for the measures involved.

Proposition 3.23. For x0 ∈M and δ, ε > 0 sufficiently small,

W1(νεx0 , ν
ε
y) = W1(νεx0 , T∗ν

ε
x0

) +O(δε3) +O(δ2ε2),

W1(νεx0 , T∗ν
ε
x0

) = W1(ν̄εx0 , T∗ν̄
ε
x0

) +O(δε3) +O(δ2ε2)

where y = expx0(δv).

We need density estimates of the following two lemmas for the proof.

Lemma 3.24.
d(T∗ν̄

ε
x0

)

dν̄εy
(z) = 1By(ε)(z)(1 + h′(z, y))

where h′ : M × M → R is smooth a. e. and such that h′(·, y) = O(δε2) and∫
Bε(y)

h′(z, y)dν̄εy(z) = 0 for all y ∈M .

Proof. We first show the density estimate

d(T∗ν̄
ε
x0

)

dµ̄εy
(z) = (1−

〈
∇V (y), exp−1

y (z)
〉

+ h(T−1z, x0))1Bε(y)(z). (3.30)

For any bounded Borel measurable f : M → R,∫
M

f(z)d(T∗ν̄
ε
x0

)(z) =

∫
M

f(Tz)dν̄εx0(z) =

∫
M

f(Tz)
dν̄εx0
dµ̄εx0

(z)dµ̄εx0(z)

=

∫
M

f(Tz)(1−
〈
∇V (x0), exp−1

x0
(z)
〉

+ h(z, x0))dµ̄εx0(z)

=

∫
Tx0M

f(expy T̃w)(1− 〈∇V (x0), w〉+ h(expx0(w), x0))dµ̃εx0(w)

where we applied Lemma 3.10 on the second line. Substituting w̃ := T̃w and using the
change of variable formula, this becomes∫

TyM

f(expy w̃)
(

1−
〈
∇V (x0), T̃−1w̃

〉
+ h(expx0(T̃

−1w̃), x0)
) ∣∣∣detDw̃T̃

−1
∣∣∣ dµ̃εy(w̃)

=

∫
M

f(z)
(

1−
〈
∇V (x0), T̃−1 exp−1

y (z)
〉

+ h(T−1z, x0)
)

×
(
1−

〈
∇V (y)− //1 ∇V (x0), exp−1

y (z)
〉

+O(δ2ε2)
)
dµ̄εy(z)

having applied the determinant formula (3.22). Using that

T̃−1 exp−1
y (z) = //−1

1 exp−1
y (z) +O(δε2)

and absorbing the O(δε2) term into h, this simplifies to∫
M

f(z)
(
1−

〈
∇V (y), exp−1

y (z)
〉

+ h(T−1z, x0)
)
dµ̄εy(z)

as required to obtain the density (3.30).
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Tx0M

(expx0)∗

ν̃εx0

ε
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(expy)∗

ν̃εy

ε

M

x0

ν̄εx0

T∗

M

y

T∗ν̄
ε
x0
∼ ν̄εy

Figure 5: Illustration of the relationship between T∗ν̄εx0 and ν̄εy . The two measures are
equivalent with mutual density of the form 1 +O(δε2).

Finally, using Lemma 3.10 and (3.30) we obtain

dT∗ν̄
ε
x0

dν̄εy
(z) =

dµ̄εy
dν̄εy

(z)
dT∗ν̄

ε
x0

dµ̄εy
(z) =

(
dν̄εy
dµ̄εy

(z)

)−1 dT∗ν̄
ε
x0

dµ̄εy
(z)

= 1By(ε)(z)(1 +
〈
∇V (y), exp−1

y (z)
〉
− h(z, y))

× (1−
〈
∇V (y), exp−1

y (z)
〉

+ h(T−1z, x0))

= 1By(ε)(z)(h(T−1z, x0)− h(z, y)).

(3.31)

The function (y, z) 7→ h(T−1z, x0) − h(z, y) is smooth a.e. on M × M and z 7→
h(T−1z, x0) − h(z, y) is of order ε2 for every y and vanishing for y = x0 (i.e. δ = 0).
Hence h(T−1z, x0)− h(z, y) = O(δ ∧ ε2) and by smoothness of h thus of order δε2, see
Remark 2.6.

Remark 3.25. The cancellation in (3.31) occurs because of the specific choice of T , and
is essential for the O(δε2) estimate.

The estimate from Lemma 3.24 carries over to νx0 and νy as we shall prove below.

Lemma 3.26.
d(T∗ν

ε
x0

)

dνεy
(z) = 1By(ε)(z)(1 + h(z, y))

where h′ : M ×M → R is smooth a.e. and such that h′(·, y) = O(δε2) and∫
Bε(y)

h′(z, y)dν̄εy(z) = 0

for all y ∈M .
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Proof. By Lemma 3.9 we may write

dνεx0(z) = (1 + h(x0, z))dν̄
ε
x0

(z), dνεy(z) = (1 + h(y, z))dν̄εy(z)

for a function h : M × M → R smooth a. e. and such that h(·, x) = O(ε2) and∫
h(z, x)dµ̄x(z) = 0 for every x ∈M . Then

d(T∗νx0)(z) = T∗[(1 + h(x0, z))dν̄
ε
x0

(z)]

= (1 + h(x0, T
−1z))d(T∗ν̄

ε
x0

)(z)

= (1 + h(y, z) +O(δε2))d(T∗ν̄
ε
x0

)(z)

= (1 + h(y, z) +O(δε2))
d(T∗ν̄

ε
x0

)

dν̄εy
(z)dν̄εy(z)

= (1 + h(y, z) +O(δε2))(1 +O(δε2)dν̄εy(z)

= (1 + h(y, z) +O(δε2))dν̄εy(z)

= (1 +O(δε2))dνεy(z).

On the third line we applied that h(y, z) − h(x0, T
−1z) = O(δε2) by the same argument

as in the proof of Lemma 3.24. The mean zero property of h′(·, y) again follows from
1 + h(·, y) being a density with respect to a probability measure.

Proof of Proposition 3.23. For the first equality, ∀f ∈ Lip1(M):∫
f(z)(d(T∗ν

ε
x0

)(z)− dνεx0(z)) =

∫
f(z)

(
d(T∗ν

ε
x0

)

dνεy
(z)dνεy(z)− dνεx0(z)

)
=

∫
f(z)((1 + h′(y, z))dνεy(z)− dνεx0(z))

=

∫
f(z)(dνεy(z)− dνεx0(z))

+

∫
(f(z)− f(y))h′(y, z)dνεy

and the last term is of order δε3 as h′ = O(δε2) by the preceding lemma.
For the second equality, we know from Theorem 3.22 and the equality (3.29) that T

satisfies ∫
d(z, Tz)dν̄εx0(z) = W1(ν̄εx0 , T∗ν̄

ε
x0

) +O(δ2ε2) +O(δε3)

and additionally from Lemma 3.21 that there exists f ∈ Lip1(M) such that∫
f(z)(d(T∗ν̄x0)(z)− dν̄x0(z)) = W1(ν̄εx0 , T∗ν̄

ε
x0

) +O(δ2ε2) +O(δε3). (3.32)

Proposition 2.5 gives d(Tz, z) = d(y, x0)(1 +O(ε2)), hence we obtain the upper bound

W1(νεx0 , T∗ν
ε
x0

) 6
∫
d(Tz, z)dνεx0(z)

=

∫
d(Tz, z)(1 + h(x0, z))dν̄

ε
x0

(z)

=

∫
d(Tz, z)dν̄εx0(z) +

∫
d(y, x0)(1 +O(ε2))h(x0, z)dν̄

ε
x0

(z)

= W1(ν̄x0 , T∗ν̄x0) +O(δ2ε2) +O(δε3)
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having applied the property
∫
h(x0, z)dν̄

ε
x0

(z) = 0 on the last line.
By Proposition 2.11, for δ, ε sufficiently small the f from Lemma 3.21 satisfies

f(Tz)− f(z) = L̃2(ε, δ)− L̃2(ε, 0)

= L1(ε, δ) +O(δ2ε2) +O(δε3)

= d(Tz, z) +O(δ2ε2) +O(δε3)

= d(x0, y)(1 +O(ε2)) +O(δ2ε2) +O(δε3)

which leads to the lower bound

W1(νεx0 , T∗ν
ε
x0

) >
∫
f(z)(d(T∗ν

ε
x0

)(z)− dνεx0(z))

=

∫
(f(Tz)− f(z))dνεx0(z)

=

∫
(f(Tz)− f(z))(1 + h(x0, z))dν̄

ε
x0

(z)

=

∫
(f(Tz)− f(z))dν̄εx0(z) +

∫
d(y, x0)(1 +O(ε2))h(x0, z)dν̄

ε
x0

(z)

= W1(ν̄x0 , T∗ν̄x0) +O(δ2ε2) +O(δε3)

having applied the mean zero property of h again on the last line.

Theorem 3.22 and Proposition 3.23 together yield Theorem 1.1.

4 Application to random geometric graphs
Hoorn et al. [vdHLTK20] showed that the coarse curvature of the random geometric graph
sampled from a uniform Poisson point process on a Riemannian manifold converges in
expectation to the smooth Ricci curvature as the intensity of the process increases.

Theorem 1.1 allows us to extend their result to manifolds equipped with a smooth
potential V : M → R, sampling now from a Poisson point process with increasing
intensity, proportional to the non-uniform measure e−V (z)vol(dz). By sampling we mean
using the empirical measures of the Poisson point process as the vertices of the random
geometric graph. Our novel method allows to deal with this non-uniformity as well as the
non-uniformity incurred by the exponential mapping.

We recall a few definitions in order to state our extended result, Theorem 4.7. We
refer to [LP18] and [Pen03] for a background on Poisson point processes and random
geometric graphs, respectively.

Definition 4.1. Let (X ,B, µ) be a σ-finite measure space, M(X ) the set of measures
on X and (Ω,F ,P) a probability space. A random measure P : Ω × B → [0,∞], or
equivalently P : Ω→M(X ), is said to be a Poisson point process on X with intensity µ
if

(i) ∀A ∈ B with µ(A) < ∞, P(·, A) is a random variable with Poisson(µ(A)) distri-
bution,

(ii) ∀A,B ∈ B disjoint and µ-finite, the random variables P(·, A) and P(·, B) are
independent,

(iii) ∀ω ∈ Ω : P(ω, ·) is a measure on (X ,M).
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Given a measure µ, the Poisson point process can be constructed as follows. Let
(Wk)k∈N be a countable partition of X such that µ(Wk) <∞ and let (Nk)k∈N be indepen-
dent random variables distributed as Nk ∼ Poisson(µ(Wk)). Further, for every k ∈ N let
(X

(k)
i )i∈N be independent random variables which are also independent of (Nk)k∈N and

have distribution µ restricted to Wk and normalized to a probability measure. Define the
random empirical measures

P(k) : Ω→M(X ), ω 7→
Nk(ω)∑
i=1

δ
X

(k)
i (ω)

. (4.1)

The sum P :=
∑∞

k=1P(k) is well-defined by monotone convergence, satisfies the prop-
erties in Definition 4.1, and P(A) < ∞ almost surely if and only if µ(A) < ∞. It can
be shown that all Poisson point processes with a σ-finite intensity measure take this form,
see [LP18, Chap. 6].

The following transformation property of Poisson processes will be needed later:

Lemma 4.2. [LP18] Let (Y ,B′) be another measurable space and ψ : X → Y a
measurable map. Then the push-forward process P ′ : Ω × B′ → [0,∞] defined by
P ′(ω, ·) := ψ∗P(ω, ·) is a Poisson point process on Y with intensity ψ∗µ. Writing the
process P in the form (4.1), the push-forward process can be written as

P ′ =
∞∑
k=1

P ′(k), P ′(k)(ω, ·) =

Nk(ω)∑
i=1

δ
ψ(X

(k)
i (ω))

Proof. The random variable P ′(·, A) = P(·, ψ−1(A)) has a Poisson(µ(ψ−1(A))) distri-
bution, meaning that P ′ has intensity ψ∗µ. Properties (ii) and (iii) are preserved by the
push-forward.

Let P be a Poisson point process on the complete, orientable Riemannian manifold
M with Riemannian distance d and x0, y ∈ M two points. We implicitly identify every
Dirac measure δx from the Poisson point process with the point x.

Definition 4.3. A random geometric graph sampled from P with roots x0, y and connec-
tivity radius ε > 0 is the weighted graph denoted by G(x0, y, ε) with nodes given by

V(ω) = {X(k)
i (ω) : 1 6 i 6 Nk(ω), k ∈ N} ∪ {x0, y}

where the variables X(k)
i originate from the Poisson process P by (4.1), and edges

{(u, v) : u, v ∈ V(ω), d(u, v) < ε}.

The edge weights are given by manifold distance d(u, v) for every edge (u, v). Denote
the graph distance by

dG(x, z) := inf

{
m∑
i=0

d(xi, xi+1) : x0 = x, xm = z, (xi, xi+1) edge,m ∈ N

}
.

Notation 4.4. Let V : M → R be a smooth potential on M , fix x0 ∈ M and denote by
(Pn)n∈N the sequence of Poisson point processes with intensity measures

ne−V (z)+V (x0)dvol(z). (4.2)
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For sequences (δn)n∈N, (εn)n∈N with δn, εn → 0 as n → ∞, label the sequence of points
yn := expx0(δnv) approaching x0 from a fixed direction v ∈ Tx0M . This gives rise to a
sequence of rooted random graphs Gn(x0, yn, εn) according to Definition 4.3. For each
n ∈ N denote the set of nodes

Vn(ω) := {X(k,n)
i (ω) : 1 6 i 6 Nk,n(ω), k ∈ N} ∪ {x0, y}

where the variables X(k,n)
i come from the process Pn by (4.1) and are assumed to be

independent for all n ∈ N. For the graph distance dGn define the δn-neighbourhood of x
in Gn as

BGn
δn

(x) := {z ∈ Vn : dGn(x, z) < δn}.
For any node x ∈ Vn denote the normalized empirical measures

ηδnx (z) :=

{
1

#(BGnδn (x))
, z ∈ BGn

δn
(x)

0, otherwise
(4.3)

Denote the graph curvature of Gn(x0, yn, εn) at x0 in the direction of v = δ−1
n exp−1

x0
(yn)

as

κn(x0, yn) := 1−
WGn

1 (ηδnx0 , η
δn
yn)

dGn(x0, yn)
. (4.4)

Remark 4.5. For the sequence of graphs Gn(x0, yn, εn) we thus have the corresponding
collections of random empirical measures (ηδnx )x∈Vn and coarse curvatures κn(x0, yn) at
x0, the limit of which we are looking to establish in the sequel. We emphasise that these
are all random objects, i.e. dependent on ω ∈ Ω, although we suppress this from the
notation.

Convergence of the coarse graph curvature to the generalized Ricci curvature can be
proved under an assumption on the rate of convergence of the graph parameters δn, εn to
zero. For two sequences (an), (bn) we denote an ∼ bn as n → ∞ if there exist c, C > 0
such that cbn 6 an 6 Cbn for all n ∈ N.

Assumption 4.6. Denoting N = dimM , assume that εn 6 δn and

εn ∼ log(n)an−α, δn ∼ log(n)bn−β

where the constants α, β, a, b are such that

0 < β 6 α, α + 2β 6
1

N

and in case of equality additionally

{
a 6 b if α = β,

a+ 2b > 2
N

if α + 2β = 1
N
.

Below is the main result of the section, with the relevant objects set up in Notation 4.4.

Theorem 4.7. Let κn(x0, y) be the graph curvatures corresponding to the rooted ran-
dom graphs Gn(x0, yn, εn) with yn = expx0(δnv) generated by the sequence of Poisson
processes with intensity measures

ne−V (z)+V (x0)vol(dz)

Under Assumption 4.6, there exists (cn)n∈N such that limn→∞ cn = 0 and

E
[∣∣WGn

1 (ηδnx0 , η
δn
yn)−W1(νδnx0 , ν

δn
yn)
∣∣] 6 cnδ

3
n (4.5)

which implies

lim
n→∞

E
[∣∣∣∣2(N + 2)

δ2
n

κn − (Ricx0(v) + 2Hessx0V (v))

∣∣∣∣] = 0. (4.6)
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Remark 4.8. The asymptotic bound (4.5) is indeed sufficient for (4.6), because in com-
bination with Theorem 1.1 and by the triangle inequality we have the upper bound for the
latter given by

2(N + 2)

δ2
n

E

[∣∣∣∣∣κn(x0, yn)−

(
1−

W1(νδnx0 , ν
δn
yn)

δn

)∣∣∣∣∣
]

+

∣∣∣∣∣2(N + 2)

δ2
n

(
1−

W1(νδnx0 , ν
δn
yn)

δn

)
− (Ricx0(v) + 2Hessx0V (v))

∣∣∣∣∣ .
The second term converges to 0 by (1.3) and the first term can be written as

2(N + 2)

δ3
n

E
[∣∣WGn

1 (ηδnx0 , η
δn
yn)−W1(νδnx0 , ν

δn
yn)
∣∣]

which vanishes as n→∞ if (4.5) holds.

Henceforth, we thus focus on establishing (4.5). We follow the methods laid out in
[vdHCL+21], which consist in showing that the graph distances dGn can be extended to
the manifold to give a close approximation of the Riemannian distance d, and then using
such extension to estimate the difference (4.5).

Let (λn)n∈N be the sequence given by

λn := (log n)
2
N n−

1
N

which can be regarded in view of the following definition as a "distance extension radius".

Definition 4.9. Let Gn = Gn(x0, yn, δn) be the rooted random geometric graphs of The-
orem 4.7 and for any x, y ∈M denote by Gn∪{x, y} the graph extended by nodes {x, y}
and extended by edges {(x, z) : z ∈ Bλn(x) ∩ Gn} ∪ {(y, z) : z ∈ Bλn(y) ∩ Gn}
with extension radius λn. Further, let (dn)n∈N be the sequence of random functions
dn : M ×M → R defined by

dn(x, y) := d(x, x̃) + d(y, ỹ) + dGn(x̃, ỹ)

where
x̃ = argmin

z∈Bλn (x)∩Gn
d(x, z), ỹ = argmin

z∈Bλn (y)∩Gn
d(y, z).

if both x̃, ỹ exist and set dn(x, y) =∞ otherwise.

While x̃, ỹ may not exist for every ω ∈ Ω, rendering dn(x, y) = ∞, the following
states there is an event of high probability where this does not occur and where dn is
moreover a metric.

Lemma 4.10. Under Assumption 4.6, for all Q > 0 there exists a sequence of events
(Ωn)n∈N and a sequence of reals (cn)n∈N such that limn→∞ cn = 0, P(Ωn) > 1 − cnδ3

n

and the following properties hold for all n ∈ N and ω ∈ Ωn:

(i) (BδnQ(x0), dn) is a metric space,

(ii) for all x, y ∈ BδnQ(x0) : |dn(x, y)− d(x, y)| 6 cnδ
3
n,

(iii) for all x, y ∈ BδnQ(x0) there exists a path in Gn ∪ {x, y} connecting x and y.

Proof. The construction of the event Ωn is the same as in the case of uniform measures,
see Lemma 5.1 and Corollary 5.2 in [vdHLTK20].
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Remark 4.11. The interpretation of these properties is that on the event Ωn the random
graph covers BδnQ(x0) in a way that allows to extend the graph distance to a distance
on the manifold that closely approximates the original Riemannian distance with high
probability.

In fact, instead of the Riemannian distance of connected vertices one could use any
graph metric satisfying properties in Lemma 4.10. Such graph metrics are referred to in
[vdHLTK20] as "δn-good approximations" to the Riemannian metric.

Denote by W,W dn ,WGn the Wasserstein distances corresponding to the Riemannian
distance d, approximating manifold distance dn, and the graph distance dGn , respectively.
The following states that the Wasserstein distances W dn and W are close on Ωn and is a
direct consequence of properties of Ωn.

Lemma 4.12. There exists a sequence (cn)n∈N such that cn → 0 and for all µ, ν ∈
P (BδnQ(x0)),

E
[
|W1(µ, ν)−W dn

1 (µ, ν)|
∣∣∣Ωn

]
6 cnδ

3
n.

Proof. This is an easy consequence of property (ii) above, see [vdHLTK20, Lemma 5.4].

To prove Theorem 4.7, we now follow along the lines of [vdHLTK20]. On the event
Ωn, the integrand in (4.5) can be split into three parts as(

WGn
1 (ηδnx0 , η

δn
yn)−W dn

1 (ηδnx0 , η
δn
yn)
)

+
(
W dn

1 (ηδnx0 , η
δn
yn)−W dn

1 (νδnx0 , ν
δn
yn)
)

+
(
W dn

1 (νδnx0 , ν
δn
yn)−W1(νδnx0 , ν

δn
yn)
)
.

(4.7)

The first term is 0 since the measures ηδnx0 , η
δn
y are supported on the nodes of the graphs

Gn and dn(x, y) = dGn(x, y) for all nodes x, y ∈ Vn as dn extends dGn from the graph to
the manifold. The last term is o(δ3

n) on Ωn by Lemma 4.12 if we take arbitrary Q > 3.
We can further estimate the second term in conditional expectation as

E
[
|W dn

1 (ηδnx0 , η
δn
yn)−W dn

1 (νδnx0 , ν
δn
yn)|
∣∣Ωn

]
6 E

[
W dn

1 (ηδnx0 , ν
δn
x0

) +W dn
1 (ηδnyn , ν

δn
yn)
∣∣Ωn

]
6 E

[
W1(ηδnx0 , ν

δn
x0

) +W1(ηδnyn , ν
δn
yn)
∣∣Ωn

]
+ 2cnδ

3
n.

(4.8)

For some sequence (c′n)n∈N with limn c
′
n = 0, the total expectation is therefore

E
[∣∣WGn

1 (ηδnx0 , η
δn
y )−W1(νδnx0 , ν

δn
y )
∣∣]

= E
[∣∣WGn

1 (ηδnx0 , η
δn
y )−W1(νδnx0 , ν

δn
y )
∣∣ |Ωn

]
P(Ωn)

+ E
[∣∣WGn

1 (ηδnx0 , η
δn
y )−W1(νδnx0 , ν

δn
y )
∣∣ |Ω \ Ωn

]
(1− P(Ωn))

6 E[W1(ηδnx0 , ν
δn
x0

)] + E[W1(ηδny , ν
δn
y )] + c′nδ

3
n.

(4.9)

where we used that the second addend on the second line is uniformly bounded by 3δn.
It remains to show that the terms on the right in (4.9) decay faster than c′′nδ

3
n as n →

∞ for some sequence (c′′n)n∈N with limn c
′′
n = 0, which requires an extension of the

original argument of [vdHLTK20] to non-uniform measures. In particular, we formulate
a generalization of Propositions 5.6-5.9 of the mentioned work.

Our method consists in deforming uniform measures into non-uniform measures with
small deviations from uniformity, and then showing the corresponding perturbance of
distance is small enough, so that the change in the Wasserstein distance is also small. The
deformation maps we shall employ come from the next lemma.
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For U ⊂ RN an open subset, k ∈ N and α ∈ (0, 1) denote by Ck,α(U) the Hölder
space of functions with norm

‖g‖Ck,α(U) :=
k∑
i=0

sup
x∈U
‖∇ig(x)‖+ sup

x,y∈U
x 6=y

‖∇kg(x)−∇kg(y)‖
‖x− y‖α

.

Combining Theorems 1 and 2 of [DM90] we note:

Lemma 4.13. Let U ⊂ RN be an open set with a C3+k,α boundary and g ∈ Ck,α(U) such
that

∫
U
g(w)dw = 0. Then there exists a vector field F ∈ Ck+1,α(U,RN) such that the

map ψ : U → U given by ψ(x) = x+ F (x) is a diffeomorphism satisfying

detDψ(x) = 1 + g(x) in U
ψ(x) = x on ∂U

(4.10)

and there is C(U, k, α) > 0 such that ‖F‖Ck+1,α(U) 6 C‖g‖Ck,α(U).

For our application, let k = 0, α ∈ (0, 1) arbitrary and U = Bδ(0) ⊂ RN with varying
parameter δ > 0. We emphasize that in general the constant C(U, k, α) does depend on
U , but for U = Bδ(0) one can deduce the following estimate which is uniform in δ.

Lemma 4.14. There exists a C > 0 such that for all δ > 0 and every g ∈ C1(RN) with∫
Bδ(0)

g(z)dz = 0 there exists F ∈ C1(Bδ(0),RN) such that ψ : Bδ(0)→ Bδ(0) given by
ψ(w) = w + F (w) satisfies

detDψ(w) = 1 + g(w) in Bδ(0)

ψ(w) = w on ∂Bδ(0)
(4.11)

and
sup

w∈Bδ(0)

‖∇F (w)‖ 6 C( sup
w∈Bδ(0)

|g(w)|+ δ sup
w∈Bδ(0)

‖∇g(w)‖). (4.12)

Proof. Let C be the constant from Lemma 4.13 for U = B1(0), k = 0 and any α ∈ (0, 1)
and consider the shrinking diffeomorphism

φδ : B1(0)→ Bδ(0), φδ(w) := δw

For any g′ ∈ Ck,α(Bδ(0)) with
∫
Bδ(0)

g′(w)dw = 0, we have g := g′ ◦ φδ ∈ Ck,α(B1(0))

and
∫
B1(0)

g′(φδ(w))dw = 0. Hence there exists F ∈ Ck+1,α(B1(0),RN) such that
ψ(w) = w + F (w) satisfies (4.10) with g = g′ ◦ φδ. Define F ′ := δF ( ·

δ
) ∈ Ck,α(Bδ(0))

and
ψ′ : Bδ(0)→ Bδ(0), ψ′(w) := w + F ′(w)

so that
Dψ′(δw) = Dψ(w) ∀w ∈ B1(0)

and thus
detDψ′(δw) = detDψ(w) = g′(δw) ∀w ∈ B1(0)

which is equivalent to

detDψ′(w) = g′(w) ∀w ∈ Bδ(0).
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Moreover,

sup
w∈Bδ(0)

‖∇F ′(w)‖ = sup
w∈B1(0)

‖∇F (w)‖ 6 sup
w∈B1(0)

|g(w)|+ sup
w1,w2∈B1(0)

w1 6=w2

|g(w1)− g(w2)|
‖w1 − w2‖α

6 sup
w∈B1(0)

|g(w)|+ sup
w∈B1(0)

|∇g(w)|

= sup
w∈Bδ(0)

|g′(w)|+ δ sup
w∈Bδ(0)

|∇g′(w)|.

For any point x ∈M identify TxM ∼= RN .

Corollary 4.15. Assume there is a C > 0 such that for all δ > 0 and x ∈ M , gδ ∈
C1(B̃δ(x)) satisfies

∫
Bδ(0)

gδ(w)dw = 0 and supw∈B̃δ(x) |gδ(w)| 6 Cδ. Then for all

x ∈ M and δ > 0 there exists F ∈ C1(B̃δ(x),RN) such that ψ : B̃δ(x) → B̃δ(x) given
by ψ(w) = w + F (w) satisfies

detDψ(w) = 1 + gδ(w) in B̃δ(x)

ψ(w) = w on ∂B̃δ(x)

and there exists C ′ > 0 with

sup
w∈B̃δ(x)

‖∇F (w)‖ 6 C ′δ ∀x ∈M, δ > 0. (4.13)

Proof. The derivative of gδ must satisfy

sup
w∈B̃δ(0)

‖∇gδ(w)‖ 6 C ′′

for some constant C ′′ uniform for all x ∈ M, δ > 0, otherwise supw∈B̃δ(x) |gδ(w)| 6 Cδ
may be violated by e.g. the mean value theorem. Hence the bound (4.12) becomes C ′δ
for some C ′ > 0.

Consider now the concrete function for our application defined by

gδ(w) :=

(
d(exp−1

x )∗ν
δn
x

dµ̃δnx
(w)− 1

)
1B̃δ(x)(w). (4.14)

Similarly to Lemma 3.10, we have

d(exp−1
x )∗ν

δn
x

dµ̃δnx
(w) =

dνδnx
dµ̄δnx

(expxw) =
e−V (expx w)∫

B̃δ(x)
e−V (expx w

′)dµ̃(w′)
= 1 +O(δ) (4.15)

where the constant in O(δ) depends on a fixed compact neighbourhood of x0 so Corol-
lary 4.15 applies to gδ.

Corollary 4.16. The diffeomorphism ψ : B̃δn(x) → B̃δn(x) from Corollary 4.15 applied
to gδ given by (4.14) satisfies (expx)∗ψ∗µ̃

δn
x = νδnx .

Proof. The change of variable formula and the definition of gδ give

d(ψ∗µ̃
δn
x )(w) = | detDwψ| dµ̃δnx (w)

= (1 + gδ(w))dµ̃δnx (w)

=
d(exp−1

x )∗ν
δn
x

dµ̃δnx
(w)dµ̃δnx (w)

= d((exp−1
x )∗ν

δn
x )(w)

and pushing forward by the exponential mapping yields the result.
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We now proceed with approximating the measures νδnx in optimal transport distance
by the empirical measures coming from the Poisson point process Pn, with the aim of
finding an upper bound for (4.8). This was proved for Euclidean spaces, [vdHLTK20,
Prop. 5.9], building up on the work of Talagrand [Tal92]:

Lemma 4.17. Let (Pn)n∈N be the sequence of Poisson point processes on RN with inten-
sity n(1 + bn) vol(dx) for a sequence (bn)n∈N with limn bn = 0, η̃δn the random empirical
measures on Bδn(0) ⊂ RN corresponding to Pn and µδn the uniform probability measure
on Bδn(0). Then there is a sequence (cn) such that limn cn = 0 and

E[W1(η̃δn , µδn)] 6 cnδ
3
n.

The following states that if the change of distances incurred by a bijection ψ is small
then the Wasserstein distances of any two measures pushed forward by ψ may only in-
crease a little.

Lemma 4.18. LetX ,Y be Polish spaces. For every δ > 0 let ψ : X → Y be a measurable
map such that for all K ⊂M compact there is a C(K) > 0 such that

|d(ψ(x), ψ(y))− d(x, y)| 6 δC(K)d(x, y) ∀x, y ∈ K.

Then for every µ, ν ∈ P (K),

W1(ψ∗µ, ψ∗ν) 6 W1(µ, ν)(1 + C(K)δ).

Proof. Let π be an optimal coupling realising W1(ψ∗µ, ψ∗, ν). Then the pushforward
ψ∗π := π(ψ−1·, ψ−1·) is a (not necessarily optimal) coupling between µ and ν, therefore

W1(ψ∗µ, ψ∗ν) 6
∫
d(x, y)d(ψ∗π)(x, y) =

∫
d(ψ(x), ψ(y))dπ(x, y)

6
∫
d(x, y)(1 + C(K)δ)dπ(x, y) = W1(µ, ν)(1 + C(K)δ).

Lemma 4.19. There exists a sequence (cn)n∈N such that limn cn = 0 and

E[W1(ηδnx , ν
δn
x )] 6 cnδ

3
n ∀x ∈ Bδn(x0).

Proof. For every n ∈ N and x ∈ Bδn(x0) let F ∈ C1(B̃δ(x),RN) be the vector field and
ψ(w) := expx(w + F (w)) the diffeomorphism such that detDwψ = 1 + gδ(w) and so in
particular (expx)∗ψ∗µ̃

δn
x = νδnx from Corollary 4.16. Denote the normalizing constants

Z1 :=

∫
B̃δn (x)

e−V (expx w)+V (x)dw, Z2 :=

∫
Bδn (x)

e−V (z)+V (x)dvol(z)

and let η̃δnx be the normalized empirical measures of a Poisson point process with uniform
(in w) intensity measure

Z2

Z1

ne−V (x)+V (x0)
1B̃δn

(w)dw = n(1 +O(δn))1B̃δn (w)dw

The choice of the constant is substantiated by the following. Note that by Notation 3.7,

dµ̃δnx (w) =
1

Z1

1B̃δn (x)(w)dw, dνδnx (z) =
e−V (z)+V (x)

Z2

dvol(z).
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Then by Lemma 4.2, (expx)∗ψ∗η̃
δn
x are the normalized empirical measures of a Poisson

point process with intensity

(expx)∗ψ∗(
Z2

Z1

ne−V (x)+V (x0)
1B̃δn

(w)dw) = Z2ne
−V (x)+V (x0)d((expx)∗ψ∗µ̃

δn
x )(z)

= Z2ne
−V (x)+V (x0)dνδnx (z)

= Z2ne
−V (x)+V (x0) e

−V (z)+V (x)

Z2

dvol(z)

= ne−V (z)+V (x0)dvol(z)

and hence (expx)∗ψ∗η̃
δn
x = ηδnx in distribution.

The distance upon applying ψ satisfies the bound

d(ψ(w1),ψ(w2)) = ‖w1 + F (w1)− w2 − F (w2)‖(1 +O(δ2
n))

6

(
‖w1 − w2‖+

∥∥∥∥∫ 1

0

∇F (w1 + t(w2 − w1)(w2 − w1)dt

∥∥∥∥) (1 +O(δ2
n))

6 ‖w1 − w2‖(1 +O( sup
t∈[0,1]

‖∇F (w1 + t(w2 − w1)‖))(1 +O(δ2
n))

6 ‖w1 − w2‖(1 + Cδn)

using Lemma 2.7 on the first line and (4.13) on the last line. Therefore Lemma 4.18
applies and hence, together with Lemma 4.17,

E[W1(ηδnx , ν
δn
x )] = E[W1((expx)∗ψ∗η̃

δn
x , (expx)∗ψ∗µ̃

δn
x )]

6 E[W1(η̃δnx , µ̃
δn
x )](1 + Cδn)

6 c′nδ
3
n(1 + Cδn) 6 cnδ

3
n

where (cn)n∈N is such that cn → 0 as n→∞.

This proved the last missing piece, namely that (4.9) converges to 0 fast enough,
thereby concluding the proof of Theorem 4.7.
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