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Code Division-Based Sensing of Illumination
Contributions in Solid-State Lighting Systems
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Hongming Yang, Student Member, IEEE, Sel B. Colak, and Tim C. W. Schenk, Member, IEEE

Abstract—Light-emitting diodes (LEDs) have emerged as a
prime candidate for the light source of the future. To enable easy
user interaction with a future lighting system consisting of many
LEDs, this paper proposes a method to accurately measure and
estimate the local light contributions of a large set of LEDs. This
is enabled through tagging the light of each LED with an unique
identifier. To this end, we propose a new family of modulation
and multiple access schemes in this paper, named code-time divi-
sion multiple access—pulse position modulation (CTDMA-PPM)
and CTDMA—pulse width modulation (CTDMA-PWM). These
schemes satisfy illumination constraints, are compatible with
the commonly used PWM dimming of LEDs, and meet the
multi-signal separation requirements for simultaneous mea-
surement of illumination strengths. Based on these modulation
methods, the paper develops algorithms to estimate illumination.
Finally, performance analyses show that even for a very large
number of LEDs, the sensing performance of the proposed system
satisfies the requirements up to an adequate range.

Index Terms—Code division multiple access, light-emitting
diodes, lighting control, pulse position modulation, pulse width
modulation.

I. INTRODUCTION

L IGHT-EMITTING diodes (LEDs) will capture a signif-
icant portion of the lighting market and may largely re-

place incandescent and gas discharge lamps in the future [2].
The progress in luminance delivered by LEDs follows an ex-
ponential trend of doubling every 18–24 months. By the time of
publishing this paper, presumably commercial LEDs will be ca-
pable of delivering more than one hundred lumen per device [3].
Various solutions exist to create white light with LEDs, how-
ever, luminaires that involve red, green, blue plus possibly in-
termediate colors give the best perceived color quality of the il-
lumination [4]. Advantages of solid-state lighting (SSL) include
the possibility to create light sources in artistic shapes and sizes,
or to combine multiple small light sources into one light source.
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Moreover, combinations of many small LEDs maintain good en-
ergy efficiency. In order to deliver different illumination levels,
LEDs are typically driven with repeatedly transmitted pulses
whose widths are modulated [5], so-called pulse width modu-
lation (PWM).

Control of traditional light sources is mostly limited to inten-
sity control, but does not allow color control. LED technology
has the major advantage of additionally allowing the control
over the light color and illumination pattern. Hence, the con-
cept of pure illumination may shift into dynamic lighting at-
mosphere provisioning. Smart and intuitive control of a lighting
system containing many LEDs, and consequently many param-
eters to control, becomes important. Fig. 1 depicts an intelli-
gent lighting control system that enables such intuitive control.
The technology presented in this paper is believed to enable
new easy-to-use concepts to control an LED lighting environ-
ment. This technology is based on uniquely tagging the light
emitted by different LEDs through modulation (via “light link
c” in Fig. 1), which we will refer to as coded light. Moreover,
it includes a sensor receiving these tags and estimating the light
intensity of each LED. In an intelligent lighting system, these es-
timates would be, together with user input on required lighting
pattern, transmitted to a master controller (via “control link a”)
connected to all the LED lamps (via “control link b”).

Modulation of LEDs has been studied in several previous
works, though initially mainly for infrared (IR) wireless com-
munications [6]–[9]. Recently, code division multiple access
(CDMA) for multiuser IR communications has been treated
in [10], [11]. Currently one can observe an increased interest
in visible light communications using powerful lighting LEDs
[12]–[17]. The main focus of these papers is on achieving
high-speed data communications with arrays of visible light
sources. To this end, techniques incompatible with the com-
monly applied PWM dimming technique are being proposed,
such as orthogonal frequency division multiplexing [14] and
discrete multitone [15], or methods requiring high PWM
frequencies as in [17]. Moreover, these papers do not apply
transmitter-based multiple-access techniques, since most
of them consider a common data signal on all LEDs in a
system/array, or apply a complicated optical sensor array for
signal separation [16]. Consequently, these techniques are not
directly applicable for the separate sensing of the illumination
contribution of each LED, as considered in this paper. The
main performance indicators of our control of the system are,
as further detailed in Section II-C, that all light sources can be
distinguished individually within the aggregate illumination,
that their individual contributions can be estimated regularly,
accurately and simultaneously, and that the driving technique
of the LEDs is compatible with PWM dimming. However, in
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Fig. 1. An illustration of an intelligent lighting control system using coded
light.

our case, aggregate data throughput and bit-error rate (BER)
are of little or no relevance.

Motivated by the above, we propose two modulation and
multiple-access schemes, which combine PWM and pulse
position modulation (PPM) of the LED driving waveform with
a hybrid code-time division multiple access (CTDMA), along
with their multi-signal receiver processing algorithms.

The main contributions of this paper include the following:
• the formulation of lighting control via coded light as a re-

search problem, and the formulation of the associated re-
quirements;

• the proposal of a system concept to enable localized
lighting control;

• the proposal of two modulation and multiple access
schemes, i.e., CTDMA-PPM and CTDMA-PWM, and
the corresponding multi-signal receiver processing, that
enable the proposed system concept;

• a theoretical and numerical performance analysis of the
proposed system, not only in terms of real-time measure-
ments of the lighting channel propagation properties, but
also in terms of perceivable color error in illumination ren-
dering.

This paper is organized as follows. First, Section II introduces
the interaction concept, system architecture, and corresponding
system requirements considered in this paper. Section III,
subsequently, formulates the coded light encoding system
and Section IV describes the channel model. In Section V,
a receiver structure is introduced and its red-green-blue il-
lumination contribution estimation performance is studied
analytically. Section VI, subsequently, studies the influence
of imperfect timing on this performance. In Section VII, this
is extended towards the accuracy in color point estimation,
which is relevant to quantify the user experience of our control
system. Finally, Section VIII concludes the paper.

II. INTELLIGENT LIGHTING CONTROL SYSTEM

In this section, we introduce the basics of an intelligent
lighting control system. We consider an interaction concept,

present the lighting control system architecture and detail the
system requirements for the modulation and multiple access
scheme.

A. Interaction Concept

A new interaction model for lighting systems is that the user
holds a remote control at the location where he wants to con-
trol the illumination settings. He presses the control buttons to
set the light effect at that particular location. The lighting system
then automatically figures out the light contribution of each light
source that is responsible for the illumination at that location
and modifies the light settings of the appropriate light sources
to achieve the desired effect. To this end, this paper proposes
a modulation method in which the light emitted by each light
source carries a unique identifying code, which is invisible to
the human eye. A sensor in the remote control detects these
identifiers, identifies the light sources involved, and measures
the strength of the contribution of each LED at the sensor loca-
tion. This allows the remote control to send a control message
to modify the relevant light settings. Moreover, it can measure
the resulting changes in a closed control loop.

Our paper contributes to the realization of this concept by
proposing a practical, convenient, and efficient approach for
embedding an electronically detectable identification code into
each light contribution.

B. Control System Architecture

Fig. 1 schematically describes the considered lighting control
system. A control loop is formed by a unidirectional lightwave
link (“light link c” in Fig. 1) from one or multiple light sources
to a sensor, e.g. placed in a remote control. This link is used to
transmit light source identifiers, which allow the sensor to esti-
mate the local illumination contributions of each of the LEDs.
The lightwave link is followed by a link from the sensor to a
room controller (“control link a” in Fig. 1), and another link
from the room controller to the light sources (“control link b”
in Fig. 1). The focus of this paper is on the first (multiple-ac-
cess) link, which coincides with the illumination propagation
path. The second link can for instance be a ZigBee radio link,
or an infrared (IR) link. The third link can be a radio (broad-
cast) network, a ZigBee network, a wired Digital Addressable
Lighting Interface (DALI), Digital Multiplexing (DMX) net-
work, or involve power line communications. Since the second
and third link can be bidirectional, status information from the
light sources such as their temperature, and the associated color
spectrum of the emitted light can be shared within the control
loop. Alternatively, this information could also be transmitted
over the light link, see [1]. In this paper, however, we only focus
on the use of the light link to enable the estimation of the local
illumination contributions.

C. System Requirements

We now give a brief account of the requirements posed on
the modulation and multiple access schemes for the light link
and the corresponding estimation algorithms, such that these
are compatible with the commonly used PWM method of con-
trolling the intensity and color point of LED lighting. In this
PWM method the LEDs are rapidly switched on and off with
an appropriate duty cycle. A lower on-period results in a lower
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Fig. 2. Description of the binary waveform pulse formats for the different
modulation schemes. (a) Non-modulated pulse. (b) Pulse position modulation.
(c) Pulse width modulation.

Fig. 3. Example of the pulse train for one frame for an LED. Code
� � ���� �� �����, � � ���, � � �, and � � �. (a) Non-modulated.
(b) CTDMA-PPM. (c) CTDMA-PWM.

average light output level of the LED and, hence, corresponds
to a higher dimming. This dimming concept is illustrated by
the LED driving waveforms depicted in Figs. 2(a) and 3(a),
which are a single PWM pulse and sequence of PWM pulses, re-
spectively. Changes in color can be achieved by independently
changing the dimming levels of colocated LEDs with different
colors.

The requirements are listed in order of importance.
a) Independent illumination and light source identification:

Since the main application of the considered system is
illumination, the modulation scheme should not affect the
short time-average duty cycle of any LED. The dimming
level has to be treated as an external parameter, which
needs to be varied per light source in accordance with the
illumination specification to render the desired lighting

atmosphere. This may include slow time variations for the
generation of dynamic lighting effects and independent
dimming level settings from one LED to another.

b) Sufficient dimming resolution: To enable accurate atmos-
phere and light color rendering, the modulation method
should allow a dimming resolution of 8–12 bits, or simi-
larly a contrast ratio of 1:256 to 1:4096.

c) Imperceivable modulation: The modulation scheme and
the light dimming method should not cause visible flick-
ering. We believe that, due to the large illuminated area,
the requirements are more stringent than for displays,
where refresh rates of 50 or 100 Hz are acceptable. In
some situations, particularly during rapid eye movements,
a human eye can notice frequency components as high as
hundreds of Hertz in the illumination [18]. This can be
avoided by elimination of low frequency components in
the modulation.

d) Accurate estimation: The system has to allow measure-
ments of the illumination intensity and color point of the
light at distances where the light contributes to the illumi-
nation, distinguishing just noticeable differences defined
in human perception models [19], [20].

e) Simultaneous estimation: The system has to be able to
measure the contribution from each locally relevant light
source individually and simultaneously. It has to operate
in an environment with several thousands of LEDs, and
be robust against mutual interference.

f) Low complexity: The detector/estimator should be simple
and low power, to be suited for use in a remote control
device.

g) Interoperability: The modulation scheme has to be us-
able either with a multicolor light sensor or just with a
monochromatic sensor. Moreover, groups of LEDs, e.g.,
belonging to the same luminaire, may carry the same iden-
tifier, or one may assign a separate identifier for each LED
(color component).

h) Energy efficiency: The tolerable frequency of switching
on-off the power of any LED is limited. Power switching
causes capacitive losses in the device and its driver cir-
cuitry. To maintain a high power efficiency of the light
source, the number of pulses per unit of time needs to be
low, say below 1 kHz. One can nonetheless consider to use
a high clock frequency for a fine resolution in the pulse
position, if the illumination pulses are designed to cover
a large number of clock cycles without transitions. More-
over, too frequent switching, e.g. if the transients cover
more than a few percent of a typical pulse duration, can
cause color shifting. During transients, the LED junction
is powered differently and typically emits a different spec-
trum [21], which may create undesirable color artifacts.

i) Robust modulation and estimation: Ambient light, in-
cluding sunlight, should not harmfully impair accurate
estimation of the illumination contributions. The re-
quirements due to shot noise are, however, less stringent
than for an optical communication system experiencing
ambient light. Since in the considered system, an LED
light source needs only to be accurately measurable if its
light output power contributes significantly to the local
perceived illumination.
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j) Rapid estimation: The modulation method should allow
fast estimation. This guarantees that the user experiences
an immediate reaction after pressing a control button.
Hence, a sensor should be able to identify and measure
all relevant light sources within a few 100 ms.

In the remainder of this paper, we will challenge our choices for
the modulation system and its parameters against these require-
ments, and in particular quantify the performance with regard
to requirement d).

III. MODULATION AND MULTIPLE ACCESS

In this section, we propose the CTDMA-PPM and
CTDMA-PWM visible light modulation schemes, which
are designed to embed identifiers in the light, while meeting the
requirements posed in Section II-C. We introduce a three-layer
structure for the illumination modulation and use the following
nomenclature for the modulated pulse waveforms.

• A slot has duration . It represents the clock timing at
which the power LEDs are driven. Hence is the resolu-
tion at which the LEDs can be modulated.

• A block has duration and represents the du-
ration of one chip. The ratio is the contrast ratio
and also the resolution of the possible adjustment of the
duty cycle for dimming purposes. This corresponds to

bits in dimming capabilities. In one block dura-
tion, an LED emits one pulse. The unique property of this
modulation method is that the pulse could extend beyond
the boundary of the block, according to the illumination re-
quirements.

• A frame has duration and it is the time in-
terval during which one identifier is transmitted, and one
measurement of the illumination intensity of each LED is
made. Hence, when is in the order of a tenth of a second,
requirement j) is satisfied.

As can be understood from the signal description in the next
sections, our modulation and multiple-access schemes attempt
to satisfy requirements b) and a), in blocks and frames, respec-
tively.

A. Block Modulation Format

Here we introduce binary PPM and PWM for a pulse of am-
plitude and timing reference with .
These are illustrated in Fig. 2, together with the non-modulated
pulse.

1) Non-Modulated Pulse: For the non-modulated driving
pulse used for dimming the LED light output, as illustrated in
Fig. 2(a), we have the following:

• the starting position of all pulses for the th LED equals ;
• the pulse width in terms of number of slots is given by

(1)

where rounds to the nearest integer and is the
dimming level of the th LED, with the duty cycle

. Note that the dimming level is a parameter that can be
different for different LEDs.

2) Pulse Position Data Modulation (PPM): For PPM, as il-
lustrated in Fig. 2(b):

• The starting position of the th pulse for the th LED, with
and , is given by

(2)

where and are the allocated time slot and the mod-
ulation depth for the th LED, respectively, and de-
notes the th chip of the spreading sequence or identifi-
cation code for the th LED, where . The
length of the spreading sequence is .

• The pulse width is as defined in (1).
3) Pulse Width Data Modulation (PWM): For PWM, as il-

lustrated in Fig. 2(c):
• The starting position of the th pulse for the th LED is the

same as used for PPM, i.e., it is given by as defined in
(2).

• The pulse width, however, depends not only on the required
light level but also on the spreading chip, i.e.

(3)

where . Consequently, pulses end at
regardless of . To satisfy the

required duty cycle exactly over the frame interval and
meet requirement a), we balance the number of 1’s and

1’s in the identification/spreading code, i.e.,
.

Evidently, if we need to embed any code, we cannot switch
off the light completely. In PPM, light is emitted in at least one
slot per block, so the realized duty cycle . Similarly
for PWM, we have for a balanced number of
1’s and 1’s in the code. If the total light level in a room must
be dimmable to nonperceivable illumination levels this might
present a problem. On the other hand, the minimum light level
can be made arbitrarily small by choosing appropriate and

. Meanwhile, the maximum duty cycle also needs to remain
slightly below 100%, viz. and

for PPM and PWM, respectively. This does not lead
to any practical limitation because it has only a minor impact,
fractions of a percent, on the lighting intensity emitted by an
LED.

B. Framing

We consider a synchronous system in which , and
are identical for all LEDs, and ideally their slots, blocks, and
frames are aligned. We will omit the notational details of pulses
extending into neighboring blocks, and we only consider the
first frame in a continuous sequence of repetitive frames. The
signal driving the th LED can be expressed as

(4)

Here and refer to the positions of slots in a block, and to
blocks in the frame, respectively, and
is the unit pulse of unit time width and amplitude, where is
the unit step function. The discrete-time signal represents
the sample of at . For PPM it is given by
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,
,

,
,

(5)
while for the case of PWM, it is given by

,

,
.

(6)
These pulses can be interpreted to consist of a code-carrying
prefix, a main illumination pulse and an inversely code-modu-
lated suffix. For the PWM scheme, the duration of the suffix is
reduced to zero.

C. Multiple Access

For our scheme, we define a two-dimensional multiple ac-
cess scheme, namely in the code and time dimension. We choose
CDMA to allow multiple light sources to simultaneously emit
PWM-dimmed light, and nonetheless transmit unique and sep-
arable codes. We propose to use Walsh-Hadamard (WH) codes,
since they can ensure perfect orthogonality and allow for com-
putationally efficient multi-signal receiver algorithms, to ad-
dress requirements e) and f), respectively. By excluding the first
WH code, namely the DC word, all codes used
have a balanced number of 1’s and 1’s. This balanced prop-
erty further fixes the frame-average duty cycle and shapes the
illumination spectrum to make the data modulation imperceiv-
able, to meet requirements a) and c), respectively. Moreover, the
system becomes resilient to sources of constant or sufficiently
slowly varying interfering light sources such as sunlight or in-
candescent bulbs, addressing requirement i). The th LED is as-
signed the identification/spreading code

(7)

which corresponds to WH code , with .
We additionally assign a timing reference to each LED,

where each combination is unique in the system, i.e.,
each combination characterizes one LED. Moreover we avoid
the situation that a part of the prefix or suffix of the light pulse
of one LED overlaps with the prefix or suffix of the pulse of any
other LED that has the same code assigned. The resulting coded
waveform over a frame is illustrated in Fig. 3.

Hence, perfectly synchronized CTDMA-PWM, meets
the requirements a) and e), because the signals from LED

with and LED with are orthogonal if

even if . Consequently, if all LEDs have the same
, the upper bound to the number of LEDs that can

be uniquely tagged equals . For CTDMA-PPM,
one needs to avoid not only overlap of prefixes but also of
suffixes, which can be challenging due to LED-dependent
time-varying changes of the dimming levels. So PPM does not
appear to be favorable from the perspective of the number of

Fig. 4. Block diagram of the link between the �th light source and �th sensor.

LEDs that can be supported simultaneously in a convenient
manner. A pragmatic approach is to let to be the same for
every LED, while only the code differs.

The proposed multiple access method allows the sensor to
detect multiple signals from LEDs, simultaneously, independent
of the different illumination levels, meeting requirements a) and
e).

IV. CHANNEL MODEL

As shown in the system block diagram of Fig. 4, the channel is
described by the relation between the signal at the output of
the th LED driver, and the signal , at the output of the th
sensor. The corresponding optical transmit and receive signals
are denoted in the figure as and , respectively. In the
following, we will consider only one sensor and thus omit the
index .

A. Electrooptical Conversion

The optical transmit signal in response to a step func-
tion of the electrical transmit signal is given
by [22], where denotes the LED respon-
sivity. The unit step response of LEDs appears approximately
an exponential function [23], i.e.

(8)

(9)

The time constants and for on- and off-switching tend
to differ [24]. Ignoring a possibly more complicated interac-
tion between the on- and off-tails for very short pulses, the
CTDMA-PPM optical signal becomes

(10)

For CTDMA-PWM, is also given by (10), except that
is replaced by given in (3).

B. Indoor Light Propagation

The LED light reaches the sensor possibly via multiple paths,
as studied for instance by [6], [7], [25]–[30]. To address require-
ments b) and j), we will have for typical commercial
power LEDs. For such a slot time, the intersymbol interference
caused by multipath propagation can be considered negligible.
Yet, reflections may change the color content of the light and, as
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a result, the detector sees different channel amplitudes for dif-
ferently colored LED light. This is in agreement with require-
ment d). For the analyses in this paper, however, we model a
line-of-sight (LOS) path. This is motivated by the fact that due
to the narrow LED beams the main illumination contributions
will reach the sensor via a direct LOS path.

The gain of such an optical path is

(11)

where is the propagation distance, is the area of the pho-
todiode (PD) and the angle defines the orientation of LED .
Further, describes the LED radiation pattern, which we
assume to be rotationally symmetric and includes the effects of
the lens. The angle defines the orientation of the PD with
respect to the th LED. We can model by a generalized
Lambertian law [6], [22]

(12)

where represents the Lambertian mode number.

C. Optoelectrical Conversion

The PD in the receiver converts the incoming optical signal
into the electrical signal . Its responsivity is denoted by ,
which is color dependent and thus carries index . The response
speed of PDs is generally much higher than that of power LEDs,
hence, the switching effects can be considered negligible [22],
[31].

Here we assume a receiver with a bandwidth of , with a
flat frequency response in the signal band. In a practical system,
however, one might consider to apply AC-coupling to remove
background light and to reduce the required dynamic range
of the receiver. This dynamic range is very dependent on the
number of light sources contributing to the local light effect
and will consequently change from scenario to scenario.

D. Channel Disturbances

There are three major sources of channel disturbances, i.e.,
the background light, the electronics noise and the PD shot
noise.

The background light consists of light contributions from
other ambient sources, which in the envisaged LED lighting
system would be mostly sunlight, if at all. Its power is denoted
by . Fluctuations of that are slower than can be
approximated as DC during each frame, which is valid for
sunlight and, hence, the argument is omitted. It is moreover
assumed that the background light does not result in saturation
of the receiver.

Electronics noise is mostly created by the transimpedance
amplifier for the PD signal, and predominantly behaves as ad-
ditive Gaussian (thermal) noise. For a power spectral density
(PSD) in an effective bandwidth , the variance
of the thermal noise equals

(13)

Shot noise is due to a stream of electrons that are generated
at random times in the PD. It is approximately Gaussian dis-
tributed due to the central limit theorem [7]. The shot noise

power is linearly proportional to all light shed on the PD
surface, not only including the light from LEDs, but also the
background light. Hence it can be expressed as

(14)

where is the electrical charge of an electron
, denotes the total number of LEDs and

is the PD responsivity to background light. Due to the definition
of the LED signals in (4), within a frame the shot noise is
approximately cyclostationary with period , i.e.,

for .
Hence, the received electrical signal can be written as

(15)

where , and denote the background
light contribution, thermal and shot noise terms, respectively.
The variances for the latter two are defined in (13) and (14).

V. RECEIVER DESIGN AND PERFORMANCE ANALYSIS

The baseband receiver processing consists of three main
steps. To achieve a low-complexity receiver implementation,
we first apply integrate-and-dump (I&D) processing to the
received signal to yield a discrete time signal. This is followed
by CDMA despreading with the assigned CDMA codes to
obtain the despreaded signal values for each and code in the
second step. In the third step we apply an estimator to find the
illumination intensities for the different light sources. In this
paper we focus on linear estimators, due to requirement f).

The I&D receiver outputs the matrix , whose
th element . Hence,

captures an entire frame. For the purpose of CDMA de-
spreading with respect to the th LED, we use a submatrix of

, denoted by , that contains the columns with the data mea-
surements related to the th LED. For CTDMA-PPM these are,
by design, the columns and

of , relating to the data carrying
pre- and suffix, respectively. For CTDMA-PWM the columns

of form .
Specifically, for CTDMA-PWM, the th element of

can be written as

(16)

where . The variable
is the individual light intensity from the th LED at

the sensor location and the parameter to be estimated. The DC
bias is due to the illumination pulses from other LEDs and
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the background light. The noise term is zero-mean Gaussian
distributed with variance . The elements of for
CTDMA-PPM can be obtained similarly.

The despreaded signal vector is then found by multiplica-
tion of the matrix with the code vector , as defined in (7).
The result is given by the vector

(17)

of size and for CTDMA-PPM and CTDMA-
PWM, respectively.

Let denote a zero-mean Gaussian distributed noise
vector, modelling both the thermal and shot noises. The vari-
ance of the th element equals .
Also, let us define the vector , which, if and are small
with respect to and , equals and
for CTDMA-PPM and CTDMA-PWM, respectively. Here the

vectors and are given by

(18)

(19)

respectively. We note that, since and are static charac-
teristics of the LED light sources used in the system, it is reason-
able to assume that the receiver has knowledge about these and
thus knows . The parameters and can be characterized
during installation of the system or derived from data sheets of
the LEDs.

Using these definitions we can rewrite the despreaded signal
vector, as defined in (17), to

(20)

The illumination pulses and background light , together de-
noted as , can be considered as modulated light applying the
WH-code with , i.e., the dc code, which is orthogonal to
all codes applied in the pre- and suffixes. Hence, the illumina-
tion pulses and background light are perfectly removed by the
despreading of (17). Hence, requirement i) is satisfied.

For perfectly synchronized systems, the multiuser interfer-
ence (MUI) between LEDs is zero in (20), since orthogonal
codes are assigned to the LEDs applying the same slots for data
modulation. Requirement e) is thus satisfied. In practical sys-
tems, however, some level of timing inaccuracies might be ex-
perienced, the influence of which is considered in Section VI.

One can use our receiver structure to obtain a real-time esti-
mate of the shot noise variance . This value can be used to
design a bit detection and intensity estimation algorithms in the
following sections. For that we correlate the received signal ma-
trix for the th LED with the dc code, yielding a vector con-
taining the sum of the background light and illumination pulses,
denoted by . From (14), is related to the shot noise
variance.

A. Intensity Estimation

It was explained in Section II that it is essential to measure
the individual light level in an intelligent light system. A
linear estimator of can be written as a multiplication of the
despreaded vector with the weighting vector of size
and for CTDMA-PWM and CTDMA-PPM, respec-
tively. The result is given by

(21)

One can choose the weight vector according to the least
squares (LS) and the minimum mean square error (MMSE)
criteria, which reflect the cases that the variance of is
unknown and known, respectively.

1) LS Estimation: For LS estimation of , the weight vector
becomes

(22)

For the special case in which power LEDs are switched on and
off instantaneously, i.e., , , and that the elements
of are i.i.d., can be chosen according to equal gain
combining. Hence, the th element of , denoted by , equals
1 for (for both CTDMA-PPM and CTDMA-
PWM) and for (for CTDMA-PPM) and

, otherwise.
For performance analysis, we write obtained through the

LS estimation as

(23)

The second term is the estimation error, which is a zero-mean
random Gaussian variable with mean squared value

(24)

where and denotes expectation. If
the noise is i.i.d, i.e. , where is the identity ma-
trix, then

(25)

where denotes the Euclidean norm. For this scenario, we
can calculate the lower bound on the mean squared error (MSE).
It can be easily shown that this is achieved when
and is given by

(26)

(27)

for CTDMA-PPM and CTDMA-PWM, respectively.
It can be observed that the MSE for CTDMA-PPM is half

of that for CTDMA-PWM. The LS estimation process suffers
from a reduction of SNR due to the nonideal response of the
LEDs, i.e., the MSE will increase with increasing and .
Moreover, an increase in code length and modulation depth

increases the estimation performance.
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2) Linear MMSE Estimation: The LS intensity estimator is
unbiased, but it suffers from noise enhancement. Therefore we
explore the use of the MMSE estimator. MMSE estimation for
known can be realized by estimating the variance of the
shot noise through the DC-code contribution, as explained at the
beginning of this section.

The MMSE estimator is found as the estimator that minimizes
the cost function

(28)

Consequently, the MMSE estimator can be shown to be given
by

(29)

and the resulting mean squared estimation error equals

(30)

For i.i.d. noise, is given by

(31)

Similarly as for the LS estimator, the lower bound of
can be obtained as

(32)

(33)

for CTDMA-PPM and CTDMA-PWM, respectively.
It can be observed from (26), (27), (32), and (33) that when

the SNR is high, the MMSE estimator and LS estimator tend
to become equivalent. The performance difference between
CTDMA-PPM and CTDMA-PWM is similar as for the LS
estimator.

Numerical results for the intensity estimation performance
will be given in Section VII-A.

B. Complexity Evaluation

In this subsection we evaluate the computational complexity
required in the receiver and intensity estimation.

In every frame period, i.e., , the receiver writes sam-
ples to its memory to form . It is then most efficient to imple-
ment the correlation processing of (17) for all LEDs simultane-
ously. This is done by applying WH transforms to . Each
transform involves real additions.

Let denote the number of samples combined for each
intensity estimation in (21). Hence, equals the number of
non-zero elements in , which for PWM is smaller than
and for PPM is smaller than . Each LS intensity estimation
requires multiplications, additions and one
operation. Each MMSE intensity estimation, requires, however,

inverting a matrix, in addition to the computations
needed for LS intensity estimation.

Let us consider a basic implementation using and
CTDMA-PWM, where the switching speed of LEDs are very
high, i.e., and . Each LS intensity esti-
mate requires one operation and each MMSE estimation
requires one addition, one division and one operation.
Hence, the complexity of such detector is low, addressing re-
quirement f).

This simple receiver can make an estimate of the light inten-
sity from LEDs applying an orthogonal code for each
time division bin of slots wide. Hence the average number of
estimates per slot of length becomes

(34)

For large and this tends to unity. Hence the system
can make close to one LED intensity measurement per . We
believe that thereby we reach a fundamental limit for binary
(on-off) modulation. Meanwhile, the schemes allow an arbitrary
dimming of each LED independently, at a resolution of
steps to meet requirement b). Although the LEDs are clocked at
a rate of , in each block, i.e., , only a single power-on and
power-off transition is made. This limits the capacitive losses to
address requirement h).

VI. IMPACT OF TIMING INACCURACIES

In the previous sections, we considered perfectly synchro-
nized LED light sources. In a practical lighting system, however,
certain timing inaccuracy between the different light sources
and between the light sources and the sensor will occur, e.g.,
due to cabling and imperfections in local clocks. One can dis-
tinguish two influences: a fixed timing offset and timing jitter.
In this section we will consider these two effects to be inde-
pendent. In other words, when considering the timing jitter, we
assume that the fixed offset for every LED is zero. In this way,
we can obtain clear insights on the performance impact of these
two kinds of timing inaccuracies, separately. Let us define
and to denote the fixed offset and random jitter between the
signals from the th LED and that of the receiver, respectively.
Further, the variance of is denoted by .

Fig. 5 illustrates possible pulse waveforms from different
LEDs in the presence of timing inaccuracies. These inaccura-
cies will potentially lead to errors in the matrix for all , and
consequently in the decision variable . This in turn will result
in an error in the estimation of the illumination contribution

. This error will be evaluated in this section, in which we
will consider the CTDMA-PWM scheme and for simplicity of
explanation we consider the case of .

Specifically, in the presence of , we now get that (16) is
changed into (35), shown at the bottom of the next page, where
the definition on the group and is given below. Further,
the DC term also varies due to the timing error of the LEDs
in the group and , as also introduced later.

In terms of the resulting errors in due to the fixed offset
and jitter, we need to consider four potential types of errors, as
illustrated in Fig. 5.

1) The first error is in the vector of the considered th LED,
as defined in Section V. The resulting vector is written as
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Fig. 5. Examples of each of the four types of MUI due to timing errors for different LEDs. The shaded area is the period that the detector gathers signal for the
�th LED.

. The influence of this error is observed in the first term
of (35).

2) The second error is the interference from the set of LEDs,
denoted by , that are assigned the same time slot as that
of the th LED, but have different WH codes. That is, the
LEDs for which and .

3) The third potential type of error is the interference from
the set of LEDs in neighboring slots, denoted by , i.e.,

or . Although under per-
fect synchronization the signals from the th and th LED
are decoupled in the time domain, these can possibly be
mixed together under timing errors. We only need to con-
sider the LED that are assigned the neighboring slots, since
the timing offsets are relatively small, i.e., and

.
4) The fourth potential type of error is the interference from

two sets of LEDs, denoted by and , for which
the tails of their illumination pulses lie in the slots where
the light of the th LED is modulated by the code. That
is, the LEDs for which or , and

. We only need to consider
the negative values of and for

and positive values for . In contrast,
we need to consider interference both if and are
positive or negative.

A. Fixed Timing Offset

The estimation error due to fixed timing offsets is caused by
error type 1 and 2. It is derived in Appendix I for the LS esti-
mator. There it is found that the worst case error is given by

(36)

where the variance of the noise term equals
.

B. Timing Jitter

The estimation error due to timing jitter is caused by all four
error types. This is elaborated in Appendix II, where we show
that the error can be modelled as a Gaussian random variable.
Specifically, we have that the error is given by

(37)

(35)
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where the variance of the noise-and-interference term equals

(38)

It can be concluded from (37) and (38) that jitter causes inter-
ference from many more LEDs than the fixed offset in (36). It
is noted, however, that their influence in the variance is normal-
ized by due to the despreading, reducing the influence.

Numerical results for the influence of both the fixed timing
offset and timing jitter are presented in Section VII-B.

VII. NUMERICAL RESULTS

In this section, we present the numerical results for a large in-
door environment of 20 m 20 m with a high density of LEDs.
In this scenario, the LEDs are distributed in a square grid with a
dimension of 25 cm, i.e., a density of 16 LED that all
consist of a co-located red, green and blue LED. Consequently,
the full ceiling is covered with a total of 3 6400 LEDs. These
lamps generate light with a color temperature of 6500 K (D65)
[32] for equal duty cycles of the red, green and blue LEDs, i.e.,
for . The sensor is located in the middle of the
room and is oriented such that it faces the ceiling at a height
of . For the lamp and sensor parameters we con-
sider Philips Lumileds LUXEON K2 LEDs [33] and a Hama-
matsu S6468 monochromatic photodetector [34]. The Lamber-
tian mode number is the same for all LEDs. The area of the PD

. For the red, green and blue LEDs, the driving
currents are 0.25, 1.1, and 0.22 A, respectively, which corre-
sponds to a lumen output of 43.7, 142, and 9.72. The respon-
sivity of the LEDs equals 1.30, 0.243 and 0.89 W/A and that
of the PD equals 0.42, 0.28, 0.21 A/W for the red, green and
blue LEDs, respectively.

Walsh-Hadamard codes with are used, and
is set to be 1024 to provide a dimming range of 10 bits and a
fundamental frequency of approximately 1 kHz, which is far
above the visible frequency range. Every LED takes
slots for modulation, such that the spreading gain is

, to create sufficient noise robustness. The slot period
for which we can assume and , since

typical LEDs have response times of smaller than 100 ns [5]. In
this simulation, all LEDs are considered to operate at the same
duty cycle of 50%, i.e., . The PSD of electronics noise

. While all the LEDs are radiating
light and embedding codes simultaneously, we consider only
the sensing performances of the link between one LED and the
sensor. Slots and codes are randomly assigned to the different
LEDs.

In this scenario with high LED density, shot noise is domi-
nated by the light contributions of the LEDs, i.e., the first term
in (14). This large room scenario can be considered a worst case
scenario, since many LEDs contribute to the shot noise.

Fig. 6. Normalized MSE in intensity estimation versus PD-LED hypotenuse
propagation distance, for a ceiling height of � = 3.5 m. (a) Different color LEDs,
� � �. (b) Red LEDs, different � values.

A. MSE in Intensity Estimation

First we illustrate the MSE performance in LS intensity
estimation, as derived analytically in (25), for the large room
scenario. To this end we study in Fig. 6 the normalized MSE
(N-MSE) in light intensity estimation, i.e., the MSE results
derived in Section V-A normalized by the squared value of the
actual light intensity. We present the MSE results as a func-
tion of , the hypotenuse propagation distance according to

with the ceiling grid coordinates
of the light source with respect to the sensor. The sensor is fixed
and we take numerical results for LEDs at different locations
on the ceiling.

Fig. 6(a) depicts the N-MSE for the three color LEDs with
. It is observed from the depicted results that the perfor-

mance in intensity estimation degrades in an exponential fashion
as the distance between the LED and sensor increases. We can
observe that we get considerable estimation errors, N-MSE

, in the intensity estimation using CTDMA-PPM for LEDs
whose distances from the sensor are above 12.5, 10.7, and 9.3 m
for red, green and blue LEDs, respectively. Over the considered
range the difference in color seems to result in a shift of the MSE
curves, which again can be attributed to the difference in optical
output power and color dependence of the PD responsivity. For
CTDMA-PWM these ranges are approximately 1 m smaller, as
expected from the results in (26) and (27). The impact of this
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error, however, is limited since the contribution to the local illu-
mination from LEDs which are beyond these distances are neg-
ligible, since their contributions are more than 20 dB lower than
that of the LED with the dominant contribution at the sensing
location. The above shows that we can satisfy requirement d) up
to considerable ranges.

Similar results for red LEDs with different radiation pat-
terns, for , 2 and 5, are depicted in Fig. 6(b). For
the CTDMA-PPM scheme, N-MSE values below are
now achieved up to distances of 12.5, 10.5, and 7.6 m for
equals 1, 2, and 5, respectively. The degradation in range for
CTDMA-PWM, compared to CTDMA-PPM, is less than 1 m.
In contrast to the difference in color, the difference in LED
radiation pattern changes the slope of the MSE curve. For very
low distances the performance is slightly improved for high ,
i.e., narrow light beams, while for high distances the MSE is
significantly increased for high .

B. Effect of Timing Errors

The influence of timing errors on the estimation performance
is illustrated in Fig. 7. The results are depicted in terms of
N-MSE in light intensity estimation for different distances
between the PD and LEDs. LEDs with are considered
and the th LED, for which the N-MSE is calculated, is red.

The result for worst case error for a fixed timing offset, as
derived in (36), are reported in Fig. 7(a) as function of

. We can conclude from this figure that for
low values of the performance is limited by the noise. For
larger values the interference becomes dominant. A N-MSE of

can be achieved for of 0.39, 0.34, 0.05, and 0.01 for
a PD-LED distance of 3.5, 4.6, 7.8, and 9.7 m, respectively.
The N-MSE for 13.5 m is already above without timing
offset.

The timing jitter results of (37) and (38) are illustrated in
Fig. 7(b). This figure shows the N-MSE as function of the nor-
malized timing jitter variance . Again, the performance is
limited for low values of by the noise and for higher values by
the jitter-caused interference. A N-MSE performance of
can be achieved for of 0.2, 0.15, and for
a PD-LED distance of 3.5, 4.6, 7.8, and 9.7 m, respectively.
The N-MSE for 13.5 m is above even for zero timing jitter.
Simulations for larger rooms, i.e. with more LEDs, achieved
approximately the same performance, which indicates that the
interference is dominated by the contributions of a few strong
LEDs (near the sensor).

Hence, we can conclude that timing inaccuracies will only
yield considerable errors for the estimation of illumination con-
tributions of LEDs that are located far from the sensor. Since
their light contribution at the sensor location are also small, the
impact of this on the final system performance will be minor.

C. Accuracy in Light Color Estimation

Instead of calculating BER performance as typically occurs
in (wireless) optical communication-oriented papers, in this sec-
tion we illustrate the performance of the proposed methods to
estimate and set the color of the light emitted by the color LED
lamps, using a monochromatic sensor. In this procedure the
sensor receiver performs an intensity estimation for every LED.

Fig. 7. Normalized MSE in intensity estimation under timing errors for dif-
ferent PD-LED hypotenuse propagation distances, for a ceiling height of � �

��� �. (a) Influence of fixed timing offset. (b) Influence of timing jitter.

Since it also identifies the LEDs, it can obtain the color of the in-
dividual LEDs from the master controller and combine this with
the intensity estimates to determine the color of the resulting
light. When the system can accurately estimate the color of the
resulting light, these estimates are also suitable to locally render
colors with a control loop.

To study the performance in estimation of local light, we
use Monte Carlo simulations of the light color estimation based
on the LS estimates of the intensities of the individual colored
LEDs with . We refer the interested reader to text books
on color theory, e.g., [19] and [32], which show that the accu-
racy in color estimation is best evaluated in the commonly used

uniform chromaticity diagram. This diagram is normalized
to the sensitivity of the human eye, such that the threshold value
for a noticeable color difference is independent of the color
point of the light. A color difference is only noticeable if the
error, i.e., , is larger than 0.001 [4], [19], [35].

Fig. 8(a) depicts the points of the primary colors of the
LEDs (red, green and blue) and that of 4 mixed colors. The
mixed colors are set by varying the duty cycles for the different
color LEDs. For the colors white (D65), pink, light green and
purple, the ratios between the duty cycles of the red, green and
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Fig. 8. Accuracy in color estimation for different mixed colors. (a) LED and
mixed color in � � diagram. (b) ��� � � for different mixed colors.

blue LEDs are given by 1:1:1, 1:0.2:0.2, 0.2:1:0.2, and 0.2:0.2:1,
respectively. All lamps contribute the same color.

We transformed the simulated estimates (21) into es-
timated coordinates and of and , respec-
tively, [19], [32]. The mean of is then given

. This mean is
plotted in Fig. 8(b) as a function of the perpendicular distance
to the ceiling for the four mixed colors. We conclude from
Fig. 8(b) that inside the simulated room for all four rendered
colors the mean of stays well below the threshold of
noticeable color difference. Also we observe a slight difference
in color estimation performance for the different color points.
This can be explained by the color dependence of the MSE
in intensity estimation, as observed in Fig. 6(a). Furthermore,
the dependence on height can be attributed to the location
and height dependence of the MSE, where it is noted that the

performance is quite stable except for sensor locations near
the ceiling, in between lamps. This can be explained by the
rapidly decreasing signal contributions at these height due to
the downward radiation pattern of the LEDs.

The accurate estimation of the color point of the purple light
appears to be the most challenging, which corresponds with the
fact that the MSE in intensity estimation is highest for the blue
LEDs. On the other hand, the color estimation of pink is worse
than that of the light green light, although the MSE for the red
LEDs is the lowest. This can be attributed to the transforma-
tion to the plane, which takes into account the sensitivity
of the human visual perception system, which is less sensitive
to differences in green colors. However, the difference in
between the different colors is very small and well below the
visible threshold, satisfying requirement d). So the proposed
method more than adequately estimates the color point of the
produced light with a monochromatic sensor.

Extensions to the studied system could be made by the use of
a multicolor sensor, which would allow for all three color LEDs
in one lamp to use the same .

D. Evaluation

For the large room scenario considered in this section, we
proposed a dimming resolution of , i.e. .
Furthermore, we applied a system with , and

. Thus LEDs are switched around times per
second, which keeps the capacitive power losses due to on- and
off-transients negligibly small, addressing requirement h), yet
it is fast enough to prevent visible flickering. Each LED can be
measured within a 0.26 s period, to address requirement j), and
the system can simultaneously and separately detect the light
from more than 250,000 independent light sources, to satisfy
requirement e).

For systems with fewer LEDs, one can decrease the measure-
ment time by choosing a smaller code length . A code length
of 32, for example, would yield a measurement of the intensities
of all LEDs each 33 ms, while still more than 30 ,000 LEDs can
be supported.

VIII. DISCUSSIONS AND CONCLUSIONS

Solid-state lighting will play an increasingly important role in
general illumination as well as light effect creation. The intuitive
control of sophisticated lighting installations is regarded as a key
factor for the market acceptance of such systems. This paper in-
troduced a technology named coded light that brings such sim-
plicity by enabling new interaction modes for lighting systems.
The technology is based on the embedding of identifiers in the
light from high brightness LEDs. This allows for identification
and estimation of the light contribution of each LED in a local-
ized manner, which is essential to the deployment of new user
interaction modes.

A set of requirements for such systems were formulated in
this paper, which significantly differ from those for the usual
wireless optical transmission systems studied hitherto. The dif-
ferences are caused by the fact that the proposed system is used
simultaneously for illumination, transmission of identifiers and
lighting control. To satisfy these requirements, we introduced
a new class of binary modulation methods suitable for PWM-
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based dimming, simultaneous identification of multiple SSL lu-
minaires, and estimation of their individual local light contri-
butions. These methods involve the use of a main illumination
pulse with a data carrying prefix and/or suffix, and are based on
PPM and PWM. A hybrid code and time division multiple ac-
cess scheme is used to separate the signals from the different
LEDs, which allows for a large number of light sources to be
measured by the system simultaneously.

A receiver design was proposed. For estimation, the least
squares and minimum mean square error estimators were
studied. Furthermore, the performance of the intensity esti-
mators were derived analytically. The results reveal that the
CTDMA-PPM scheme is 3 dB more robust to noise than the
CTDMA-PWM scheme in MSE performance. This, however,
comes at the cost of a more complicated code and time slot
assignment for CTDMA-PPM and a smaller number of LEDs
that can be allocated. Moreover, we analyzed the influence of
imperfect timing on the estimation performance.

For a worst-case scenario with a very large number of LEDs
in a room, we evaluated numerically the main system perfor-
mance parameters. Next to the MSE of RGB color components,
we calculated the achievable color accuracy in the color tri-
angle. We concluded from this study that our approach provides
the required MSE performance up to sensor-LED distances of
about 7 to 10 meters. It was, moreover, concluded that the error
in the estimation of the light color is very small and well below
the visible threshold, even for this highly demanding scenario. A
topic for future research is the numerical analysis of the system
taking into account reflections.

APPENDIX I
FIXED TIMING OFFSET

In this section, we consider the case when there is a fixed
timing offset, , between the clock of the th LED and that of
the receiver. We can then investigate the four types of errors as
defined in Section VI.

With respect to the first type of error, we get that the th ele-
ment of the vector equals

.
For the second type of error, since the timing offset of the

th LED is fixed, the influence on the values of can be seen
to be proportional to the codeword vector . Thus, during the
despreading operation (20), the signals due to the th LED is
cancelled out due to the orthogonal property of the WH codes.

Similarly, the influence on due to the th LED is also
proportional to . Therefore, we only need to consider the
LEDs in the set such that . Specifically, we can
get the interference on due to the th LED can be written to
be , where the th element of is1

(39)

1Note that the situation becomes more complicated if � � � or
� � �� �� � � �. In this case, the signal might be interfered from the
LEDs with � � �� �� � � � or � � �, even if � �� � . In practice, we
can easily set certain guard slots to prevent this complication. Therefore, we do
not consider these situations in this paper.

(40)

Finally, with respect to the fourth type of error, the influence
on due to the signal from the th or th LED can be seen
to be dc. Therefore, due to the dc-free property of the used WH
codes, the signal of the th or th LED will be cancelled
during the WH despreading.

We can then conclude that despreaded signal vector is given
by

(41)

where the influence of the timing offset is clear from comparing
(41) to (20). We can then evaluate the performance in estimation
of . For instance, for the LS estimator we have

(42)

The sum of the errors depends on the signs of and .
The worst case corresponds to that all errors add constructively.
This worst case error is given by

(43)

where the variance of the noise term equals
.

APPENDIX II
RANDOM TIMING JITTER

For the case of random time jitter, we assume the jitter is
Gaussian distributed with variance for the th LED. In the
presence of the random jitter, the values are independent
for different chips . Similar to the analysis on the fixed timing
offset, we again need to consider four possible types of the
estimation errors due to the random time jitter, as defined in
Section VI.

First, for the th element of , the output of the I&D re-
ceiver suffers from a random bias

if and
if

. We can then compute the probability characteristics
of these two terms. The probability distribution of the random
bias clearly depends on the characteristics of . For every ,
the interference due to the timing offset is then proportional to
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and the ratio is . Then, the mean and the variance of
the influence on the corresponding terms of are

when

when

(44)

(45)

respectively. Consequently, during the despreading oper-
ation (20), we get that the influence on is a random
variable with mean and variance

. We note that only one of
the slots is affected, and, hence, these expressions are nor-
malized over .

Second, we consider the interference from the LEDs in set
. The mean and variance of such interference for the th chip

can be obtained similarly as

and , respectively. Due
to the orthogonality property of the WH codes, the mean
will be cancelled during the despreading. Thus, there will
be a random interference with zero mean and variance

.
Third, the interferences from the LEDs in the set are

considered. We only need to consider the th chips with
, and the interference only occurs on the slot

. The mean and variance can be obtained as

and ,
respectively. Similarly, we can also obtain the results for

. The mean values of the interferences for will
be cancelled during the despreading, however there is a non-zero
mean for the interference from the LED with . There-
fore, in , the interference for each can be characterized by
a random variable with variance

and mean for and zero for
.

Finally, we consider the interference due to the LEDs in the
sets and . The tails of the illumination pulses from
these LEDs lie in the slots between and . For the th
LED whose tail ends, ideally, at , the influence on at
each is similar to that from the th LED itself when .
So, we can compute the mean and variance as

and ,
respectively. The same results hold for ,
except that the mean is .
Then, after the despreading operation, we obtain the interfer-
ence on due to the LEDs in is characterized by a vari-

ance . For the LEDs in the set
, the tail of the illumination pulse end at a slot between

and . In this case, we need to consider the interfer-
ence of the tails on both neighboring slots. We can compute
the mean and variance of interference on each slot similarly
as above. Further, after the despreading, the mean values of
these interferences are always cancelled in . Thus, we only
need to consider the variance of the interference in , which is

.
In summary, after despreading, due to the large number of

interfering sources and the central limit theorem, the total in-
terference can be characterized by a Gaussian random variable.
The mean is determined by error types 1 and 3. The variance is
determined by all four error types.
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