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Coded PPM and Multipulse PPM
and Iterative Detection for
Free-Space Optical Links
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Abstract—Signal modulation has an important im-
pact on the system performance in optical communi-
cation. Two attractive modulation schemes are pulse
position modulation (PPM) and multipulse PPM
(MPPM), which have the advantage of average energy
efficiency and bandwidth efficiency, respectively. An
important practical issue is to employ an efficient
channel coding of reasonable (decoding) complexity
adapted to these modulations. In this view, we con-
sider the use of a classic binary convolutional code to-
gether with iterative soft demodulation and channel
decoding at the receiver. In particular, we discuss the
impact of bit-symbol mapping on the iterative re-
ceiver performance and provide design rules for opti-
mal mapping in the case of MPPM.

Index Terms—Channel coding; Iterative detection;
Free-space optics; Multipulse PPM; Pulse position
modulation.

I. INTRODUCTION

F ree-space optics (FSO), or optical wireless commu-
nication, is a promising solution for very high

data rate point-to-point communication [1]. In prac-
tice, in FSO systems, we are faced with several prac-
tical problems, which may degrade the performance of
an FSO link, particularly over ranges of the order of
1 km or longer [2–4]. In this paper, we assume that
the transmitter and the receiver are fixed and per-
fectly aligned, and we consider clear atmosphere con-
ditions. Even under such conditions, we are faced with
atmospheric turbulence, also known as scintillation.
The resulting channel fading, i.e., random fluctua-
tions in both the amplitude and the phase of the re-
ceived signal, can cause an important degradation in
the quality of data transmission [5]. Under weak tur-
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ulence conditions, the system performance can be
mproved considerably by using channel coding [6–8].
owever, in the cases of moderate to strong turbu-

ence, channel coding alone is not sufficient to miti-
ate channel fading efficiently, and it should be used
n combination with diversity techniques [8,9].

In this work, we mostly consider the conditions of
eak turbulence. We assume that we do not have any

ource of diversity available: we use a monochromatic
aser with a single beam at the transmitter and a
ingle lens of very small size at the receiver, usually
eferred to as a point receiver. This assumption of the
bsence of any source of diversity allows us to focus on
nother interesting aspect with a view to improving
he system performance, i.e., the signal modulation.
he ON-OFF keying (OOK) modulation is commonly
sed in FSO systems owing to its simplicity. We are

nterested in more efficient modulation techniques
hat make a good compromise between complexity and
erformance. In this view, we consider in this paper
ulse position modulation (PPM) and multipulse PPM
MPPM) and look for appropriate channel coding
ethods adapted to these modulations. The interest

n PPM is that it is an average-energy efficient modu-
ation [10]. Also, MPPM has the advantage of higher
andwidth efficiency, as compared with PPM [11].

In this work, we explain how to adapt a simple bi-
ary convolutional code to the case of Q-ary PPM or
PPM. As we will see, in order to efficiently correct

emodulation errors, we perform iterative demodula-
ion and channel decoding and, hence, benefit from
he channel coding gain in signal demodulation. The
eceiver complexity remains reasonable, as compared
ith the case of nonbinary convolutional coding. We

all this scheme BCID, standing for binary convolu-
ional encoding with iterative detection. We study the
ystem performance for PPM and MPPM modulations
ith an emphasis on the latter.

Note that a somewhat similar scheme, called serial-
y concatenated pulse-position modulation (SCPPM),
as recently proposed by Moision and Hamkins in

12,13]. This relatively high-complexity scheme is in
2009 Optical Society of America
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fact proposed for deep space communication with data
rates of the order of megabits per second. Our BCID
scheme can be considered a simplification of SCPPM.
Our contribution is mainly in the extension of the
BCID scheme to MPPM, as well as in discussing the
choice of bit-symbol mapping and its effect on the per-
formance of the iterative receiver. We provide, in par-
ticular, a design rule for signal mapping for MPPM.

Numerous works such as [14,15] have already con-
sidered the use of PPM for deep space communication
while being based on a photon-counting receiver. We
consider in this paper the context of terrestrial FSO
systems used over ranges up to several kilometers. In
most of these systems, the received photon flux is im-
portant enough to allow working with the beam inten-
sity directly. Here, by FSO, we mean such systems
and consider signal detection at the receiver based on
the received light intensity. Note also that the as-
sumption of the weak turbulence regime that we
made is not restrictive: in the cases of moderate to
strong turbulence, usually a relatively large lens is
used at the receiver for aperture averaging [5]. This
efficiently reduces the channel fading. Even with a
sufficiently large aperture, the fading statistics mostly
follow the log-normal distribution [9,16]. Thus, our
study also applies to such cases.

The remainder of this paper is organized as follows.
In Section II, we present our motivation behind choos-
ing PPM and MPPM, as well as some already pro-
posed channel coding solutions. The system model and
general assumptions are presented in Section III. The
iterative receiver is detailed in Section IV, whereas
PPM mapping and soft demodulation are described in
Section V. In Section VI, we extend our study to the
case of MPPM and consider optimal bit-symbol map-
ping. Numerical results are presented in Section VII
to compare the system performance for different cod-
ing and modulation schemes. Finally, Section VIII
concludes the paper.

II. PPM AND CHANNEL CODING, STATE OF THE ART

Let us first explain our motivation for choosing
PPM and MPPM, as well as their pros and cons. We
also present a brief overview of the classic channel
coding methods proposed so far.

A. Choice of Signal Modulation

Because of implementation complexity issues, most
current FSO systems use intensity modulation with
direct detection (IM/DD). It is shown in [17] that, for a
classic optical channel under peak and average power
constraints, a slotted binary modulation can nearly
achieve the channel capacity. Furthermore, it is
proved in [18] that, under such constraints, PPM can
ttain the near-optimum channel capacity. When per-
orming hard signal detection at the receiver, PPM
as the advantage that, in contrast to OOK, it does
ot require dynamic thresholding for optimal detec-
ion [19]. In this work, we perform soft signal detec-
ion at the receiver, however.

In the classic Q-ary PPM, a symbol corresponds to
=log2 Q bits. We denote the symbol duration Ts and

he slot (or chip) duration T=Ts /Q. The symbol dura-
ion is thus cut into Q time slots, and an optical pulse
s sent in one of the Q slots. Figure 1(a) shows an ex-
mple of Q-ary PPM with Q=4. For notational sim-
licity, hereafter, we denote the Q-ary PPM simply
PM or QPPM when we want to specify the modula-

ion order. For the case of binary PPM (BPPM), i.e.,
=2, we use the BPPM notation. For QPPM, the re-

uired bandwidth increases linearly with Q. This does
ot cause a problem because FSO systems have a very

arge bandwidth available. However, the real problem
ith increasing Q is that, in practice, the required

witching speed for the electronics increases. This
eans that more expensive devices must be used in

he system. Moreover, the receiver synchronization
ecomes more difficult [10].

Since QPPM contains one pulse per Q slots, it has a
uty cycle of 1/Q and a peak-to-average power ratio
PAPR) of Q. We can vary Q to make a flexible com-
romise between power efficiency and bandwidth effi-
iency. Nevertheless, a disadvantage of PPM is that
or a given average transmission power, with increas-
ng Q, the PAPR increases.

An interesting alternative to PPM is the MPPM,
hich has the advantage of reduced PAPR. In MPPM,
e send w laser pulses among Q slots. Obviously, the

ase of w=1 corresponds to the conventional PPM. For
PPM that we denote w-QPPM, we have a duty cycle

f w /Q and a PAPR of Q /w. As an example, we have
hown in Fig. 1(b) the case of 2-4PPM, i.e., dual-pulse
PPM with Q=4. Another important advantage of
PPM over PPM is its higher bandwidth efficiency

11,20]. As explained above, from a practical point of
iew, the bandwidth efficiency is a parameter of criti-

ig. 1. (Color online) Examples of PPM and MPPM symbols. I0,
ransmitted light intensity in an ON slot.
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cal importance in FSO systems. Performances of PPM
and MPPM have been compared in several works
[11,21]. When imposing a constraint on the peak
power and nothing on the average power, MPPM out-
performs PPM. When the constraint is imposed on the
average power and nothing on the peak power, it is
PPM that outperforms MPPM.

Some variations of PPM have also been developed
for the wireless optical links, such as overlapping
PPM and differential PPM. Overlapping PPM can be
considered a special case of MPPM, where each sym-
bol interval corresponds to NM slots with N ON-slots
[14]. Differential PPM, on the other hand, has vari-
able symbol duration, since each symbol begins just
after the ON-slot of the preceding symbol. It, hence,
necessitates stringent frame synchronization [14] and
would not be suitable for commercial FSO systems.

B. Already Proposed Channel Coding Solutions

A number of coding techniques, including convolu-
tional codes, Reed-Solomon (RS) codes, and turbo-
codes (TCs) have been proposed so far for QPPM. The
classic binary convolutional codes and TCs were pro-
posed in [22–25]. The main drawback of these solu-
tions is that binary codes are not suitable for use with
Q-ary symbols in the sense that they are not efficient
for correcting demodulator output errors. Nonbinary
codes are more appropriate [18]; however, their decod-
ing complexity can be prohibitively large for a practi-
cal implementation in a gigabit-per-second FSO sys-
tem. RS codes are appropriate from this point of view:
an �n ,k� RS code is naturally matched to Q-ary PPM
by choosing n=Q−1 [26]. RS codes have also been con-
sidered for the case of MPPM [27]. Concatenated con-
volutional and RS codes were considered in [28]. How-
ever, the performance improvement by RS coding is
not considerable because of hard RS decoding that is
usually performed at the receiver; soft RS decoding is
computationally too complex and is rarely imple-
mented.

III. SYSTEM MODEL AND ASSUMPTIONS

At the transmitter, the encoded information bits are
transformed into symbols according to the modula-
tion. We let I0 denote the transmitted light intensity
in an ON PPM slot, and I the corresponding received
intensity. With the channel fading coefficient denoted
h, we have, in fact, I=hI0. At the receiver, the corre-
sponding electrical signal after optical/electrical con-
version is

r = �hI0 + n, �1�

where � is the optical/electrical conversion efficiency
assumed to be unity for simplicity. Also, n is the sum
f thermal, dark, and shot noise. We assume that the
eceiver is thermal noise limited and model n as a
ero-mean Gaussian additive random process, inde-
endent of the received signal intensity I. Note that
or an OFF PPM slot, Eq. (1) reduces to r=n.

Based on r, we perform soft signal demodulation
nd channel decoding. Soft information is considered
n the form of the logarithmic likelihood ratio (LLR).

e leave the details on this part to Section V. We as-
ume perfect time synchronization of the system. Also,
e assume that there is no spreading of the signal in-

ensity across the slots of PPM symbols. This means
hat the signal corresponding to each time slot is in-
ependent of those of the other slots. In other words,
e assume that we do not have any interslot interfer-
nce.

We use the gamma–gamma ���� model for the fade
tatistics. This model can be adapted to any turbu-
ence conditions by setting two parameters, � and �,
hich are the effective numbers of large- and small-

cale eddies of the scattering environment, respec-
ively, and depend on the Rytov variance [5]. We con-
ider here the classic plane wave propagation model,
hich is valid for relatively long-range applications,
s well as turbulent eddies of zero inner scale. A nor-
alized channel is considered, i.e., E�I�=1. Channel

ime variations are considered according to the theo-
etical quasi-static (frozen) model, where channel fad-
ng is constant over the duration of a frame of sym-
ols, changing to a new independent value from one
rame to the next.

IV. ITERATIVE DEMODULATION AND DECODING

As explained previously, we use a classic binary con-
olutional code at the transmitter. A binary code can-
ot efficiently correct the demodulator output errors

n the case of using a Q-ary modulation, however. So,
n order to improve the receiver performance, we use
he decoder soft outputs to refine the demodulator’s
ecisions. By performing iterative demodulation and
ecoding, we would hopefully obtain the same robust-
ess as if we had used a nonbinary code, while having
uch less receiver complexity. We were inspired by

he idea that is used in turbo-equalization or turbo-
etection [29,30]. For the reason that will be ex-
lained later, at the transmitter we need to perform
nterleaving on the encoded bits before bit-symbol

apping.

The block diagram of the proposed receiver is shown
n Fig. 2. We perform soft-input soft-output (SISO) de-

odulation and decoding. The former is based on the
aximum a posteriori criterion and the latter on the
aximum likelihood criterion using the soft output
iterbi algorithm (SOVA). Note that we use the words
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“demodulator” and “demapper” interchangeably. At
the first iteration, the demapper calculates bit-level
LLRs on the transmitted (coded) bits by using the re-
ceived signal samples r. The demapper output LLRs
are then fed to the SISO decoder that provides at its
output LLRs on the coded bits. In the second iteration,
the decoder output extrinsic LLRs are fed to the de-
modulator to help it refine the LLR calculation. The
demodulator then provides the extrinsic LLRs to the
decoder, and so on. After a few iterations, we obtain
practically no improvement, i.e., we attain the conver-
gence. Decision making on the transmitted bits can
then be done by using the a posteriori LLRs at the de-
coder output. Note that passing extrinsic soft values
between the two main blocks instead of a posteriori
values ensures the proper convergence of the receiver.

An important parameter is the interleaver (or
equivalently, the deinterleaver). The deinterleaver in
Fig. 2 has the task of decorrelating the demapper out-
puts. In fact, the maximum likelihood decoding of the
convolutional code is optimal when input errors to the
decoder are uncorrelated. The receiver performance
after convergence depends on the interleaver design.
Here, we consider pseudorandom interleaving of large
enough size.

As mentioned in Section I, a similar scheme, called
SCPPM, was proposed in [12,13] for deep space com-
munication applications. In the SCPPM scheme, the
information bits are first encoded by using an outer
code, which is a binary convolutional code [12,31].
Then, after interleaving, they are passed through an
inner encoder, a combination of a bit-accumulator and
a PPM modulator, called accumulated PPM. The use
of low-density-parity-check codes instead of convolu-

Fig. 2. Block diagram of the iterative receiver. LLRDEM
ext and

LLRDEC
ext , extrinsic soft values at the demapper and the channel de-

coder, respectively.
tional codes is considered in [32]. Later, single-parity- p
heck codes were applied to SCPPM in [33]. The dif-
erence from our scheme comes essentially from the
it-accumulator. The use of accumulated PPM allows
he iterative decoder to obtain better performances
31] but increases its complexity. The BCID scheme
hat we consider here has a reduced complexity and is
ore suitable for a gigabit-per-second FSO system.

V. SOFT DEMAPPING OF PPM SYMBOLS

In this section, we provide details on mapping and
oft demapping of PPM symbols.

. Q-ary PPM Mapping

The interleaved coded bits are grouped into sub-
locks of B=log2 Q bits, �bB ,bB−1 , . . . ,b1�, and fed to
he PPM modulator. Let x= �x1 ,x2 , . . . ,xQ� represent
he transmitted symbol corresponding to the Q slots of

PPM symbol. We sometimes refer to x as a slot-
ord. As we assumed a channel free of interslot inter-

erence, the method of mapping the bits to symbols
as no effect on the system performance. Therefore,
e consider here the simple natural mapping. By this
apping, the position of the optical pulse in x is de-

ermined by �i=1
B bi2i−1+1. An example of natural map-

ing for 4PPM can be seen in Fig. 1(a).

. Soft Demapping Q-ary PPM Symbols

For hard signal detection, we make a decision based
n the slot with the maximum signal level [18]. As ex-
lained in Section IV, here we perform maximum a
osteriori-based soft demodulation. According to Eq.
1), at the receiver, corresponding to a slot-word x, we
eceive r= �r1 ,r2 , . . . ,rQ�, where

ri = xiI + ni, i = 1, . . . ,Q. �2�

i equals 0 or 1, depending on the mapped PPM sym-
ol. Signals ri are statistically independent according
o the assumptions of Section III. For the sake of dem-
nstration simplicity, let us consider the case of
PPM. Remember the bit-symbol mapping illustrated
n Fig. 1(a). The likelihood ratio (LR) on the bit b1 is
iven by Eq. (3), where, for instance, P�r �b1=1� is the

robability density function of r conditioned to b1=1:
LR�b1� =
P�r�b1 = 1�

P�r�b1 = 1�
=

P�r�b1 = 1,b2 = 0� + P�r�b1 = 1,b2 = 1�

P�r�b1 = 0,b2 = 0� + P�r�b1 = 0,b2 = 1�

=
P�r�x2 = 1,x1 = x3 = x4 = 0� + P�r�x4 = 1,x1 = x2 = x3 = 0�

P�r�x1 = 1,x2 = x3 = x4 = 0� + P�r�x3 = 1,x1 = x2 = x4 = 0�
. �3�

Taking into account our iterative detection scheme, we should also make use of the a priori information at the
demapper input. Let L1 and L2 denote the a priori LLRs on the bits b1 and b2, respectively. These are, in fact,
extrinsic LLRs at the decoder output, calculated in the previous iteration. (Obviously, at the first iteration,
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these a priori LLRs are set to zero.) Let us use the superscripts apost and ext to explicitly denote the a poste-
riori and extrinsic soft values, respectively. The a posteriori likelihood ratio LR on b1 is given in Eq. (4):

LRapost�b1� =

exp�− r1
2

2�n
2 +

− �r2 − I�2

2�n
2 +

− r3
2

2�n
2 +

− r4
2

2�n
2�eL1 + exp�− r1

2

2�n
2 +

− r2
2

2�n
2 +

− r3
2

2�n
2 +

− �r4 − I�2

2�n
2 �eL1+L2

exp�− �r1 − I�2

2�n
2 +

− r2
2

2�n
2 +

− r3
2

2�n
2 +

− r4
2

2�n
2� + exp�− r1

2

2�n
2 +

− r2
2

2�n
2 +

− �r3 − I�2

2�n
2 +

− r4
2

2�n
2�eL2

=

exp� r2I

�n
2 �eL1 + exp� r4I

�n
2 �e�L1+L2�

exp� r1I
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2 � + exp� r3I
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The LLR on b1 is obtained by taking the logarithm
of Eq. (4). We use the approximation of log�em+en�
	max�m ,n� to simplify the calculation of LLRs. Then,
Eq. (4) simplifies to

LLRapost�b1� 	 max� r2I

�n
2 + L1,

r4I

�n
2 + L1 + L2�

− max� r1I

�n
2 ,

r3I

�n
2 + L2� . �5�

Remember that we have to provide extrinsic LLRs for
the SISO decoder. Then,

LLRext�b1� = LLRapost�b1� − L1

= max� r2I

�n
2 ,

r4I

�n
2 + L2� − max� r1I

�n
2 ,

r3I

�n
2 + L2� .

�6�

Similarly, the extrinsic LLR on b2 is calculated as fol-
lows:

LLRext�b2� = max� r3I

�n
2 ,

r4I

�n
2 + L1� − max� r1I

�n
2 ,

r2I

�n
2 + L1�.

�7�

Checking Eqs. (6) and (7), we see that the extrinsic
LLR on a bit does not depend on its a priori LLR. Gen-
eralization of the LLR calculation to the case of Q-ary
PPM is considered in [34]; we do not reproduce it here
because of space limitation. Notice that for the case of
BPPM, as the demodulation is done bitwise, the itera-
tive scheme cannot be used. However, a binary code is
well adapted to this case.

VI. EXTENSION TO MULTIPULSE PPM

For MPPM, an important issue is the bit-symbol
mapping that can affect considerably the receiver per-
ormance. Investigating this point, we propose a map-
ing guideline for a general MPPM modulation
cheme. Soft demapping, on the other hand, is similar
o that explained for the monopulse QPPM in Subsec-
ion V.B.

. MPPM Bit-Symbol Mapping

Consider the general case of w-QPPM. There are

Cw
Q = �Q

w�
ossibilities of choosing w ON slots among Q. So, every
PPM symbol can represent up to L=log2�Cw

Q� bits.
owever, Cw

Q may not be a power of two; so benefiting
rom the maximum L may require a complicated bit-
ymbol mapping [21]. Here, as a simple solution, we
ake the integer part of L as the number of bits per

ymbol B. Then, there are P2B
Cw

Q
possibilities for map-

ing bits from the set �bBbB−1 . . .b1� into symbols in the
et �x1x2 . . .xQ�. Let us consider the two cases of
-4PPM and 2-8PPM in the following.

. Case of 2-4PPM

With w=2 and Q=4, we have L
2.58, and we take
=2. There are P4

6=360 different ways for mapping
he bit set �b2b1�= �00,01,10,11� into a symbol set of
ize 4, among the 6 possible symbols {0011, 0101,
110, 1001, 1010, 1100}. Note that the Hamming dis-
ance between any symbol pair equals either 2 or 4.
ince the order matters in a bit-symbol mapping, we
ave to find the optimal mapping among these 360
ossibilities. For this purpose, we first sort out these
ossibilities into C4

6=15 symbol sets. Then, corre-
ponding to each symbol set, there are 4!=24 possibili-
ies for bit-symbol mapping, which have the same av-
rage Hamming distance d, because permutations do
ot affect d. It can be easily verified that these 15
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symbol sets can be divided into two groups that differ
in d, one with d=2.67 and the other with d=2.33. (We
have C2

3=3 possibilities for the first group with d
=2.67, and C1

3C1
2C1

2=12 possibilities for the other with
d=2.33.) Now, for each 24 possible bit-symbol map-
pings corresponding to a special symbol set, we fur-
thermore specify the parameters d1 and d2, which are
the average Hamming distances between two symbols
(slot-words) differing in one and two bits in �b2b1�, re-
spectively. We have summarized in Table I the classi-
fication of different mappings, where we have speci-
fied d, d1, and d2 for different symbol sets together
with the number of mappings corresponding to each
set. We have also provided a mapping example at the
right of each set in Table I. The second example, i.e.,
row two, “Best,” is what we had already illustrated in
Fig. 1(b).

The distances d, d1, and d2 are important param-
eters that affect the receiver performance. The most
important parameter is d: a larger d results in gen-
eral in a lower symbol error rate. The bit error rate
(BER), on the other hand, also depends on d1 and d2.

In the case of noniterative detection, the more im-
portant parameter after d is d2: to obtain better per-
formance, we should first choose a mapping with the
largest d, and then maximize, in descending priority
order, d2 and d1. Things are a little different if we per-
form iterative detection. In fact, to optimize the map-
ping, after maximizing d, we should maximize, in de-
scending priority order, d1 and d2. This concept is
similar to the so called anti-Gray mapping, already in-
vestigated for RF communication systems employing
iterative detection [35–38]. In particular, ten Brink in
[36] studied, for different mappings, the bitwise mu-
tual information (MI) on a bit, given the a priori
knowledge of one or more bits. He showed that for a
better performance improvement through iterations,
this conditioned bitwise MI should be maximized. The
anti-Gray mapping and the mapping method we pro-
posed above satisfy this criterion.

From Table I, the mapping that we called “Best” is
optimized by following this guideline. The perfor-
mance comparison of the four mapping examples will
be done in Subsection VII.D. Note that the mapping
“Hell” does not work in an iterative scheme, although

TAB
POSSIBLE BIT-SYMBOL MAPPIN

No.ofSymbol
Sets

No. of Possible
Bit-Symbol Mappings d d1

3 8�3=24 2.67 2
3 16�3=48 2.67 3

12 8�12=96 2.33 2
12 16�12=192 2.33 2.5
t has the largest d: if b1=1, choice of b2=0 or b2=1 is
quivalent to choosing between the possibility of (x1
0, x2=1) or (x1=1, x2=0), respectively. If b1=0, choice
f b2=0 or b2=1 is again equivalent to choosing be-
ween the possibility of (x1=0, x2=1) or (x1=1, x2=0),
espectively. So, a priori information on b1 does not
elp the detection of b2 and vice versa. It can be easily
erified that the extrinsic LLR for one bit does not de-
end on the a priori LLR on the other bit.

. Case of 2-8PPM

Here, we have L=log2�C2
8�
4.8 and so we can do the

apping by taking B=3 or B=4. Let us consider B
3, as it is the number of bits for the equivalent 8PPM
odulation. There are P8

28 possibilities for mapping
b3b2b1� into x with two ON slots among Q=8. We veri-
ed that among the P8

28 possibilities, there are 14
roups of symbol sets that have different d. For sim-
licity, in Table II, we just consider two groups corre-
ponding to the maximum and minimum d, i.e., 3.4
nd 2.4, respectively. For each group, we have pro-
ided two bit-symbol mapping examples obtained by
aximizing, in descending and ascending priority or-

er, d1, d2, and d3. We leave the performance compari-
on of these mappings to SubsectionVII.D.

Note, finally, that for the classic Q-ary PPM, we
ave d=d1=d2= ¯ =2 irrespective of the mapping. So,
e have the same convergence property for any map-
ing.

VII. NUMERICAL RESULTS

Here we present some simulation results to study
he performance of our proposed BCID scheme. The
ystem performance is evaluated in terms of average
ER as a function of signal-to-noise ratio (SNR). Elec-

rical SNR is considered in the form of Eb /N0, where
b is the averaged received energy per information bit
nd N0 is the noise unilateral power spectral density.
n the following, we provide details of the simulation
arameters.

I
AND EXAMPLES FOR 2-4PPM

b2b1 0 0 0 1 1 0 1 1

Hell 0101 0110 1001 1010
Best 0101 1010 0011 1100
Bad 0101 0011 1100 0110

Good 0011 0101 1100 0110
LE
GS

d2

4
2
3
2
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A. Simulation Parameters

We consider two cases of a channel without atmo-
spheric turbulence that we call an AWGN channel
(standing for additive white Gaussian noise) and a
weak-turbulence channel. For the latter case, we set
the Rytov variance �2 to 0.04, resulting in �=51.9 and
�=49.1 in the �� model. To do a fair comparison be-
tween the performances of different modulations, we
fix for all modulation schemes the information trans-
mission rate that we denote Rb, as well as the average
transmitted optical power, denoted Pav. Fixing this
latter parameter is important because it controls the
total optical energy consumption for the transmission
of a given volume of data. Denoting the channel cod-
ing rate Rc, we further define the bit rate R=Rb /Rc, in
contrast to the information rate Rb.

Taking fixed Rb and Pav into account, we set the
transmitted beam intensity I0 (in ON slots) for a given
modulation. Considering the noise unilateral power
spectral density N0, we also have to set the receiver
noise variance �n

2 according to the occupied bandwidth
that we consider as 1/T, where T is the slot duration.
We specify below the calculation of I0, �n

2, and Eb for
different modulations that we will consider. Notice
that we take Rc into account in the calculation of Eb.

• For OOK, we have T=Ts=1/R, and hence we set

I0 = 2Pav, �n
2 =

N0

2
R, Eb =

2Pav
2

Rb
. �8�

• For QPPM, we have Ts= �log2 Q� /R, T=Ts /Q
=log2 Q /QR. We set

I0 = QPav, �n
2 =

N0

2

Q

log2 Q
R, Eb =

QPav
2

Rb
.

�9�

• For w-QPPM, with B bits per symbol, we have
Ts=B /R and T=Ts /Q=B /QR. Then,

I0 =
QPav

w
, �n

2 =
N0

2

Q

B
R, Eb =

QPav
2

wRb
. �10�

B. Performance of Classical Coding Methods

Let us begin by studying the performances of the
classic existing methods. For this, we consider three

TAB
MAPPING EXAM

b3 b2 b1 0 0 0 0 0 1 0 1 0 0 1 1 1

Best 11000000 00001010 00110000 00000101 0000
Good 11000000 10100000 01010000 00110000 0000
Bad 01100000 10001000 10000100 10010000 1000

Worst 01100000 10100000 11000000 10001000 1000
oding schemes: Reed Solomon (RS) codes, simple bi-
ary convolutional codes, and binary TCs. For RS
ode, we consider (239, 255) and (127, 255) codes with
oding rates of 0.94 and 0.5, respectively. As the con-
olutional code, we consider the rate 0.5 recursive sys-
ematic convolutional (RSC) code �1,5/7� of constraint
ength K=3, where the numbers 5 and 7 represent the
ode polynomial generators in octal [39]. For TC, we
onsider the parallel concatenation of two �1,5/7�
SC codes [40]. Note that we should set the same cod-

ng rate for different codings in order to perform a fair
omparison between them. To obtain the same coding
ate of 0.5 as the convolutional code, we perform ho-
ogeneous puncturing on the parity bits (see [8] for

etails). Also, three iterations are processed for turbo
OVA decoding, giving a near-convergence perfor-
ance. Note that the use of more powerful codes (with

arger K) provides negligible performance improve-
ent in the presence of atmospheric turbulence.

We have contrasted the receiver performances for
ifferent modulation and coding schemes in Fig. 3.
ach frame of symbols corresponds to about 2000 bits.
oncerning modulation schemes, as expected, the per-

ormance of OOK is the same as BPPM (results are
ot shown in Fig. 3). Also, for QPPM, a better perfor-
ance is obtained by increasing Q. Concerning coding

II
S FOR 2-8PPM

1 0 1 1 1 0 1 1 1 d d1 d2 d3

1 01010000 00001100 10100000 3.4 4 3.3 2
0 00000101 00001010 00000011 3.4 2.7 4 4
0 11000000 10000001 10100000 2.4 2.5 2.3 2
0 10000100 10000001 10010000 2.4 2.2 2.5 2.5
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ig. 3. (Color online) Comparison of different coding and modula-
ion schemes, weak turbulence regime with �2=0.04. RSC code,
1,5/7�; RS code, (239,255); TC, punctured parallel concatenation of
wo RSC �1,5/7� codes.
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schemes, interestingly, there is not a considerable dif-
ference between the performances of the convolutional
and TC schemes. Also, for 16PPM, TC outperforms the
convolutional code only for very low BER. It is the
same for 8PPM (results are not shown). Concerning
the RS code, unless for very high SNR (higher than
the values in Fig. 3), the (127, 255) code has a poorer
performance than the (239, 255) code, although this
latter has a higher coding rate. For this reason, we
preferred to present the curves for this latter scheme.
[The (239, 255) RS code has been proposed in the
DVB-S (digital video broadcasting–satellite) standard
[41].] From Fig. 3, we see that the performances of
convolutional and TC approach that of RS for in-
creased Q. We deduce that for increased Q, these
schemes lose their efficiency, because, as explained be-
fore, they are not adapted to nonbinary modulations.

C. Performance of BCID for Q-ary PPM

Consider now the proposed BCID scheme for
QPPM. In the sequel, we always consider the �1,5/7�
RSC the channel code.

1) Performance Over the AWGN Channel: Let us first
consider the AWGN channel, i.e., without atmospheric
turbulence. We have presented in Fig. 4 BER curves
versus SNR corresponding to the first, second, and
fifth iterations for the three cases of QPPM with Q
=4,8,16. Full convergence is attained after about five
iterations. As expected, the gain obtained by the itera-
tive detector is specially significant for 8PPM and
16PPM modulations. For instance, for BER=10−5, the
SNR gain after full convergence is about 0.88, 1.61,
and 2.25 dB for the cases of 4PPM, 8PPM, and
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4PPM, IT2
4PPM, IT5
8PPM, IT1
8PPM, IT2
8PPM, IT5

16PPM, IT1
16PPM, IT2
16PPM, IT5

error
floor,

16PPM

Fig. 4. (Color online) Performance of the iterative receiver for the
AWGN channel, Q-ary PPM with Q=4,8,16, RSC �1,5/7� code; ITm
denotes the mth iteration. Also shown is the error floor for the case
of 16PPM.
6PPM, respectively. The interesting point is that it is
ufficient to process only two iterations at high
nough SNR.

Remember that the role of the (de)interleaver is to
ecorrelate the LLRs input to the SISO decoder. The
arger the interleaver size, the less correlated the
LRs. In Fig. 4, the interleaver size is about 2000 for
PPM, 4000 for 8PPM, and 8000 for 16PPM. Negli-
ible improvement is obtained for larger interleavers.
y increasing the number of bits per symbol, we
hould increase the interleaver size because the out-
uts of the bit-level demapper are more correlated.
ote that a larger interleaver implies a larger latency

n data detection. For the sake of completeness, we
ave also shown in Fig. 4 for the case of 16PPM the
ER floor curve that is obtained by feeding the
emapper with perfect a priori LLRs.

) Performance for a Weak Turbulence Regime: Con-
ider now the case of a weak turbulence channel. We
ave presented the performance curves in Fig. 5 for
he three previous modulation schemes. Other simu-
ation parameters are the same as in Fig. 4. The SNR
ain is again significant, and the convergence behav-
or through iterations is almost the same as for the
WGN channel. We notice an SNR gain of about 1.05,
.35, and 1.4 dB for the cases of 4PPM, 8PPM, and
6PPM, respectively, at BER=10−5 and after five re-
eiver iterations. Note that curves corresponding to
he first iteration are equivalent to those shown in
ig. 3.

) Convergence Analysis of the Iterative Receiver: We
se the EXIT (extrinsic information transfer) charts

42,43] to study the convergence of the receiver. Let us
rst present a brief introduction on this tool. EXIT
harts are based on the flow of the extrinsic informa-
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ig. 5. (Color online) Performance of the iterative receiver for the
eak turbulence channel with �2=0.04, Q-ary PPM with Q
4,8,16, RSC �1,5/7� code; ITm denotes the mth iteration.
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tion exchanged between the SISO blocks in an itera-
tive scheme. By this method, the LLRs input to a
SISO block are assumed to be uncorrelated and to fol-
low a Gaussian distribution. Letting � denote the a
priori LLRs and letting 	� and ��

2 denote their mean
and variance, respectively, we furthermore assume
that 	�=��

2 /2, corresponding to a bit 1, and 	�=
−��

2 /2, corresponding to a bit 0 [42]. Let IA (subscript
A indicates a priori) and IE (subscript E indicates ex-
trinsic) denote the mutual information (MI) at the in-
put and output of a SISO block, respectively. The
EXIT chart is considered the transfer function map-
ping the input information IA� �0,1� to the output in-
formation IE� �0,1�. To obtain the EXIT curves, for
each given IA, we generate at the input of a SISO
block, Gaussian distributed a priori LLRs with the ap-
propriate variance. The MI IE at the output of the
module is then calculated by histogram estimation.
The behavior of the iterative detector is determined by
associating IE

DEM⇒IA
DEC, and inversely, IE

DEC⇒IA
DEM,

where the superscripts DEM and DEC refer to the
demapper and the channel decoder, respectively.

We have shown in Fig. 6 the EXIT chart of the
SOVA decoder for RSC �1,5/7�, as well as those of the
demapper for the three modulations 4PPM, 8PPM,
and 16PPM, at Eb /N0=4 dB for the case of the AWGN
channel. It is seen that the EXIT curve of 16PPM lies
above that of 8PPM, and the latter lies above the
EXIT curve of 4PPM. Note that the final BER depends
on the intersection point of the EXIT curves of the
demapper and the decoder. The closer the correspond-
ing IE

DEC is to 1, the lower the BER. The fact that a
higher-order modulation gives a better BER perfor-
mance is hence verified. We have also shown the tra-
jectory describing the convergence of the receiver for
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Fig. 6. (Color online) EXIT charts of the SOVA decoder [corre-
sponding to the RSC code �1,5/7�] and the demapper for the three
modulations 4PPM, 8PPM, and 16PPM, for Eb /N0=4 dB and
AWGN channel. The trajectory describing the receiver convergence
for 16PPM is also shown.
6PPM. We notice that about two iterations are suffi-
ient to attain almost full convergence of the receiver.
he convergence rate is almost the same for all these
odulations, as the EXIT curves have almost the

ame slope. Note that the assumption of uncorrelated
aussian a priori LLRs is not perfectly satisfied in
ractice. As a result, EXIT charts do not predict the
onvergence behavior of the receiver exactly. In other
ords, the obtained trajectory provides an asymptotic
escription of the receiver convergence.

. Performance of BCID for MPPM

We consider the cases of 2-4PPM and 2-8PPM for
hich we discussed the bit-symbol mapping in Sub-

ection VI.A. Note that, in general, there is more cor-
elation between the bit-level LLRs at the demapper
utput for MPPM, compared with the equivalent PPM
cheme, and a larger interleaver should be used. We
se interleaver sizes of 4000 and 8000 for the cases of
-4PPM and 2-8PPM

) Case of 2-4PPM: We show in Fig. 7 the receiver
ER performances for the four mappings already
pecified in Table I, for the case of the AWGN channel,
s well as the corresponding curves for the mapping
Best” for the weak turbulence channel. First, con-
ider the mapping “Best.” It has the best performance
fter the receiver convergence, as it has the largest d
nd d1 (see Table I and Subsection VI.A). We notice a
ore significant gain by iterative processing than
hat we had for a simple 4PPM (Figs. 4 and 5). The
NR gain at BER=10−5 after five receiver iterations is
bout 1.86 and 1.7 dB for the cases of AWGN and
eak turbulence channels, respectively. It is not a sur-
rise that the overall performance is not better than

3 5 7 9 11 13 15
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
(dB)

B
E

R

AWGN, Best, IT1
AWGN, Best, IT5
AWGN, Good, IT1
AWGN, Good, IT5
AWGN, Bad, IT1
AWGN, Bad, IT5
AWGN, Hell
Weak, Best, IT1
Weak, Best, IT5

ig. 7. (Color online) Performance of the iterative receiver for
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SC �1,5/7� code; ITm denotes the mth iteration.
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PPM; PPM remains more average-energy efficient
and, hence, for a given Eb /N0, it has a lower BER than
MPPM. Considering the AWGN channel, the best per-
formance in the first iteration is obtained for the map-
ping “Hell,” for which we have the maximum d and d2.
Concerning the mappings “Good” and “Bad,” which
have the same d, better performance is obtained at
the first iteration for the latter (which has a larger
d2), whereas after the convergence a lower BER is
achieved for the former (which has a larger d1). The
same behavior is observed for the case of the weak
turbulence channel (results are not shown).

These results are confirmed by EXIT charts. Figure
8 shows (dashed curves) the EXIT charts for different
mappings for the AWGN channel at Eb /N0=8 dB. We
notice that, for instance, in the absence of a priori MI,
i.e., at the first iteration, the demapper for “Bad” pro-
vides a higher output MI than for “Best.” However, for
relatively high a priori MI �IA

DEM
0.35�, we have a
larger demapper output MI for the mapping “Best.”
The intersection with the EXIT curve of the decoder is
at a higher IE

DEC and, as a result, the final BER is
lower. This illustrates the famous trade-off between
earlier turbo cliff and lower BER floor. We also notice
that for “Hell” the demapper EXIT curve is horizontal
and no evolution of MI is achieved through iterations.

2) Case of 2-8PPM: Remember that, here, we can do
the mapping by taking B=3 or B=4. Let us first con-
sider B=3 and the mapping examples provided in
Table II. We have shown in Fig. 9 BER curves for the
AWGN channel, as well as those of the mapping
“Best” for the weak turbulence channel. It is verified
that the mapping “Best” gives the best performance
after convergence. The SNR gain at BER=10−5 after
five iterations is about 3.6 dB and 1.75 dB, for the
AWGN and weak turbulence channels, respectively.
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Fig. 8. (Color online) EXIT charts of the SOVA decoder and the
demapper for the mappings in Tables I and II for 2-4PPM and
2-8PPM modulations. E /N =8 dB, AWGN channel.
b 0
he corresponding EXIT charts are also shown in Fig.
(solid curves) for the AWGN channel at Eb /N0

8 dB. The performance for different mappings can
gain be justified by considering the parameters d, d1,
2, and d3 in Table II. We do not discuss them for the
ake of brevity.

We have also presented in Fig. 9 the BER curve for
-8PPM with B=4 for the AWGN channel and after
ve iterations. The corresponding mapping is opti-
ized according to the proposed mapping guideline.
omparing with Fig. 4, we notice that interestingly, at

ow BER, this 2-8PPM scheme outperforms even the
6PPM (which has the same B=4), given that the
lope of the BER curve after convergence is larger
han that of 16PPM. So, overall, this 2-8PPM scheme
s preferred to 16PPM, as its PAPR is four times lower
nd it has twice the bandwidth efficiency.

VIII. CONCLUSIONS

We considered in this paper a simple channel coding
olution adapted to PPM, based on a binary convolu-
ional code. At the receiver, iterative soft demodula-
ion and channel decoding are performed. We showed
hat a significant performance improvement is ob-
ained by using the proposed scheme, especially for in-
reased modulation order. In particular, we also ex-
ended the BCID scheme to the case of MPPM and
howed that the resulting performance improvement
ighly depends on the underlying bit-symbol map-
ing. We addressed a design rule to obtain optimal
appings adapted to the iterative detection scheme.
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Tm denotes the mth iteration.
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With an appropriate mapping, the performance im-
provement is, in general, more significant than the
case of classic PPM.
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