COEFFICIENT BOUNDS FOR THE INVERSE OF A FUNCTION WITH DERIVATIVE IN $\mathcal{P}$
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Abstract. Coefficient bounds for functions with a positive real part are used in a rather novel way to find sharp bounds for the first six coefficients of a function which is inverse to a regular normalized univalent function whose derivative has a positive real part in the unit disk.

1. Introduction. The family $\mathcal{S}$ of all functions regular and one-to-one in the open unit disk $\Delta$, $\Delta = \{z \in \mathbb{C}: |z| < 1\}$, consists of functions of the form

$$f(z) = z + a_2z^2 + a_3z^3 + \cdots, \quad z \in \Delta.$$  

These functions have a rich history [1, 2, 10, 11] and the conjecture that the magnitudes of successive coefficients $a_n$, $n = 2, 3, \ldots$, are bounded by those of the Koebe function, $k(z) = z + 2z^2 + \cdots + nz^n + \cdots$, has received widespread attention (and confirmation only for $n = 2, 3, 4, 5, 6$).

The inverse of $f(z)$ has a series expansion in some disk about the origin of the form

$$f^{-1}(w) = w + \gamma_2w^2 + \gamma_3w^3 + \cdots.$$  

It was shown early [9, 11] that the inverse of the Koebe function provides the best bound for all $|\gamma_k|$. New proofs of the latter along with unexpected and unusual behavior of the coefficients $\gamma_k$ for various subclasses of $\mathcal{S}$ have generated further interest in this problem [6, 7, 8, 12]. The purpose of this paper is to examine the early coefficients of (1.2) for a subclass of $\mathcal{S}$.

As is usually the case we let $\mathcal{P}$ be the family of functions

$$P(z) = 1 + c_1z + c_2z^2 + \cdots$$  

regular and with $\Re P(z) > 0$ for $z$ in $\Delta$. Furthermore we denote by $\mathcal{G}$ the class of all functions of form (1.1) defined by

$$f(z) = \int_0^z P(\xi) d\xi, \quad z \in \Delta,$$

$P(\xi)$ being any member of $\mathcal{P}$. It is well known that (1.4) is one-to-one, consequently $\mathcal{G} \subset \mathcal{S}$. For each $f(z)$ in $\mathcal{G}$, $f[\Delta]$, the image of $\Delta$ under $f(z)$, includes the disk. [4].

$$\{w \in \mathbb{C}: |w| < \log 4 - 1\}.$$
which is also the common region of convergence of series (1.2). Using known bounds on the $c_k$'s, in (1.3), we are able to give precise bounds on $|\gamma_n|$ for $n = 2, 3, 4, 5, 6$ and, by a different method, an estimate for $|\gamma_n|$ for all $n$. The main results are stated and discussed in §2. Proof of the main theorem is given in §3.

2. Principal results. First let us observe that the coefficients $\gamma_k$ cannot be uniformly bounded over $\Delta$, since if they were it would be possible to replace the disk in (1.5) by a larger one.

Theorem 1. If $f(z)$ is in $G$ and $\hat{f}(w) = \sum_{k=0}^\infty \gamma_kw^k$, then

\begin{equation}
|\gamma_2| < 1, \quad |\gamma_3| < \frac{4}{3}, \quad |\gamma_4| < \frac{13}{6}, \quad |\gamma_5| < \frac{59}{15} \quad \text{and} \quad |\gamma_6| < \frac{344}{45},
\end{equation}

and these bounds are all best possible.

Theorem 2. For $f(z)$ as in Theorem 1,

\begin{equation}
|\gamma_n| \leq \frac{1}{\pi n} \int_0^{\pi} \frac{d\theta}{|1 + 2e^{-i\theta} \log(1 - e^{i\theta})|^n} < \frac{1}{n\alpha^n},
\end{equation}

$n = 2, 3, \ldots$, with $\alpha = \log\left(\frac{4}{e}\right)$.

The last statement is fairly easy to establish using the subordination principle. From Cauchy’s formula for $\gamma_n$ along with the relationship between $f(z)$ and $\hat{f}(w)$, as was done earlier in [7], we may conclude that

\begin{equation}
\gamma_n = \frac{1}{2\pi i n} \int_{|z| = r} \left[ \frac{z}{f(z)} \right]^n \frac{dz}{z^n}.
\end{equation}

We need a bound on the integrand.

Hallenbeck [4] has shown that under the stated conditions $f(z)/z$ is subordinate to $-1 - (2/z)\log(1 - z)$, consequently, $z/f(z)$ is subordinate to the reciprocal $-z/(z + 2 \log(1 - z))$. This says there is a regular function $w(z)$, $|w(z)| \leq |z|$, for $z$ in $\Delta$, with the property that

\begin{equation}
\frac{z}{f(z)} = \frac{-w(z)}{w(z) + 2 \log(1 - w(z))}.
\end{equation}

Now, combining (2.4) with (2.3) and applying Rogozinski’s majorization principle for subordinate functions (see p. 369, [2], for example) enables us to write

\begin{equation}
|\gamma_n| \leq \frac{1}{2\pi n} \int_0^{2\pi} \frac{1}{|re^{i\theta} + 2 \log(1 - re^{i\theta})|^n} d\theta,
\end{equation}

from which the first bound in (2.2) follows. The remaining bound is obtained by maximizing the integrand in (2.5).

A comparison of results in Theorems 1 and 2 shows that the bounds in (2.2) cannot be the best possible. However, those in (2.1) are sharp when $f(z)$ corresponds to

\begin{equation}
P_0(z) = \frac{1 + z}{1 - z} = 1 + \sum_{k=1}^\infty 2z^k.
\end{equation}
COEFFICIENT BOUNDS FOR THE INVERSE OF A FUNCTION

Also, \( P_0(z) \) is a function which shows that the lemmata which follow cannot be improved.

3. Justification of Theorem 1. A function \( f(z) \) univalent in a neighborhood of the origin and its inverse satisfy the condition \( f(f(w)) = w \), or

\[
(3.1) \quad w = f(w) + a_2(f(w))^2 + a_3(f(w))^3 + \cdots.
\]

Assuming (1.1) and (1.2), (3.1) yields the equations

\[
\begin{align*}
\gamma_2 + a_2 &= 0, \quad \gamma_3 + 2a_2\gamma_3 + a_3 = 0, \\
\gamma_4 + a_2(\gamma_3^2 + 2\gamma_3) + 3a_3\gamma_2 + a_4 &= 0, \\
\gamma_5 + a_2(2\gamma_4 + 2\gamma_2\gamma_3) + a_3(3\gamma_3 + 3\gamma_2^2) + 4a_4\gamma_2 + a_5 &= 0, \\
\gamma_6 + a_2(2\gamma_5 + 2\gamma_2\gamma_4 + \gamma_3^2) + a_3(6\gamma_2\gamma_3 + 3\gamma_4 + \gamma_2^3) &+ a_4(6\gamma_2^2 + 4\gamma_3) + 5a_5\gamma_2 + a_6 = 0. \\
\end{align*}
\]

Because of the relationship between \( \phi \) and \( \psi \) we write

\[
(3.3) \quad a_k = \frac{c_k-1}{k}, \quad k = 2, 3, \ldots.
\]

using representation (1.3). Combining (3.2) and (3.3) gives

\[
(3.4) \quad \begin{align*}
2\gamma_2 &= -c_1, \quad 6\gamma_3 = 3c_1^2 - 2c_2, \\
24\gamma_4 &= 20c_1c_2 - 15c_3^2 - 6c_3, \\
120\gamma_5 &= 90c_1c_3 + 40c_2^2 + 105c_4^2 - 210c_2^2c_2 - 24c_5, \\
and \quad 720\gamma_6 &= 504c_1c_4 + 420c_2c_3 + 2520c_3^2c_2 - 1260c_3^2c_3, \\
&-1120c_1c_2^2 - 945c_4 - 120c_5.
\end{align*}
\]

It is well-known [10,11] that \( |c_k| \leq 2 \) for \( k = 1, 2, \ldots \) hence, we may write \( 2 |\gamma_2| = |c_1| \leq 2. \) This gives the first result in the theorem. For the other bounds we need additional properties of the coefficients \( c_k. \)

Lemma 1. If \( P(z) \in \mathcal{P} \) and \( 1/P(z) = 1 + \sum_{k=1}^{\infty} c_k^* z^k \), then

\[
(3.5) \quad \begin{align*}
c_1^* &= c_1^2 - c_2, \quad c_2^* = c_3 - 2c_1c_2 + c_1^3, \\
c_3^* &= c_1^4 + c_2^2 + 2c_1c_3 - 3c_2^2c_2 - c_4, \\
c_4^* &= c_5 + c_1^2c_2^2 + 3c_1c_2c_3 + 3c_1^2c_3 - 4c_1^2c_2 - 2c_1c_4 - 2c_2c_3, \\
and \quad c_5^* &= c_6 + 6c_2^2c_2^2 + 4c_1^2c_4 + 2c_1c_5 + 2c_2c_4 + c_3^3 \\
&-c_1^3 - 5c_1^4c_2 - 3c_1^2c_4 - 6c_1c_2c_3 - c_6.
\end{align*}
\]
and
\begin{equation}
|c_k| \leq 2, \quad k = 1, 2, 3, \ldots
\end{equation}

The last statement follows from the observation that both \( P(z) \) and its reciprocal are in \( \mathbb{V} \).

Using this lemma and (3.4) gives \( 6|\gamma_3| \leq |c_1|^2 + 2 |c_2|^2 \leq 8 \) and \( 24|\gamma_4| \leq 6 |c_2|^2 + |c_1|^2 + 8 |c_1| \cdot |c_2|^2 \leq 52 \) which correspond to the second and third inequalities in (2.1). The last two require additional techniques.

**Lemma 2.** The power series for \( P(z) \) given in (1.3) converges in \( \Delta \) to a function in \( \mathbb{V} \) if and only if the Toeplitz determinants
\begin{equation}
D_n = \begin{vmatrix}
2 & c_1 & c_2 & \cdots & c_n \\
c_1 & 2 & c_1 & \cdots & c_{n-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
c_{n-2} & c_{n-1} & c_{n-2} & \cdots & 2
\end{vmatrix}, \quad n = 1, 2, 3, \ldots
\end{equation}

and \( c_{-k} = \bar{c}_k \) are all nonnegative. They are strictly positive except for \( P(z) = \sum_{k=0}^{m-1} \rho_k P_0(e^{it_k}z) \), \( \rho_k > 0 \), \( t_k \) real and \( t_k \neq t_j \) for \( k \neq j \) and \( \sum_{k=1}^{m} \rho_k = 1 \); in this case \( D_n > 0 \) for \( n < m - 1 \) and \( D_n = 0 \) for \( n \geq m \).

This necessary and sufficient condition is due to Carathéodory and Toeplitz and can be found in [3]. The following lemma can be obtained from representation (2.3), [5].

**Lemma 3.** For any complex number \( \alpha \) and \( P(z) \) in \( \mathbb{V} \),
\begin{equation}
\max |c_2 - \alpha c_1^2| = 2 \max \{1, |2\alpha - 1|\}.
\end{equation}

We need the first two lemmas to obtain the bound on \( |\gamma_5| \) and all three for \( |\gamma_6| \).

We may assume without restriction that \( c_1 \geq 0 \). We begin by rewriting (3.7) for the cases \( n = 2 \) and \( n = 3 \).

\[ D_2 = \begin{vmatrix}
2 & c_1 & c_2 \\
c_1 & 2 & c_1 \\
c_{-2} & c_{-1} & 2
\end{vmatrix} = 8 + 2 \Re \{ c_1^2 c_2 \} - 2 |c_2|^2 - 4c_1^2 \geq 0, \]

which is equivalent to
\begin{equation}
2c_2 = c_1^2 + x(4 - c_1)^2,
\end{equation}

for some \( x, |x| \leq 1 \).

Then \( D_3 \geq 0 \) is equivalent to
\[ |(4c_3 - 4c_1 c_2 + c_1^2)(4 - c_1^2) + c_1(2c_2 - c_1^2)| \leq 2(4 - c_1^2)^2 - 2 |2c_2 - c_1^2|^2; \]

and this, with (3.9), provides the relation
\begin{equation}
4c_3 = c_1^3 + 2(4 - c_1^2)c_1 x - c_1(4 - c_1^2)x^2 + 2(4 - c_1^2)(1 - |x|^2)z,
\end{equation}

for some value of \( z, |z| \leq 1 \).
By proper rearrangement and application of the triangle inequality to the fourth member of (3.4) we get

\[ 120 | y_5 | \leq 24 | c_3^5 | + 42 | c_1 | \cdot | c_2^5 | + | 16 c_2^4 + 39 c_1^4 - 54 c_1^2 c_2 | ; \]

then the bounds given above and (3.9) make it possible to write

\[ 120 | y_5 | \leq 216 + | 16 c_2^4 + 39 c_1^4 - 54 c_1^2 c_2 | \]

(3.11)

\[ = 216 + | 16 c_1^4 - 19 c_1^2 (4 - c_1^2) x + 4 (16 - 8 c_1^2 + c_1^4) x^2 | \]

\[ \leq 216 + (64 + 44 c_1^2 + c_1^4) \leq 216 + 256 = 472 \]

from which we conclude that \(| y_5 | \leq 59/15.\)

Applying similar procedures to \(y_6\) we have

(3.12)

\[
\begin{align*}
720 | y_6 | & \leq 120 | c_5^6 | + 264 | c_1 | \cdot | c_2^6 | + 372 | c_1 |^2 \cdot | c_5^6 | + B \leq 4272 + B, \\
B & = | 504 c_1^2 c_2 + 180 c_2 c_3 - 496 c_1 c_2^2 - 189 c_1^2 | .
\end{align*}
\]

To generate a sharp upper bound for \(B\) we find it convenient to consider two cases depending on choices for \(c_1.\)

Therefore, we assume \(0 \leq c_1 \leq \frac{1}{2}.\) Then

(3.13)

\[ B \leq | 496 c_1 c_2^2 - 180 c_2 c_3 | + 504 c_1^3 | c_2 - \frac{189}{504} c_1^2 | . \]

and as a consequence of Lemma 3 we find that 126 is an upper bound for the second term in (3.13). Now, using the bound \(| c_2 | \leq 2\) and (3.9) and (3.10), we write

(3.14)

\[ | 496 c_1 c_2^2 - 180 c_2 c_3 | \leq 2 | 496 c_1 c_2 - 180 c_3 | \]

\[ \leq 2 \left[ 203 c_1^2 + (4 - c_1^2) (90 + 158 c_1 \rho - 45 (2 - c_1) \rho^2) \right] , \]

with \(\rho = | x |, \rho < 1.\) This second degree polynomial in \(\rho\) assumes its maximum when \(\rho = 79 c_1 / 45 (2 - c_1)\) and in this case we find that the last bound in (3.14) can be replaced by

\[ 2 \left[ 360 + \frac{(124)(34)(2)}{45} c_1^2 + \frac{15.376}{45} c_1^3 \right] \leq 814. \]

Now, this together with the above bound, shows that \(720 | y_6 | \leq 4272 + 814 + 126 = 5212,\) which implies the conclusion when \(0 \leq c_1 \leq \frac{1}{2}.\)

Returning again to (3.9), (3.10) and (3.12), we write

(3.15)

\[ 2 B = | 77 c_1^2 - 143 c_1^3 (4 - c_1^2) x + c_1 (4 - c_1^2) (632 - 113 c_1^2) x^2 \]

\[ + 45 c_1 (4 - c_1^2)^2 x^3 + 90 (4 - c_1^2) (1 - | x |^2) (c_1^2 + (4 - c_1^2) x) | \]

\[ \leq \left[ 77 c_1^2 + 90 c_1 (4 - c_1^2) \right] + (4 - c_1^2) \]

\[ \cdot \left[ 143 c_1^3 - 90 c_1^2 + 360 \right] \rho + \left[ 632 c_1 - 90 c_1^2 - 113 c_1^3 \right] \rho^2 \]

\[ - 45 (4 - c_1^2) (2 - c_1) \rho^3 , \]
by letting $\rho = |x|$ and invoking the triangle inequality. If we let $F(\rho)$ denote the last polynomial, then
\begin{equation}
F'(\rho) = (4 - c_1^2)\left\{ \left[ 143c_1^3 - 90c_1^2 + 360 \right] + \left[ 1264c_1 - 180c_1^2 - 226 \right] \right\} \rho
- 135(4 - c_1^2)(2 - c_1)p^2.
\end{equation}

We wish to show $F'(\rho) > 0$, for $0 \leq \rho \leq 1$, and conclude the maximum in (3.15) occurs when $\rho = 1$.

For $\frac{1}{2} \leq c_1 \leq 2$, the coefficient of $\rho^2$ in (3.16) is negative and both $F'(0)$ and $F'(1)$ are negative; hence, because of the concavity of the quadratic, we conclude that $F'(\rho) > 0$ for $0 \leq \rho \leq 1$ and that $F(\rho)$ assumes its maximum at 1. With $\rho = 1$, (3.15) becomes
\begin{equation}
2B = -3248c_1 - 992c_1^2 + 132c_1^3.
\end{equation}
The derivative of the right side of (3.17) for $\frac{1}{2} \leq c_1 \leq 2$ is positive and the maximum occurs at 2. Consequently, $2B \leq 2(1232)$ and $720|\gamma_6| \leq 4272 + 1232 = 5504$ which is equivalent to the bound of the theorem. (Note. The choice of $\frac{1}{2}$ for the cases discussed above is one of convenience rather than necessity.)

The bounds in Theorem 1 are made sharp by the function $f_0(w)$ which corresponds to $f_0(z) = -z - 2 \log(1 - z)$ which is obtained by integrating (2.16). If we let $f_0(w) = w + \sum_{k=1}^{\infty} B_k w^k$, then we find that the recursion formula
\begin{equation}
(k + 1)B_{k+1} + B_k + \sum_{j=1}^{k} (k + 1 - j)B_j B_{k+1-j} = 0
\end{equation}
holds for $k = 1, 2, \ldots$, and $B_1 = 1$. Computation gives $B_2 = -1, B_3 = 4/3, B_4 = -13/6, B_5 = 59/15$ and $B_6 = -344/45$. It is quite likely that $f_0(w)$ gives the sharp upper bounds for other (perhaps even all) coefficients, but we were unable to show this. It may be possible to utilize techniques like those used above for coefficients of terms of higher degree, but the computations and technical aspects of doing so appear exceedingly formidable.

Finally, let us remark on the nature of the coefficient problems for $f(z)$ and $\tilde{f}(w)$ for $\mathcal{S}$ and some of its subclasses. As is shown in [1, 2, 6, 7, 8, 9, 12], it appears that for $\mathcal{S}$ and many of its subclasses the coefficient problem for one of either $f(z)$ or $\tilde{f}(w)$ is relatively straightforward but extremely difficult for the other. The class of starlike functions is free of this “duality”, but some of its subclasses are not [7].
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