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Abstract.—In a seminal publication Hassell and May demonstrated that sufficiently uneven
spatial distributions can stabilize predator-prey systems. In this article we investigate whether
such spatial distributions (of either predators or prey) can be caused by behavior that is favored
by natural selection. If selection operates on predators only, evolutionarily stable patch selection
strategies (ESSs) will lead to predator aggregation, provided the prey are unevenly distributed.
However, to render the ecological equilibrium stable, prey aggregation needs to be very strong.
If selection operates at both trophic levels, then simultaneous ESSs will exist for predator and
prey. Where patches are of equal quality (as is implicitly assumed in Hassell and May's model),
the distributions of both predators and prey will be homogeneous, and ecological stability will
vanish. Where patches differ, for example, in prey reproduction or survival, aggregated distribu-
tions of prey and predators will result. A stable ecological equilibrium is then possible, but only
if there are many patches of marginal quality. This article shows that the combination of both
evolutionary and ecological stability criteria not only allows one to test whether ecological
theories are compatible with the theory of natural selection but may also lead to new insights,
such as why low-quality patches may constitute a partial refuge for the prey.

Hassell and May (1973) have shown that strong aggregation of predators in
patches with high prey density confers stability to the otherwise unstable Nichol-
son-Bailey (1935) model for predator-prey dynamics. Because natural selection
is expected to favor predators searching for profitable (e.g., high-prey-density)
patches, foraging behavior that leads to predator aggregation is likely to be wide-
spread. Thus, the aggregative response of predators to prey density may well be
a general mechanism promoting persistence of predator-prey systems.

However, intuitive appeal needs scrutiny. First, one must consider what is
optimal from the predator’s point of view. Increasing numbers of predators in
high-prey-density patches may intensify competition for prey. Competition may
increase to such an extent that mutant predators foraging in low-density patches
may be even more successful. Clearly, there are limits to the aggregative response
that will evolve. Since Hassell and May (1973) have shown that, to be stabilizing,
the degree of predator aggregation should be rather strong, one cannot assume a
priori that the favored type of foraging behavior will promote ecological stability
of the predator-prey interaction.

Second, natural selection operates on the prey as well. For an aggregative
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COEVOLUTION OF PATCH SELECTION STRATEGIES 647

response to have a stabilizing effect, there will have to be prey aggregations.
Whether such prey aggregations are caused by adaptive behavior is an open
question, however. Why would prey individuals aggregate if this increases their
risk of being attacked by predators?

Although analysis of ecological stability can indicate the ecological conse-
quences of different types of aggregative responses, it does not provide a clue as
to which one is likely to occur. This problem can only be solved by assessing the
evolutionary stability of this behavior—that is, by confirming that individuals with
a different aggregative behavior cannot invade. Game theory (Maynard Smith and
Price 1973; Maynard Smith 1982) can deal with this type of problem, since, as is
the case for patch selection strategies, what is optimal for one individual depends
on the strategies of others. It should be stressed that ecological stability (of
populations) does not imply evolutionary stability (of behavioral strategies) or
vice versa. Both properties must be determined separately.

The key question of this article is whether natural selection favors patch selec-
tion strategies (either of prey or of predators) that promote ecological stability.
To what extent can we indeed expect predators or prey to distribute themselves
in such a way that ecological stability is promoted?

OPTIMAL FORAGING

Many authors have recognized that aggregative behavior of predators may be
explained by optimal foraging theory (Hassell and May 1973; Cook and Hubbard
1977; Free et al. 1977; Hubbard and Cook 1978; Stephens and Krebs 1986; Ka-
reiva 1989). Explicit combinations of population stability analysis and optimal
foraging theory were analyzed by Comins and Hassell (1979) and Sutherland
(1983). Both studies were based on the assumption that optimal patch choice of
a population of predators will lead to an *‘ideal free distribution’” (Fretwell and
Lucas 1970), in which no individual predator can gain by moving to another
patch. Comins and Hassell (1979) demonstrated that differential prey deplztion
(i.e., pseudointerference) (Free et al. 1977) may lead to an ideal free distribution
that is sufficiently aggregated to promote ecological stability. Sutherland (1983)
showed that the same holds for interference among the predators.

These earlier contributions have two limitations that warrant further study.
First, by taking into account the details of searching behavior, Comins and Has-
sell’s (1979) model is too complex to serve as a basis for studying coevolution.
Second, both Comins and Hassell (1979) and Sutherland (1983) assume the ideal
free distribution rather than model the underlying game itself.

Our approach differs from the previous analyses in that it is based on an explicit
fitness-generating function (Vincent and Brown 1989)—that is, a function that
expresses the fitness of a mutant when playing the field (Maynard Smith 1982).
Our primary aim is to investigate whether Hassell and May’s (1973) model can
lead to different conclusions when ecological stability and evolutionary stability
analyses are combined. Therefore, as done in Hassell and May's (1973) model,
we will ignore underlying behavioral components, such as prey handling, be-
tween-patch traveling, or interference (Kacelnik et al. 1992), and define searching
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648 THE AMERICAN NATURALIST

strategies in terms of patch visitation probabilities only. In this way the model is
kept tractable enough to study the consequences of coevolution on ecological
stability.

COEVOLUTION OF PREDATORS AND PREY

Although much effort has gone into analyzing how natural selection shapes the
aggregative response of predators, aggregations of the prey have usually been
taken for granted. This is surprising, because when predation risk is a major
component of prey fitness, optimal patch choice of the prey will strongly depend
on the searching strategies prevailing in the predator population (Stewart-Oaten
1982; Sih 1984; Holt 1985, 1987).

In Hassell and May’s (1973) model, simultaneous optimal patch selection by
predators and prey will have profound consequences. Predators will always be
selected to aggregate to some extent in patches with higher prey density. Thus,
any difference in prey density will result in differential predation risk. Since in
Hassell and May’s (1973) model there are no other variable factors, prey will be
selected to minimize predation risk and hence to avoid joining high-prey-density
patches. As a consequence, the prey population distribution will become homoge-
neous, which leads to an unstable ecological equilibrium. This result suggests
that, in a coevolved predator-prey system, predator aggregation is not expected
to occur, let alone stabilize predator aggregation. Either we must conclude that,
whenever uneven spatial distributions of the prey occur, they are caused by
external factors and not by optimal prey behavior, or we must reexamine the
assumptions on which Hassell and May’s (1973) analysis is based.

In natural systems, patches will probably never be of equal quality. For exam-
ple, there may be differences in food quality. Such differences also influence
optimal patch selection strategies of the prey, and they might give prey individuals
sufficient reason to aggregate despite the disadvantage of increased predation
risk. As long as prey aggregate to some extent, some predator aggregation is
always favored. The open question is whether such evolutionarily stable patch
selection strategies will lead to ecological stability.

In the first part of this article, we take Hassell and May’s (1973) model as a
starting point and consider the evolution of patch selection strategies of the preda-
tors while the prey distribution is held fixed. Using game theory we specify ESS
conditions and investigate the consequences for ecological stability.

In the second part we investigate the consequences of natural selection op-
erating at both trophic levels. Now not only the predators but also the prey
individuals are assumed to have a patch selection strategy. Then we seek an
ESS for both trophic levels simultaneously—a pair of ESSs (Vincent and Brown
1989)—and perform an ecological stability analysis.

AGGREGATION AS A GAME BETWEEN PREDATORS

Hassell and May’s (1973) model is based on Nicholson and Bailey’s (1935)
model for predator-prey interactions in discrete generations. Instead of a uniform
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COEVOLUTION OF PATCH SELECTION STRATEGIES 649

space, Hassell and May’s model assumes a number of patches in which there
is interaction between predator and prey. Every generation, the populations of
predators and prey distribute themselves over these patches but not necessarily
homogeneously: the fraction of the prey population that enters patch i is «;, and
the corresponding fraction of the predator population is g; (Wherei = 1,...,n,
and n is the number of patches). Since prey are vulnerable only to predators in
the same patch, the following equations govern the dynamics of predator and

prey:

n
Nywy = AN, Z o, PP

i=1

and o))

Py =N, [1 - Za‘_e—aﬁil’::l ’
i=1

where N, and P, denote the populations of prey and predators in generation ¢, A
denotes the per capita rate of increase of the prey population in the absence of
predation, and a denotes the ‘‘attack rate’’ of the predators.

If the predators distribute themselves equally over the patches (i.e., all B, are
equal), the unstable dynamics of the Nicholson-Bailey model are recovered.
However, Hassell and May (1973) found that, if the prey are unevenly distributed
and the predators aggregate strongly in patches with high prey density, the ecolog-
ical equilibrium of predator and prey may be stable.

Hassell and May (1973) chose to link the predator distribution to the prey
distribution by an arbitrary ‘‘aggregation index.”” We will not make any such a
priori assumptions but instead derive the predator distribution from an ESS analy-
sis of predator searching strategies. Then the first question to be discussed is
whether sufficiently strong predator aggregation will actually arise. Consider the
case in which the prey population distribution {o;} is fixed and set by external
factors but the predators may choose where to forage. In Hassell and May (1973),
B; denoted the fraction of the predator population in patch i. However, B; may
also be interpreted as the probability that an individual predator will select patch
i; then {B;} represents the prevailing searching strategy of the predators in the
population (the ‘‘population strategy’’). We will denote this strategy by B.

If no mutant with searching strategy B™ = {8} (with ™ # B) is able to invade
the population, then B = {B;} is said to be an ESS and is denoted by g* = {B}}
(Maynard Smith and Price 1973; Maynard Smith 1982). This strategy specifies
the degree of aggregation that is favored by natural selection, for a given prey
distribution {e;}.

Predator Fitness

To find the ESS it is necessary to determine how the fitness of a predator
depends on its searqhing strategy. More formally, it is necessary to quantify the
expected fitness of a mutant adopting strategy B™ in a population of predators
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adopting strategy B. Thus, a first step is to derive the predator “‘fitness-generating
function’ Fp(B™;N,P,B) (sensu Vincent and Brown 1989), where N and P denote
the prevailing densities of prey and predators. To derive this function, we first
determine the reproductive success of predators in the different patches, then
weigh patch contributions by the mutant predator’s probability of getting there.

Consider a predator in patch i. In this patch o;N prey are available. A fraction
e~ % of these will survive, and hence a fraction of 1 — ¢~?*" will be attacked
by one of the B,P predators foraging in the patch, On the average, therefore, the
ith patch yields

oN(1 — e—abiP)
B.P

attacked prey per predator. On the assumption that one attacked prey gives rise
to one predator offspring (which is an assumption in Hassell and May’s [1973]
model), this expression gives the expected reproductive success of a predator in
patch i.

Since a mutant predator with searching strategy B™ will end up in patch i with
probability B, its expected fitness is then simply

03]

— e~ 9BiP )
B:.P '

This approach ignores the mutant’s influence on the risk of attack in patch i,

which may be justified as long as the mutant predator does not represent a signifi-

cant proportion of the predators present in a patch. (However, see App. A for

an alternative derivation, which shows that this fitness function may also hold if

the mutant does represent a significant proportion of the predators in a patch.)
Setting p™ = B gives the fitness of a typical predator:

n N[] - a-e‘“B‘P]
oN(1 — e=®F) Z ‘

C N(1
FoBmN.PB) = > pr S ©)
i=1

Fp(B;N.P.B) = > “— = )

i=1

This is indeed equal to the per capita fitness of predators in the Hassell and May
(1973) model, which shows that fitness function (3) is fully consistent with this
population dynamical model.

Evolutionarily Stable Strategy Conditions

Under ESS conditions (the population of predators has adopted the ESS patch
selection strategy B*), mutants with different searching strategies cannot do bet-
ter, or, equivalently, no individual predator can gain by changing its searching
strategy. From this it follows that reproductive success of the predators should
be equal in all patches; otherwise there would be a patch with a higher associated
fitness than others, and predators exclusively visiting this patch would do better
than the rest. Hence, the ESS specifies an ideal free distribution (Fretwell and
Lucas 1970). For the predators in the Hassell and May (1973) model, this means
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that the ESS is characterized by B}such that
oyN(1 — e~ ®iF)
BF
for all i, where K is a constant, and NV and P are the equilibrium densities following
from equations (1) with predator population distribution set to g*. Note that X

equals one under conditions of ecological equilibrium and that equilibrium densi-
ties will depend on the searching strategy adopted by the predator population.

K )

Ecological Stability

What will be the consequences for ecological stability if the predators adopt
the searching strategy $*? As Hassell and May (1973) point out, a straightforward
stability analysis is impossible in the case of arbitrary population distributions.
To simplify the problem, they introduce a system with only two types of patches.
We will follow them in restricting the discussion of the consequences for ecologi-
cal stability to this special case.

Consider a simple type of environment with just two types of patches: one
high-prey-density patch with a fraction « of the prey and n — 1 patches with a
fraction (1 — a)/(n — 1). The predator searching strategy is then given fully by
one parameter B, the probability to search in the high-prey-density patch. The
other patches are interchangeable (each harbors an identical fraction of the prey
population), and hence the optimal probability to search in any one of them will

be the same and equal to (1 — B)/(n — 1).
Setting

a,=a,a,='lz_T?(i>l)

and (6)

1-—-pB* .
* = (3% ¥ = >
BI B ) Bx n—1 (1 1) ’
equation (5) leads to the following equation that implicitly defines the evolution-
arily stable searching strategy p*:

QNI:I - e—aB‘F‘:I I—T‘lll_v[l - e—a(l-B‘/n—l)P]
— = . 7
B*P 1 — B*F
n-1

Thus, ESS conditions are given by three equations (two defining the ecological
equilibrium densities and one defining the ESS [eq. 7]) with three unknowns, the
ecological equilibrium densities N and P and the ESS B*. No explicit solutions
could be found for this set of equations, but illustrative numerical solutions are
given in figures 1 and 2.

Figure la shows the evolutionarily stable predator strategy B* as a function
of prey fecundity A, for n = 6 patches. The ESS probability to search in the
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Fi6. 1.—Evolutionarily stable predator patch selection strategies for a fixed prey distribu-
tion, for various values of prey fecundity A, number of patches n = 6, and the fraction of
prey in the high-density patch « = 0.3. a, Evolutionarily stable predator searching strategy
B* (probability of searching in the high-prey-density patch) (solid line) and « (dashed line);
b, equilibrium densities of predator P (thick line) and prey N (thin line); ¢, the value of
aggregation index p* corresponding to g*.

652
Copyright © 1993. All rights reserved.



pt

a
(b)
30 -
20 4
NP
10 4
0 T 1 T 1] 1
0.0 0.2 0.4 0.6 0.8 1.0
a
()
a4
24
u*
I g
c L] ¥ i ¥ L}
0.0 0.2 0.4 0.8 0.8 1.0
a

Fi16. 2.—As in fig. 1, but now varying values of a (fraction of prey in the high-prey-density
patch). Number of patches n = 6, prey fecundity A = 5.
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high-prey-density patch B* decreases with increasing prey fecundity A. This is
explained by the fact that equilibrium densities of prey and predators increase
with A\ (fig. 1b). These higher densities imply intensified competition among the
predators, which favors foraging in the low-prey-density patches.

Note that B* is larger than a, which implies that predators should aggregate
more strongly than the prey (figs. 1, 2). This follows from the conditions for the
ideal free distribution; by rearranging equation (7) in the form

o« P
T @®

it can be shown that, for a > (1 — a)/(n — 1), Q is smaller than unity so that g*
must be larger than «.

To show how these results modify Hassell and May’s (1973) conclusions, it is
convenient to express the degree of predator aggregation in terms of an aggrega-
tion index p., which is defined by

Bi = caf, )

where

(S

i=1

is a normalization factor to ensure that the B,’s add up to unity. When, for
the special case of one high-prey-density patch and multiple low-prey-density
patches, all predators adopt the ESS g*, the aggregation index p* is equal to

1 1- B*]
'n[—*’ -
pr=—tb 071 (10)

[1 l—a] '
In|=-
a n-—1

which can be compared with the values of p. that are known to promote ecological
stability. This comparison is shown in figure 3. In this figure, the parameter
domain of ecological stability in the A-p. plane is shown for the special case
where n = 6 and & = 0.3 (Hassell and May 1973). Superposed on this domain
is the ESS p*. For smaller values of A it can be seen that p* is well inside the
stable domain, but for larger A, where less aggregation is favored, it is not. Hence,
if prey fecundity is too high, evolutionarily stable searching strategies of the
predator population do not lead to ecological stability. It is important to note that
for some values of \, ecological stability is still possible in principle, but not
.under conditions of evolutionary stability.

If predator searching strategies evolve, the parameter p is no longer a free
parameter to be chosen at will but follows from the ESS. As can be seen in figure
3, this implies a new stability boundary. This boundary delimits the combinations
of the remaining free parameters a, A, and n that favor evolution of B* (or n*),

Copyright © 1993. All rights reserved.
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10 9
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Unstable
0 1 — N
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A

Fig. 3.—Stable domain for Hassell and May's (1973) model with n = 6 and o = 0.3
(shaded area). Also shown is the aggregation index p* calculated from the evolutionarily
stable predator searching strategy g* (line).

which promotes ecological stability. Using the stability condition

— -_— * -_—
)\aP[aB*e"’B'P +(1 - a)%e'“(l-pvn—l)l’] <"—;\—1 (11

as given by Hassell and May (1973), the stable domain can be solved numerically.
Some stable domains are shown in figure 4a and b, for n = 6 and n = 11
patches, respectively. From these figures it can be concluded that simultaneous
ecological and evolutionary stability requires a prey distribution that is strongly
skewed toward the high-prey-density patch. This skewness must be more pro-
nounced if prey fecundity A becomes large. ‘

When prey fecundity is low, theory predicts that * > 1, which in fact means
that all predators will aggregate in the high-prey-density patch (8* = 1). This
corresponds to a model with a partial prey refuge, which is always ecologically
stable (Hassell and May 1973).

Within-Population Variability

The method for finding the ESS is based on backward reasoning: given that all
predators have adopted the ESS, what then should it look like? This approach
says nothing about whether all individuals of an evolving population of predators
will eventually adopt it. Below we will briefly discuss this problem.

That evolution of patch selection strategies should give rise to an ideal free
distribution makes intuitive sense. If predators visit a particular patch less fre-
quently than expected, then mutants that visit this patch more often can increase.
Their increase lowers the profitability of this patch, so evolutionary change will
end when all patches offer equal reproductive success. However, this does not
necessarily mean that the mutants will completely replace the original population.

When a population is distributed according to an ideal free distribution, no
mutant searching strategy can be more successful than the population strategy.

Copyright © 1993. All rights reserved.
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Thus, the first condition for evolutionary stability is met (Maynard Smith 1982;
Parker and Hammerstein 1985). However, whereas under these circumstances
no mutant strategy is selected for, no selection against mutant strategies takes
place either. Because it has the same fitness as the population strategy, any
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Fic. 4.—Part of the a-\ parameter space for which the ecological equilibrium is stable
when all predators adopt the evolutionarily stable searching strategy. Dark shading: all
predators aggregate in the high-prey-density patch (B* = 1). Number of patches: a, n = 6;

mutant searching strategy could invade through random drift.

To prevent this, the second condition for evolutionary stability must be fulfilled
as well (Maynard Smith 1982; Parker and Hammerstein 1985). This condition
states that a mutant strategy that does as well as the population strategy should
be selected against when its proportion in the population increases. We have no
analytical proof that this condition is met, but in all numerical simulations we
have done of system (1), with the predator population subdivided with respect to

Copyright © 1993. All rights reserved.



COEVOLUTION OF PATCH SELECTION STRATEGIES 657

searching strategy B, the distribution of the tozal predator population converged
to the ESS searching strategy B*. We take this to be sufficient to confirm our
assumption that the ESS B* is truly evolutionarily stable. :

Whereas, in principle, ESS situations allow for variation in patch selection
strategies in the population, the present analysis cannot predict the amount of
variation that will remain in the long term (Parker 1984; Milinski 1988). This
condition will depend on the presence and nature of disturbances and on the
behavioral details of patch selection.

COEVOLUTION OF PREY AND PREDATORS

In the previous section, we have shown that natural selection may favor preda-
tor searching strategies that lead to stabilization of the ecological equilibrium,
provided the prey population distribution is strongly clumped. As was pointed
out above, such aggregated prey distributions are not likely to occur if the prey
individuals are able to choose patches as well. Because high prey density is
associated with increased predation risk, prey will be selected to choose low-
prey-density patches, which leads to more evenly distributed prey populations.

Here, we will investigate the consequences of differential patch qualities, which
may provide reasons for the prey individuals to aggregate, despite increased
predation risk.

Prey and Predator Fitness

Differential patch qualities may arise for various reasons and may lead to differ-
ential predation-independent survival chances of the juvenile prey or to differen-
tial prey fecundities. For simplicity we will refer to the latter type of differences
only, but the model applies equally well to the former. Let prey fecundity in
patch i be given by A\, withi = 1, ..., n, where the \; may differ in value. In
addition, assume that all \; > 1, meaning that all patches allow for prey repro-
duction.

Incorporating predation risk, the expected reproductive success of a prey indi-
vidual in patch i is \;e~P¥, Therefore, a prey individual with a patch selection
strategy ™ = {a"} has an expected fitness of

n

Fp(a™N,P,a,B) = Z afhe~BP | (12)

where @ = {o;} and B = {B,} denote the patch selection strategies of the predator
and prey population, respectively, and N and P denote their prevailing densities.
Note that the fitness of a mutant prey individual is not directly dependent on the
strategy of other prey in the population. This stems from the fact that prey fecun-
dity is (assumed to be) independent of density. However, indirectly the fitness
of a mutant prey individual does depend on the prey population strategy, through
the response of the coevolving predator population.

With respect to the predators, nothing has changed except that the prey distri-
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bution is no longer fixed. Thus, the predator fitness-generating function remains
the same as in the first section, but it now also depends on the prevailing prey
patch selection strategy «:

OL,N(l - e—aBiP)

5P (13)

Fp(B™N,P,a,B) = Z B
i=1

Population Dynamics

When all prey individuals adopt strategy « and all predator individuals adopt
strategy B, the population dynamics of this system are governed by

Nl+| = NIFN(a;NpPpa,B)

n
= N’ Z a,-)\,-e_apip'
i=1

and (14)
Pr+1 = PFP(B;Nvaa,B)

— p—aBiPs
_PZB’aN(l e ).

The only difference between this model and Hassell and May’s (1973) model is
the assumption of different patch qualities; the latter is recovered if the A;’s are
all equal. Because of the variability of the A;’s, ecological stability analysis (for
arbitrary o and B) is even more complicated than in the case of Hassell and
May’s (1973) original model.

Coevolutionary Stability

It follows from the arguments given in the previous section that a pair of
simultaneous ESSs a* = {a}} and B* = {B}} will be characterized by the simulta-
neous ideal free distribution of predators and prey. Hence, for a pair of coevolu-
tionarily stable strategies a* and p* (by which we mean a pair of simultaneous
ESSs—not to be confused with Roughgarden’s [1979] definition of coevolutionar-
ily stable strategies, which is not applicable here) it will hold that

Ne Bl = K
and (15)
a}N(1 — e~ ®if
( ¢ ) _ L
B P

for all i, where K and L are constants, and N and P are the ecological equilibrium
densities associated with patch selection strategies a* and $*. These equilibrium
densities are given by

Nl+l = N, = NaﬂdPH_l = P’ = F;
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hence

and . (16)

i o N(1 — e~P")
{

. — =1.
t=1 i P

After substitution of conditions (15) for the coevolutionarily stable « and B into
equations (16), it follows that under ESS conditions K = L = 1. Thus, the pair
of coevolutionarily stable patch selection strategies is characterized by the fact
that all patches provide an expected fitness of exactly one offspring to both prey
and predators. Then, equations (15) lead to

— 1 N
* - N
of N =1 In
and a7
- 1
BrP = zln Ais
from which, by summation overi = 1 , n, the equilibrium densities
— A;
N=1S_M
aign-1
and (18)

and the coevolutionarily stable searching strategies a* and B* can be calculated:

\;
ln)\

=Z —Lin),

and (19)

The spatial distributions of both prey and predators are entirely determined by
the distribution of patch qualities. If the patch qualities are all equal, equations

Copyright © 1993. All rights reserved.



660 THE AMERICAN NATURALIST

(19) specify homogeneous distributions. Hence, only if (some of) the \;’s differ
is the aggregation of both prey and predators coevolutionarily stable. This result
confirms the verbal argument we gave in the introduction.

Equations (19) show that both of and 8} increase with patch quality \;. It can
be inferred that equations (19) specify stronger aggregation of the predators than
of the prey. Consider a system with a patch k with prey fecundity A, only slightly
larger than one, which means that the patch is very marginal. Then, In A, = X\,
— 1, and we can write

Ao
of ~
—_t
N + Z)\ Loin,
jrk
and (20)
A = 1
Bi = —
M= 1+ D N
J#k

Where «f is small but definite, B} will approximate zero, because A\, — 1 = 0.
Because a smaller fraction of the predators than of the prey is found in low-quality
patches, a larger fraction must be found in the high-quality patches. In other
words, disproportionately more predators are found in the high-prey-density
patches.

The coevolution of prey and predators can have profound consequences for
optimal prey patch selection strategies. Consider the following illustrative exam-
ple. Let there be n = 5 patches, one patch with a high prey fecundity of A,, =
5, and four patches with a low prey fecundity of A, = 1.05 (fig. 5a). If there were
. no predators, the prey would aggregate all in the high-quality patch, because in
that patch they would have the highest number of offspring. Nevertheless, the
coevolutionary game with the predators drives them into the low-quality patches
as well (fig. 5b). It is striking that patch-quality distribution is more conspicuously
reflected in the ESS predator patch selection strategy than in the prey patch
selection strategy.

Ecological Stability

Linearization around the ecological equilibrium shows that the ecological equi-
librium of predators and prey is stable under ESS conditions if the following
inequality holds:

i}\ A_ 1(In)\)2 i)\ — 1(ln)\)2

i= + - <1 n

n

Z)\)\_]ln)\ : Zln)\,-

i= i=}
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(a)
6 -
4
patch number /
(b)
1.0
af
B’

patch number /

Fic. 5.—Coevolutionarily stable patch selection strategies of prey and predators. a, Distri-
bution of patch qualities. Prey fecundity in high-quality patch Ay = 5, and prey fecundity
in the low-quality patches'A = 1.05. b, Coevolutionarily stable searching strategies: prey

strategy a* (light shading); predator strategy B3* (dark shading).

(the derivation of this inequality can be found in App. B). It is not immediately
obvious whether this inequality can be satisfied and, if it can, under what condi-

tions.

Yet, we can conclude the following. If the A/sare allequal (A, = ... = X, =
A), the left-hand side of inequality (21) becomes
A
=1 InA, 22)
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(a)

20

(b)

Ay

FiG. 6.—Domain of simultaneous ecological and coevolutionary stability, when one patch
has high-quality Ay and the others have low-quality A\;. Note the differences in the scale of
Ay and A;. Number of patches: a, n = 6; b, n = 11,

which is larger than one (A > 1): no ecological stability follows under ESS condi-
tions. (This is no surprise because under these circumstances the model is identi-
cal to the Nicholson-Bailey model.) Hence, if the inequality holds, it must be the
case that at least some of the \;’s are different. However, they should not be too
different. If inequality (21) holds for some combination of \;’s, it can be violated
by increasing one of the A;’s, say A, sufficiently. This follows from the fact that,
where the numerators of both fractions on the left-hand side of inequality (21)
depend on the square of In X;, their denominators depend only linearly on In \,.
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2000

200 1

20

1 10 100

Fig. 7.—Domain of ecological and coevolutionary stability of the system with two patch
qualities, in the Ay-n plane for different values of A;. Both axes are on a log scale.

Consider a simple type of environment, with one high-quality patch with prey
fecundity A, and n — 1 low-quality patches with prey fecundity N\, (A, > X,).
Then, for some combinations of A; and A, the left-hand side of inequality (21)
turns out to be less than unity. Hence, under certain circumstances the evolution-
arily stable patch selection strategies stabilize the ecological equilibrium.

Examples of numerical solutions of the stable region are shown in figure 6 for
n = 6 and n = 11 patches. From this figure it can be concluded that ecological
stability only occurs under the distinctive condition that the low-quality patches
are really marginal (i.e., characterized by a prey fecundity A, that is not much
larger than unity, which barely allows for self-replacement). Figure 7 shows that
for simultaneous evolutionary and ecological stability there should be many, but
not too many, marginal patches.

DISCUSSION

Whereas analysis of ecological stability may delimit a broad set of parameter
combinations for which predator-prey models have a stable equilibrium, the set
of parameter values that comprises ESSs may be very different. What is more,
there is no a priori reason why these sets should overlap. Thus, when not only
ecological stability but also evolutionary stability is required, the resultant stabil-
ity domain may be greatly reduced or may not exist at all.

Two cases have been considered here to illustrate how evolutionary and ecolog-
ical stability combine to produce a new stability domain. First, the case of a
fixed distribution of the prey was considered. For a given prey distribution, ESS
conditions require that predators cannot gain by changing their searching strat-
egy, which leads to the ideal free distribution of the predators (Fretwell and
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Lucas 1970; Comins and Hassell 1979; Sutherland 1983). For an uneven prey
distribution, the predator distribution will be of the aggregated type with more
predators in the high-prey density patches. However, this predator aggregation
is not necessarily strong enough to stabilize the equilibrium, as shown by the
example in figure 3. For low values of A the ESS values of p are in the stability
domain, whereas for high values of A there is no ecological stability possible for
any value of p. (whether under ESS conditions or not), and there is an intermedi-
ate range of A for which ecological stability is possible in principle but not under
conditions of evolutionary stability.

In the second case, the assumption of a fixed prey distribution was relaxed so
that natural selection would operate on the patch selection strategies of both
predator and prey. When patches are of equal quality (in terms of prey reproduc-
tion), predators and prey will distribute themselves equally over the patches.
Only when patch quality varies, so that prey reproduction (\) is higher in some
patches than in others, do ESSs lead to the type of aggregated distributions that
were assumed by Hassell and May (1973). Neither prey nor predator can gain by
changing its patch selection strategy. Prey cannot gain because patch quality
and predation risk counterbalance each other everywhere; predators cannot gain
because high-prey density is counterbalanced by increased competition. As in
the Hassell and May (1973) model, ecological stability is possible. However, only
in a confined range of environmental conditions do evolutionary and ecological
stability coincide: for any high-quality patch, there must be many low-quality
patches, and these low-quality patches must be of marginal quality, so that they
barely allow for prey reproduction.

Whereas in the absence of predators prey individuals would aggregate entirely
in the high-quality patches, the evolutionary game with the predators forces them
to select low-quality patches as well. The low-quality patches are then genuine
refuges, in that they are good to escape from predator attack but not for much
else. This condition is in contrast with the standard partial prey refuge model
(Hassell 1978) in which residing in the refuge costs the prey nothing.

We have not tried to test our predictions, because our primary intention was
to investigate the assumption of stabilizing predator aggregation with respect to
its logical consistency. However, there have been some intriguing reports about
spatial distribution and mortality factors of hosts in host-parasitoid systems. It
has been noted that parasitism and other host mortality factors are often inversely
related (Starks et al, 1972; Fritz and Nobel 1990). Recently, Valladares and
Lawton (1991) investigated host mortality in relation to patch quality in holly leaf
miners. They found that, although some patches (holly bushes) were of better
quality than others and more heavily infested, leaf-miner performance was about
equal in all types of patches. Because parasitism (higher in the high-quality
patches) was density-dependent, they supposed that leaf miners were distributed
according to an ideal free distribution. Valladares and Lawton did not attempt to
explain the degree in density dependence in terms of simultaneous ideal free
distributions of the parasitoids and their hosts, as in the analysis presented here.

In conclusion, natural selection may indeed favor predator aggregative behav-
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ior that stabilizes the ecological equilibrium, if the prey distribution is fixed and
also if the prey are allowed to select patches in response to the predator searching
strategies. In the latter case, stabilizing spatial distributions occur only if spatial
variation exists at another level, such as variation in patch quality. However, it
should be stressed that our analysis applies exclusively to populations in ecologi-
cal equilibrium. It remains to be investigated how ESS distributions affect the
dynamics away from the equilibria.

Concluding Remarks

The results of this article highlight the notion of the ideal free distribution as a
tool for understanding the interrelationship between population distributions and
evolutionarily stable patch selection strategies. However, one can think of many
reasons that such distributions may not be attained in nature. Individuals often
have incomplete knowledge about their environment, may even need to guess at
the profitability of the patch they currently inhabit, may need to base their deci-
sions on ambiguous cues, need time to travel from patch to patch, must find
mating partners, and may be unsure about the number, distribution, and behavior
of their competitors. Furthermore, the weather or other abiotic factors may exert
continuous or episodic disturbing influences on the population distribution. In-
deed, it is observed that often spatial distributions of animals do not make sense
(Lloyd 1967). If the ideal free distribution is a true ideal and never reality, then
what can the present analysis teach us about real systems?

In the first place, whatever the current state of the environment, individuals
will be selected to choose patches that offer the best prospects for reproduction
under given circumstances and hence to balance fitness-related criteria as devel-
oped in this article. If competition is intense, it never pays to join a crowded
patch. If food quality and predation risk are both important, then optimal choices
take both aspects into account. In the second place, even if an ideal free distribu-
tion is never attained, it can be used to frame hypotheses about how population
distributions will respond to external influences. For example, where external
influences tend to cause aggregations, individuals could respond by increasing
their dispersal rate, so as to avoid competition or high predation risk.

The approach developed in this article may be important for the understanding
of aggregative behavior in systems other than predator-prey systems. Often, in
ecological theory, aggregation of populations is simply assumed a priori, and
conclusions are drawn without questioning why aggregation occurs. For example,
aggregation has been modeled in a phenomenological way to explain the coexis-
tence of competitors (Atkinson and Shorrocks 1984; Ives and May 1985; Ives
1988). In such models, coexistence is possible because aggregation of the individ-
uals inevitably leaves room for others (individuals of either the same or other
species). However, whether the behavior underlying this aggregation will be fa-
vored by natural selection is an open question. To solve such a problem we
advocate that evolutionary stability analysis be used in addition to ecological
stability analysis. In this way it may be possible to investigate critically the condi-
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tions under which explanations for ecological phenomena are compatible with
the theory of natural selection.
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APPENDIX A
ALTERNATIVE DERIVATION OF THE PREDATOR FITNESs GENERATING FuNcTION

Consider the more general case of Hassell and May's (1973) model, in which each
attacked prey gives rise to y predator offspring. This condition would lead to the following
equation for the predator dynamics:

n
Py = yN,<l -> a,e“‘“"") . (Al)

Let the predators, once within a patch, search randomly for prey. If the search rate
within the patch is a’ and the number of predators in the patch is p, then the probability
for a particular prey individual to escape from predator attack will equal e~%?, Now
consider a particular mutant predator that ended up in a patch with R prey and & competi-
tors. The expected fitness of this predator is given by

R(l —_ e—a'(k+l))

k+1 )
Note that the predation risk is determined by k& + 1 predators: the presence of the mutant
predator increases the predation risk.

Assume that the number of competitors k is Poisson distributed with mean C. Then the
expected fitness of the mutant is

DRk =

ED(RK) = ZPr(J\ £ - O(R,K)

—CR” - e-—u'(k+l)]

‘—:-e
S K+

= -C e-d'k+D
Re” [;,< + 1! Z(k+1)' ( ]

o~ ¢ RN (Ce-"')*]
= Re C[ -y -
Z;(k 1) £+ 1!
S5 -H5 e )
Re {C[;k! -¢ ; !

- R(1 - e—(l-e-v')C)
——C .
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Now let R = ;N be the density of prey in patch i and C = a"B,P be the expected number
of arriving predators (a” is the search rate for patches); then the expected fitness of a
mutant in patch i is
oN[1 = e=1-e B

a"B"P ’

and the expected fitness of a mutant with searching strategy g™ is

E®(oyN.k) =

N[l ~ e=(1-emrpr]

FoB™N.P.B) = > B PN
i=1 !

If each attacked prey gives rise to ¥’ predators, the predator dynamics of a population
adopting the searching strategy B are given by

P = Py Fp(B,N,P.B)

, n
= %ﬂNI [l - Z a"e‘“_'-"')“.ﬁ"’] .
i=1

The predator equation (Al) is then obtained after setting
y=v'la"
and
a=(1—e""a".

It is assumed that the density of prey in a patch is not stochastic. If it is, the fitness-
generating function becomes more complex, since a predator must take into account not
only the average prey distribution but also the stochastic deviations. The correlation be-
tween the number of prey and the number of predators in a patch turns out to be an
important statistic governing the ecological stability of the system (Chesson and Murdoch
1986).

APPENDIX B
THE EcoroGicaL STABILITY CRITERION
The predator-prey system described by equations (14) can be written as

Ny = rf(Pl)
and
Py = N1 - g(P)],
with
P = o\ e~ BP
2
and

gP) = > aemehr,

=]
Note that both f'(P) < 0and g'(P) < 0.
Substituting the ecological equilibrium conditions

=1
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and

ol

1-gP)==

Z

into the Jacobian matrix, we obtain

1 Nf(P
- ( P )
— — Ng'(P
x g'(P)
The ecological equilibrium is asymptotically stable if the absolute values of both roots
of the characteristic equation of J are less than one. The characteristic equation is

0> —0-traceJ + detJ =0
with
traceJ = 1 — Ng'(P)
and
detJ = ~ Ng'(P) - Pf'(P).
The absolute values of both roots are less than one if and only if
Jtrace J| — 1 <detJ<1.
Since g’(F) < 0, trace J > 0, which gives
- Ng'(Py< - Ng'(®P) - Bf'(P)< 1.
The first inequality holds because f '(F) < 0, and therefore the stability characteristic of
the ecological equilibrium is determined by
- Ng'(P) - Pf'(P) <. (B1)
Now

n
f'P)=-a z o;BNeBF
im]
and (B2)
g'P)=—a z oBe” P,
i=]
According to equations (15), the following relation holds under ESS conditions:
)\ie'"ﬁ”s = l
for all i. Substituting this into equations (B2) we have at equilibrium

n

F®=-ay atpt

i=1

and

" ot
e P =—ad T

and thus condition (B1) becomes

n

Naia'*ai*+7’-a2u»*ﬁ.“<l
= N o '

i=1

Copyright © 1993. All rights reserved.



COEVOLUTION OF PATCH SELECTION STRATEGIES 669

or

Z(P+_) A<, (B3)

Since from equations (17) it follows that

var = (LN 1
oP _(Tvx tn *) <F'")"‘)
A;

1

= _L_ 2
- 'N l (ln x,') ’

1< (In\)?
-z(N+P))\ o1l

we get for condition (B3)

or

1 1 < 1
—_- InA)? + —- In)\)<1,
aN Z, pInd*+ 25 2 i)

or finally, after substitution of the equilibrium densities, inequality (21).
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